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Abstract

As reservoir compaction is causing variations in both layer thickness and seismic velocities, it is
of interest to distinguish between these two effects. The dilation factor R can be used to link the
geophysical observables and the physical properties of the rock. The R-factor is defined as the
ratio of relative change in velocity to relative change in strain. There are still unanswered questions

related to the variation of the R-factor.

We suggest inverting for a set of reservoir parameters to obtain the relative thickness change above
the reservoir, using geomechanical modeling constrained by seafloor subsidence, measured from
repeated bathymetry measurements. The resulting R-factor values will be calculated through a rock
physics relation using the modeled relative thickness change and the corresponding relative time
shifts provided by 4D seismic. The global inversion process has been implemented using real data

from the Ekofisk Field, located in the Southern North Sea, acquired in 2011 and 2014.

The resulting R values will depend on the accuracy of the model parameters in which the inversion
process define. It is hard to determine the underlying “real” model parameter since the geomechan-
ical model will not reflect the complexity of the Ekofisk reservoir. The calculated R values will,
therefore, be associated with errors. Negative overburden time shifts were recorded, representing
speedup in the monitor case. Even though the study was implemented on a 2D seismic line with
increasing positive time shifts with depth, it seems like the constrained displacements together with
the relative time shifts do not reflect the stress paths estimated from the geomechanical model. The
method still provides knowledge of the processes involved. The calculated R will depend on the
stress path from the geomechanical model and the interaction with time shifts from seismic data,
and may differ both laterally and with depth, depending on the interaction. The study illustrates the
importance of collecting data where time-lapse changes are most prominent and how the calculated
R becomes unstable for position larger than the underlying reservoir radius. The instabilities are
dependent on depth, and the effect occurs at a larger position for shallow- compared to deeper lay-
ers due to stress arching. The scientific approach used in this study can potentially be utilized with
more accurate geomechanical models, which account for heterogeneities and non-elastic effects in

the reservoir and overburden, in order to calculate the R-factor values more precise.
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Sammendrag

Ettersom kompaksjon av et reservoar forarsaker variasjoner i bade lagtykkelse og seismiske hastigheter,
er det av interesse a skille mellom de to effektene. Dilasjons faktoren R kan brukes til & knytte de
geofysiske malingene og de fysiske egenskapene til bergarten. Faktoren R er definert som forholdet
mellom relativ endring i hastighet og relativ endring i deformasjon. Det er fortsatt spgrsmal knyttet

til variasjonen av R-faktoren.

Vi foreslar a invertere for et sett med reservoar parametre for a bestemme de relative tykkelsesendrin-
gene over reservoaret ved hjelp av geomekanisk modellering, begrenset av havbunnsforskyvningen,
malt fra gjentatte batymetri malinger. De resulterende R-faktor verdiene beregnes ved hjelp av en
bergartsfysisk relasjon, og tar inn de modellerte relative tykkelsesendringen og de assosierte rela-
tive tidsskiftene, malt fra 4D seismikk. Den globale inversjonsprosessen er implementert pa ekte

data fra Ekofisk feltet, som ligger i sgrlige del av Nordsjgen, innsamlet i 2011 og 2014.

De modellerte R verdiene vil avhenge av ngyaktigheten av modellparameterne som inversjonspros-
essen definerer. Det er vanskelig a bestemme de underliggende “ekte” modellparameterne, siden
den geomekaniske modellen ikke reflekterer kompleksiteten til Ekofisk reservoaret. De beregnede
R verdiene vil derfor vare assosiert med feil. Negative tidsskift i lagene over reservoaret ble malt,
som representerer fartsgkning i monitoreringsundersgkelsen. Selv om studien ble implementert pa
en 2D seismisk linje med gkende positive tidsskift med dybde, virker det som at den begrensende
havbunnsforskyvningen sammen med de relative tidsskiftene ikke reflekterer spenningsstiene es-
timert fra den geomekaniske modellen. Metoden gir fortsatt forstaelse av prosessene involvert. Den
beregnede R, vil avhenge av spenningsstien fra den geomekaniske modellen og samspillet med
tidsskiftene fra seismiske data, og kan variere bade lateralt og med dyb, avhengig av interaksjonen.
Studien illustrerer betydningen av a samle data der endringene er mest fremtredende og hvordan
den beregnede R-faktoren blir ustabil for posisjon stgrre enn den underliggende reservoarradiusen.
Ustabiliteten er avhengig av dybde, og effekten skjer ved stgrre posisjon for grunne- sammenlignet
med dypere lag som fglge av buet spenninger. Metoden som brukes i denne studien kan potensielt
bli brukt sammen med mer ngyaktige geomekaniske modeller, som tar hensyn til heterogeniteter

og ikke-elastiske effekter i reservoaret og i lagene over, for a beregne R verdiene mer presis.
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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

About 60 % of the introduction is taken and revised from the Specialization project (Kvilhaug,
2016).

When petroleum reservoirs are produced, the pore pressure within the reservoir rock is reduced
causing the grain contact to increase. Depending on the geomechanical properties of the reservoir
rock, the increasing grain contact may eventually cause the reservoir rock to compact. The resulting

permeability change will influence the production performance of the field.

This pressure depletion will not only alter the stress and strain field of the reservoir rock but will
have repercussion for the overburden and the underburden. Seafloor subsidence has been observed
as a product of production-related compaction. The magnitude of seafloor subsidence is usually

smaller than the reservoir compaction, inferring that the overburden is stretched.

Several fields in the North Sea show examples of this production-related compaction (Doornhof
et al., 2006). In the Southern part of the North Sea, fields are producing from chalk reservoirs.
Chalk is a rock with a weak framework, in fields like Valhall and Ekofisk, we see severe effects of
compaction and subsidence related to production. Since Ekofisk first started producing in 1971, the
water bottom has subsided almost 10 m (NPD, 2017). In 1987 a jack-up operation was completed
bringing the lower platform decks out of reach for the highest storm waves, which had been getting
closer and closer since the subsidence was first observed in 1984. In 1987 waterflooding was

initiated to increase the pore pressure and reduce the compaction of the reservoir. The reservoir
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pressure increased, but the compaction continued. Laboratory measurements on chalk have later
shown that high-porosity, oil-filled chalk continues to compact when flushed with seawater due to

chemical effects (water weakening) (Hermansen et al., 2000).

Repeated seismic surveys can give valuable information regarding saturation changes but also the
production-related changes in stress and strain fields (Bjorlykke, 2010). Time-lapse seismic (4D
seismic) is a standard reservoir monitoring tool and is very beneficial for field management in well
planning to locate untapped reserves. Production-related compaction may cause reactivation of
faults in or around the reservoir and furthermore minor seismic tremors. Such minor seismic events
have also been detected during water injection at Ekofisk (Ottemoller et al., 2005), and the use
of time-lapse seismic can give a better understanding of the connection. Furthermore, monitoring
the overburden can provide valuable information to counteract health, safety, and environmental
(HSE) situations. The alternation of the stress and strain fields in the overburden may lead to
damage on casings of existing wells. The effect is most prominent if shear stresses are introduced
as a byproduct of the compaction (Rgste et al., 2006), which can result in major accidents with high
environmental and economic impact, in the worst case similar to BP’s deepwater oil spill in 2010

(Smith et al., 2011).

Time-lapse monitoring is for these reasons of vital importance both for the reservoir and for the
overburden. The challenge is to determine what is caused by thickness changes and what is caused
by velocity changes when analyzing the quantitative time-lapse seismic data. From Eq. 1.1 we
know that zero offset two-way traveltime (TWT) depends on layer thickness Z, and seismic P-wave
velocity V,, within the layer.

27
TWT = — 1.1
v (1.1)

From Eq. 1.1 it is apparent that a change in TWT, 4D time shift, will capture the combined effect
of the change in layer thickness Z and velocity V,,. Work done by Landrg and Stammeijer (2004)
and Hatchell and Bourne (2005) have expressed relative zero-offset time shifts in terms of relative

thickness changes and relative velocity changes in Eq. 1.2. Derivation is shown in Appendix D.

AT AZ AV,
T  Z v,

(1.2)
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The seismic time shifts measured for a particular event, will have traveled down and up through all
the layers above the interface, and will for that reason be more of an average change. This method
can be improved by rather looking at the time strains %, essentially dividing the subsurface into
smaller packages and analyze the relative time shifts within these layers/packages. The time strains
are interval properties and can be interpreted more directly than time shifts, but the differentiation
tends to boost noise and hence the time strains are noisier than the time shifts (Rickett et al., 2007).

AV,
Vp

Compaction of a rock layer results in negative % term but an increase in velocity, positive

While stretching a rock layer cause a decrease in velocity, negative % and positive A—ZZ. The
P

AV,

expression from Eq. 1.2 is derived assuming [$Z| << 1 and |5
p

| << 1. The magnitude or
the effect of the two terms has been studied and proven not to be equal. Time-lapse seismic data
from many locations around the world indicate that a simple linear model relating relative seismic
velocity and vertical normal strain is suitable in all cases (Hatchell and Bourne, 2005). Observations
from the same study also suggested that the velocity-strain dependence is larger when a rock is
stretched compared to a compacting rock. When for instance a sandstone is stretched, fractures are
induced, which has a severe influence on the velocities. Particularly for fractures induced normal
to the direction of wave propagation (Hatchell and Bourne, 2005), showing a much larger effect on
velocities compared to the linear trend calculated from regression analysis done on velocity versus
porosity (Guilbot and Smith, 2002). A first-order approximation has been presented by both Rgste
et al. (2006) and Hatchell and Bourne (2005) relating relative velocity change and relative thickness

change within a layer by a factor R, see Eq. 1.3.

AV}’:R-(—¥> AV,

=R-e€,, 1.3
v, Z y, (-

This empirical rock physics relation links the geophysical observables and the physical properties
of the rocks. The 4D seismic measurements can be related to the strain fields. From Eq. 1.3,
compaction is associated with a positive strain, €,,, while the strain is negative for elongation,
keeping R > 0, using sign conversion as defined in Fjer et al. (2008). The factor R will depend on
the rock properties of the layer and highly on the stress states. The rock properties will in a way
be incorporated in the resulting strain the rock experiences during the particular stress field. Holt

et al. (2016) rewrote Eq. 1.3 to better illustrate the stress path sensitivity of the R-factor, see Eq.1.4.

3
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Where Ao, is the vertical stress change, and the first parenthesis is known as the stress sensitivity

AV,
(VpAUZ )

= (A)(22)

Bathija et al. (2009) found, from core measurements, that absolute values of R increase for sand-
stones and decrease for shales with decreasing confining pressure. Keeping the values of R constant
from the surface, where we have unconfined stress state, to the reservoir where we have higher con-

fined stress state, should be avoided.

The comparison of R-factor values derived from core samples and 4D seismic, can be difficult for
many reasons. It is hard to mask the geomechanical stress state in the laboratory to the in situ
stress state in the subsurface. The R-factor values derived from 4D seismic use the cumulative geo-
physical changes and therefore take the combined effect of the overburden and reservoir rock. The
overburden is volumetric dominant, so the resulting R-factor value for the usually shaly overburden
will decrease the resulting R-factor values. While for laboratory measurements the core sample is

more restricted and will, therefore, give higher R-factor values (Bathija et al., 2009).

Another factor that plays an important part is the geomechanical differences between the “’in situ”
conditions and the stress state during laboratory measurements. The unloading process the core
plug has to go through when taken from a deep well, may have a significant influence on the elastic
moduli of the rock. When the rock is under in situ” conditions, cementation processes might
occur at the grain contacts, but as the load disappears, the core will be exposed to tensile stress
and these grain contacts will be deformed/weaken. These unloading conditions will also cause
cracks, which diminish the elastic stiffness of the rock together with the acoustic velocities. When
trying to mask the stress state during laboratory measurements, the cracks will close again, but this
unloading-loading condition is causing core damaging effects. The resulting velocities and thus R-
factor value may not be representing the “’in situ” behavior, but rather be related to core damaging

effects (Fjar et al., 2008).
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This core damaging effect was demonstrated by Nes et al. (2000), through a test on a synthetic ce-
mented sandstone under stress. Figure 1.1 illustrate the difference between initiation of decreasing
stress from 'in situ” conditions, top curve, to reloading condition during laboratory measurements
following the bottom curve. An increase in effective stress during “in situ” conditions could repre-
sent the depletion of a reservoir, see Figure 1.1. Dispersion effects and geometry upscaling effects

are also mentioned as a potential cause of the discrepancy between field and core measurements

(Kenter et al., 2004).

“In situ”

—
ene
1

Unloading

Reloading

Velocity [relative]
o
20

=
@)
1

Effective stress

Figure 1.1: Upper curve representing the ”in situ” stress path, compared to bottom curve represent-
ing the stress path during reloading after coring (Illustration modified from Fjar et al. (2008))

There are still unanswered questions related to the variation of the R-factor. Knowing the R-
factor values will make it possible to quantify the effect of relative velocity change and relative
thickness change on the resulting relative time shifts using Eq. 1.3 and 1.2. In the specialization
project (Kvilhaug, 2016) the focus was to create a method to obtain values for the R-factor in
the overburden above a depleting reservoir. The objective was to utilize a geomechanical model

together with 4D seismic and time-lapse bathymetry data to obtain the R-values on synthetic data.
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Inversion principals were used on Geertsma’s geomechanical model (Geertsma, 1973) to calculate
the model parameters that give the measured subsidence, provided from bathymetry data. By cal-
culating % from a geomechanical model and measuring % from 4D seismic. We can through a
global inversion process with a least-square error stopping criteria, calculate the dilation factor R
for the overburden by combining Eq. 1.3 and 1.2. The error analysis performed on synthetic data in
the specialization project (Kvilhaug, 2016), showed improvement in the definition of the minimum
of the error function when utilizing data with position exceeding the lateral extent of the underlying

reServoir.

The objective of the master’s thesis is to obtain the R-factor values in the overburden using real
data. The following project will present the data preparation and assumptions needed in order to
run the algorithm from the specialization project and the final results from the process. The time-
lapse data is from the Ekofisk Field in the North Sea acquired in 2011 and 2014 and is provided by
ConocoPhillips.

The geomechanical model used in this project has its limitations. It assumes a uniformly depleted
disk-shaped reservoir situated within a linear-elastic, homogeneous and isotropic half space. The
seismic data used alongside this model, reflects the Ekofisk Field with all its complexity regarding
faults, lithological changes, anisotropy, different depletion/injection patterns, etc. The interaction

between these two datasets will hence be associated with errors.

The following chapter, Ch. 2, will begin with an introduction to the Ekofisk Field. Followed by
the theory applied in the global inversion process; the theory behind the geomechanical model
by Geertsma (1973), on time-lapse seismic data and inversion theory. Ch. 3 will focus on the
formulation of the inversion algorithm and presents the particular approach used in this project
with two forward operators and the model parameters used. In Ch. 4 the input data from the
Ekofisk Field will be introduced, and the data preparation needed prior to the inversion process.
The results of the inversion process will be presented in Ch. 5 together with an analysis of the error

function, followed by a discussion of the results in Ch. 6 and a summary and conclusion in Ch. 7.
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Chapter 2

Theory

About 50 % of Section 2.1, about 60 % of Section 2.2 and 90 % of Section 2.4 are taken and revised

Jfrom the Specialization project (Kvilhaug, 2016).

2.1 EKkofisk Field

In autumn of 1969, a discovery well was drilled by Phillips Petroleum Company and turned out
to be the first and to this date largest discovery on the Norwegian continental shelf. Core samples
collected from the wildcat well 2/4-2 between 3051 m and 3280 m turned out to be filled with oil.
The two oil filled units were the Ekofisk- and Tor formation of Paleocene and late Cretaceous age.
The field was named Ekofisk and is located in block 2/4 in the southern North Sea, see Figure
2.1. The Ekofisk field is a huge chalk structure draped over a salt pillow, with approximately 6.7
billion stock tank barrels of original oil in place (STBO) (Folstad, 2010). The reservoir rock is a
highly fractured chalk with high porosity, majority ranging between 30-45 % (Nagel, 1998). The
permeability is low, but natural fractures provide crucial secondary porosity and permeability in the
chalk. The Ekofisk- and Tor formation are the two producing chalk units, located in the upper part
of the 800 m thick chalk group, and the pay zone is approximate 300 m thick (Chilingarian, 1995).
The elliptical anticlinal structure, confining the hydrocarbons within the reservoir is 5.4 km wide

(E-W) and 11.2 km long (N-S) (Ottemoller et al., 2005).
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Figure 2.1: Location map of the North Sea, with Ekofisk Field within red box, adapted form NPD
(2017)

By looking at the chalk reservoir rock under a microscope, see Figure 2.2b, it may be observed how
the rock consist of particles primarily originating from algae skeletons known as coccosphere, see
Figure 2.2a. Due to burial and diagenesis, few of these coccospheres are intact but rather broken
into smaller pieces named coccolith and platelet. The primary mineral in the Ekofisk chalk is

calcite, but silica and clay minerals are also present.

(Chilingarian, 1995

1/
COCCOSPHERE
@ —
| COCCOLITH PLATELET i a \
|(Van Den Bark and Thomas, 1981)§ ‘
(a) Illl{stratlve representaqon of the coccosphere, (b) SEM image of a rocksample of the
coccolith, and platelet which the Ekofisk chalk
Ekofisk chalk

consist of

Figure 2.2: Ekofisk chalk composition
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The overburden consists mostly of clay-rich shales, and the lithological changes are relatively
small (Nagel, 1998). The overburden consists of the Nordland Group (Middle Miocene to Recent),
Hordaland Group (Eocene-Early Miocene), and Rogaland Group (Paleocene - Early Eocene), mov-
ing downwards in the stratigraphic succession (NPD, 2017). A polygonal fault pattern characterizes
most of the Hordaland Group, with vertical fault extent that can reach up to 1 km (Ottemdller et al.,
2005). Above the Rogaland Group, gas has slowly migrated up and possibly distributed along lat-
erally discontinuous thin layers. The concentration of gas is present above the crest of the anticlinal
structure (Nagel, 1998). An overpressured zone has also been reported about 900 m down for the
crestal wells (CoP, 2010). Both of these effects are causing an impact on the P-wave velocities,
making imaging challenging directly above the crest of the Ekofisk structure. This area is often

referred to as the Seismically Obscured Area, hereafter referred to as SOA.

The reservoir is located between 2900-3300 m below the seafloor, with a water depth of 70-75 m.
The fields initial recovery rate was at 17 % during production from ordinary pressure depletion.
Then vast water and gas injection planes have increased the recovery factor, and it is now estimated
to be over 50 % (NPD, 2017). As mentioned in the Ch. 1, the extensive compaction of the reservoir
unit and the resulting subsidence at the seabed slowed down after water injection started. Due to the
water weakening effect of the chalk reservoir and the under-compacted weak shale and mudrocks
of the overburden, the reservoir compaction was almost instantaneously being transferred as seabed
subsidence. The fact that the subsidence to compaction rate is not equal to one, implies that the
overburden is being stretched. Arching effects may be part of the explanation why the seabed

subsidence show less displacement than the reservoir compaction.

Since 1984 when the subsidence problem was recognized, there has been various attempts to mon-
itor the effect. A compaction monitor well was drilled in 1986, measuring the change in distance
between the markers of radioactive material implanted in the formation. The subsidence is fur-
ther monitored using GPS and bathymetric data. Time-lapse seismic measurements can be used to
detect the changes in seismic traveltime for different seismic reflectors in order to give additional
information about the geomechanical changes. Casing deformation data has also given an insight

of the movement in the overburden as well as in the reservoir (Nagel, 1998).
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Figure 2.3: Ekofisk field production history until 2007. Average reservoir pressure (dashed gray)
increased after the continuous increase in water injection rate (blue). Subsidence rate (red) de-
creased after 1999

The compaction rate went from 0.4 m/yr to around 0.1 m/yr after repressurization of the reservoir
using water injection (Ottemoller et al., 2005). From Figure 2.3 we see that after average reservoir
pressure (dashed gray line) had started increasing around 1994-1995, the subsidence rate (red line)
did not decrease until 1998. Creep of the overburden can cause the reaction between compaction
and subsidence to be delayed, but not by a number of years as seen here (Doornhof et al., 2006).
Laboratory measurements and field measurements from for instance the compaction well has sup-
ported that water weakening of chalk can explain this delay (Sylte et al., 1999). The chemical
reaction between the calcite and water will weaken the reservoir rock, so when the reservoir is
swept with water, the reservoir will be weakened to a certain limit before the process slows down
and hence also the rate of subsidence. The continuing reservoir compaction today is associated
with the balance between the ongoing repressurization of the reservoir and the water weakening of
chalk (Doornhof et al., 2006). Tests have shown that increasing water saturation will weaken the
strength of the chalk reservoir until fully water weakened state is reached at approximately water

saturation of 25 % (Hermansen et al., 2000).

10
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2.2 Geomechanical Modeling

Geomechanics studies the Earths response when exposed to stress and strain fields. When produc-
ing from a reservoir the resulting decrease in pressure is essentially a reduction in the pressure from
the fluids which was keeping the pores open. The drop in pore pressure results in an increase in
effective stress from the overburden Aoy,. If we assume the reservoir rock consists of an isotropic,
homogeneous rock and the theory of poroelasticity apply, Eq. 2.1 can be used to show how the
effective stress increase as we reduce the pore pressure (negative Apy), which can result in reser-
voir compaction. The stress/weight of the overburden oy is the same, Aoy = 0, so the effective
stress increase is caused by the pore pressure reduction. The magnitude of reservoir compaction
depends on this decrease in pore pressure, the compressibility of the reservoir rock and the fluid
compressibility (Bathija et al., 2009). The resulting alteration of the stress regime, as a result of the
reservoir compaction, will increase the possibility of fault reactivation in the stretched overburden.
The opposed operation of water injection will cause the pore pressure to increase and, hence, the
effective stress to decrease. The effective stress along existing fault planes will be reduced, and
the reservoir is more likely to experience fracture growth and fault reactivation. Any alteration of
the stress regimes will increase the possibility of fracture growth and fault reactivation inside and

outside the reservoir (Segall and Fitzgerald, 1998).

Aoy, = Aoy — alApy 2.1

The o parameter is the Biot coefficient defined by Eq. 2.2, for chalk o ~ 1.

Kj,

=1
o K.

(2.2)

The factor K is an elastic modulus, named Bulk modulus, see Eq. 2.3. K is the ratio of hydrostatic
stress 0, = 0, = 0, = 0, relative to volumetric strain €,,; = €, + ¢, + €¢,. Where z,y and z

subscripts are referring to the 3 principal directions.

K=2r 2.3)

€vol

11
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The subscripts ” fr” and ”s” in Eq. 2.2 are referring to the framework bulk modulus of the rock and
the bulk modulus for the individual rock grain/minerals. K will always be much larger than the
framework bulk modulus K,. The framework or skeleton of the rock is referring to the degree of
sorting, cementation, and porosity of the rock. An increase in porosity results in a sharp decrease in
Ky,. Eq. 2.4 is known as the Biot-Gassmann equation and shows how the resulting Bulk modulus
depends on the other mentioned factors as well as the fluid bulk modulus K. This equation is
often used to demonstrate the effect of fluid substitution on seismic properties, as the Bulk modulus

appears in the simplest equation for plane wave compressional velocity, see Eq. 2.5.

Ky
Kf (1_K_f3)2

e K K+,
¢ 1+ GE(1—9— )

K+ 3G
V, = \/% (2.5)

The Young’s modulus, E, is another elastic modulus quantifying how resistant the medium is to

K=K+ (2.4)

uniaxial compaction, see Eq. 2.6. In this equation, the subscript 7 is one of the three principal
directions, o;; is the uniaxial stress, and ¢;; the resulting deformation/strain in the same direction.
O’. .
B =2 (2.6)
€ii
When a medium is compressed, it results in a reduction in height and a resulting increase in width.
If the medium is isotropic and homogeneous, the deformation in the two horizontal directions €,

and ¢,, will be the same. The ratio between the two defines the Poisson’s ratio given by Eq. 2.7.

€ €
y— _Cex _ _ Cwy (2.7)
6ZZ EZZ
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Changes in the effective stresses within a reservoir can be used to calculate the resulting deforma-
tion by using Hooke’s law Eq. 2.8-2.10. The lower-case h and H now stands for the two horizontal

directions, while V' stands for the vertical direction.

Ef,,eh = AO‘;1 — I/fr(AU}I + AU{/) (2.8)
Efreq = Aoty — v (Ao, + Aol)) (2.9)
Efrey = Aoy, — ve (Aol + Aop) (2.10)

The effective stresses, Ao’, defined in Eq. 2.8-2.10, are on the same form as in Eq. 2.1, but here

for each of the principal directions V', H and h.

It is a common simplification to assume that the reservoir is a lot wider than it is thick, and that
the reservoir compaction is only vertically, known as uniaxial compaction. The two assumptions is

given by Eq. 2.11 and 2.12. Where h in Eq. 2.12 is referring to the height of the reservoir.

€, =€g =0 (2.11)
Ah
- = —ey (2.12)

Inserting the assumption in Eq. 2.11, 2.8 and 2.9, we get an equal expression for Ac;, and Ac’;. By
using this expression together with Eq. 2.12 in Hook’s law for vertical deformation Eq. 2.10, and
assuming constant vertical stress during depletion of the reservoir, Aoy = 0, we get the compaction

formula given by Eq. 2.13.

Ah 1 (1 +wvp)(1—2vp)
— — A 2.13
h Efr 1-— Ver =Dy ( )

The EL W—l_zw term may be defined as the uniaxial compressibility or the compaction coef-
fr Vir

ficient C),,. Eq. 2.14 shows how it is related to other elastic moduli (Fjer et al., 2008).

1 (L+vp)(1—=2v) 1 lduy, 1 1

Cm = = == p—
EfT 1—Vfr SKfrl—VfT Hfr /\fr—f—QGfT

(2.14)
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The theory from geomechanics can be used to estimate the resulting stress and strain fields of the
overburden due to production-related changes. One of these geomechanical models is the one de-
rived by Geertsma (1973). Geertsma used the theory of poroelasticity to calculate the displacement
interactions between a compacting reservoir and its elastic surroundings resulting in subsidence.

His model builds upon two assumptions (Geertsma, 1973).
e Linear stress/strain relations
e Uniform deformation, the elastic properties of the reservoir and the overburden is the same

Geertsma (1973) geomechanical model is based upon the stress-strain relation for the elastic case

given by Eq. 2.15.

v
0 = 2G| 65 + 1_—€vol5ij — (1= B)psd (2.15)

2v

where

oi; = Bulk stress component
G = Shear modulus/Rigidity modlulus
€ = Strain component
v = Poisson’s ratio
€vl = Volumetric strain
0 = Kronecker delta
B = Ratio between the rock matrix compressibility and the rock bulk compressibility

py = Pore pressure

The model derived by Geertsma (1973) using poroelasticity is mathematically similar to the theory
of thermoelasticity. The concept of “nuclei of strain” is applied, where the pore pressure reduction
of Ap; within a small finite volume of arbitrary shape may produce the displacement components
outside the reservoir. The equation for radial displacement at a distance r outside a depleting sphere

of radius Ry is given by Eq. 2.16, where the term wu( denotes the radial displacement at the surface

14
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of the depleting sphere.
R

. (2.16)

u(r) = ug

The displacement V - 4 is related to the volumetric strain €,,; given by Eq. 2.17. Where V' now is

referring to the volume of the sphere.

A
€vol = V - U = —7‘/ (2.17)

The volumetric change AV of the depleted sphere is given by Eq. 2.18

2
AV =VVii = —4mr? - (uOR—zo)
r (2.18)

AV = —4n R3uyg

The volumetric strain is also given by Eq. 2.19 as a direct result of stress aching for a reservoir
with same elastic properties as the overburden. Eq. 2.19 can also be shown by using the arching
coefficients 7.

€vol = —aCp Aps (2.19)

By combining Eq. 2.19 and Eq. 2.17, we can get an expression for the displacement at the surface

of the depleting sphere u given by Eq. 2.20.

B C’mVaApf

2.20
4 R? (2-20)

Uy =

We then get the expression for the displacement at a distance r outside a depleting sphere within

an infinite space given by Eq. 2.21.

u(r) = —_WVOZApr_ (2.21)

15
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Eq. 2.21 does not account for the seabed but is rather applicable to an infinite space. By using
a known thermoelectric solution (Mindlin and Cheng, 1950a,b), we can account for the surface,
where we know the effective vertical stress have to be zero. The resulting displacement field outside

a depleting sphere within a semi-infinite space derived by Geertsma (1973) is given by Eq. 2.22.

— —

L Gy R, Ry, 6z(z+D)Ry 2z
a= = (F? + (3 — 4V)R_§’ T m + R—g[(i’) —4v)(z+ D) — z]VozApf> (2.22)
where

R} =r?+ (2 — D)?

R =7r*+ (2 + D)?
Z = unit vector in z-direction
v = Poisson’s ratio

C,, = Compaction coefficient
V' = Initial volume of depleting sphere
a = Biot/Poroelasticity coefficient

Ap; = Change in reservoir pore pressure

D = Depth from surface to center of depleting sphere

z = Vertical position from the surface

16
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Free surface z=0

Reservoir

Nucleus of Strain

Figure 2.4: Sketch of Geertsma’s nucleus of strain model. ., indicate the direction of particle
movement. Note that positive z-direction is downwards. (Illustration adapted from Fjer et al.
(2008))

By relying on the superposition of many nuclei/spheres, we can calculate the resulting total subsi-
dence. In theory, we can with numerical methods estimate the subsidence for any arbitrarily shaped
reservoir. The calculation builds on elastic deformation and no contrast between the reservoir and
the surroundings. So the model will not be applicable for precise calculations, but if we choose a
disk-shaped reservoir, we can get an analytical solution and a general understanding of the subsi-
dence problem. The problem is shown in Figure 2.4, the resulting vertical- and radial displacement
are given by Eq. 2.23 and 2.24. The analytical solution is given by solving Hankel integrals involv-
ing Bessel functions. Parts of the solution presented by Luke (1962) is printed in Appendix C.1.
These solutions are also dependent on the solution of complete and incomplete elliptical integrals,
also posted in Appendix C.1. For the disk-shaped case, the /; parameters are commonly called the

Geertsma integrals. For » = 0 we need to use the equation posted in Appendix C.1.
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CraRhApy [ z—D
2 |z — D

Uy, =

I(]z — D|) — (3 — 4v)I3(z + D) —2zl4(z—|—D)] (2.23)

_ CnaRhAp;
- el

Uy

[11(|z — D))+ (3= 4 (z+ D) — 2:Ly(z + D)] (2.24)

Figure 2.5 and 2.6 show how the displacement is propagated up through the overburden for a disk-
shaped reservoir (white rectangle) seen as a vertical section through the center of the disk-shaped
reservoir. The parameters used to create the image was taken from the synthetic study performed in
the specialization project (Kvilhaug, 2016), Table C.1 with these values can be found in Appendix
C.1.
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Figure 2.5: Vertical displacement ., vertical section of disk-shaped reservoir illustrated as a white
rectangle
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Figure 2.6: Radial displacement w,, vertical section of disk-shaped reservoir illustrated as a white
rectangle

Figure 2.7 show the vector field/displacement field of the radial and vertical displacement as a
response to a depleting reservoir (dashed lines) with parameters taken from Table C.1. We see in-
creasing radial component on the edge of the reservoir as a response to arching, implying increasing

shear stress.
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Figure 2.7: Displacement field for radial and vertical displacement

From these previous plots, it is clear that the geomechanical model presented by (Geertsma, 1973)
shows alterations in the stress state for the rocks surrounding the depleting reservoir. We see from
Figure 2.5 that the vertical displacement of the surface is smaller than right above the reservoir, even
though the elastic properties of the reservoir and the surrounding rocks are the same in Geertsma’s
model. The aching coefficients «y is causing the change in the stress fields, see Eq. 2.25. The
aching effect in Geertsma’s geomechanical model is dependent on the ratio between the thickness
and the lateral extent of the depleting zone (the aspect ratio). The vertical arching coefficient or
stress path coefficient ~y will increase for decreasing aspect ratio (e = %). The effect of arching
is expressed by a vy > 0. The arching effect can be explained by the redirection of the stresses on
to the shoulders of the reservoir. The vertical stress relief oy, within and above the reservoir result

in increasing oy on the edge of the reservoir, together with increasing horizontal stress o;, within
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the reservoirs outer edge and decreasing o}, outside the reservoir.

o AJV
v=—"
Apy
Aoy, (2.25)
YH = Yh = A_pf

Figure 2.8 shows the arching effect for a reservoir at 2000 m depth with increasing radius R of 2000,
4000 and 6000 m. The figure shows how the vertical displacement above the center of a disk-shaped
reservoir increases for increasing lateral extent of the reservoir, hence, less arching or shielding of
vertical stress expressed by positive 7y for decreasing aspect ratio. The dotted rectangle in Figure
2.8 illustrate only the location and vertical extent of the reservoir, seen as a vertical section, not the

lateral extent. The other parameters needed to produce the illustration are taken from Table C.1
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Figure 2.8: The arching effect shown for three reservoirs with different aspect ratios

Due to the assumption of no contrast in elastic properties, it can be shown that vy + 27, ~ 0 (Fjer
etal., 2008). Constant mean stress represents the surroundings of the pressure altered reservoir. The

volumetric strain €y, = 0 and pure shear loading represents the overburden. The amount of speed
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up or slow down in the overburden is, as mentioned in Ch. 1, dependent on the stress sensitivity

and stress path x, Eq. 2.26.

) (2.26)

947

2.3 4D Seismic and Reservoir Monitoring

Acquired seismic data can give valuable information about the subsurface. It can create an image
that we can interpret, and identify potential oil and gas reservoirs. When a prospect is identified,
the ultimate goal of all oil companies is to produce as much as possible from these resources. That

is where 4D seismic or time-lapse seismic may play a significant role.

Time-lapse seismic data essentially means acquiring at least two sets of seismic surveys over the
same area, one base survey before production, and one monitor survey after producing for a while.
The comparison between the two can give valuable information regarding reservoir performance

and future well planning.

If the identified petroleum reservoir is interpreted as relatively homogeneous, the business advan-
tages with 4D seismic will not be as significant as if we were dealing with fields with more complex
reservoirs. Since the main strength of 4D seismic is the ability to identify trapped hydrocarbon

pockets, which been unswept using the existing producing wells.

These untapped hydrocarbon pockets may be possible to detect and target due to the changes the
reservoir experiences when depleted. The most important factors are stated below (Bjorlykke,

2010).
e Change in fluid saturation
e Change in pore pressure
e Change in layer thickness

e Change in temperature
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Rock physics can provide the link between critical reservoir parameters and seismic parameters.
Such reservoir parameters can be fluid saturation and pore pressure. The simple Gassmann equa-
tion, Eq. 2.4, presented in Section 2.2, shows how the saturated Bulk modulus, K, is affected by the
fluid’s bulk modulus K'y. The change in Bulk modules can further be used in the simple equation
for P-wave velocity (Eq. 2.5) to calculate how the seismic velocities change with the saturation
of different fluids. The effect of such velocity changes and pore pressure changes is what we see
manifest themselves on seismic data as amplitude changes and time shifts. From a study at the
Gullfaks Field (Bjorlykke, 2010), Figure 2.9 shows the relative change in seismic parameters with

saturation change and pore pressure change, based on rock physics theory.
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Figure 2.9: Relative change in seismic parameters with saturation and pore pressure change

The effects presented for pore pressure change in Figure 2.9, and more detailed shown in Figure
2.10, are produced from ultrasonic core measurements. The measurements will as mentioned in Ch.
1 only be performed under simulated in situ stress conditions and will be affected by the unloading
process during coring. There will also be an issue related to upscaling the small core sample onto
the seismic scale. The results from these core measurements presented in Landrg et al. (2001), state
that one should expect P-wave velocity increase due to pore pressure decrease and a decrease in

P-wave velocity when increasing the pore pressure, see Figure 2.10. If the change in velocity is

23



CHAPTER 2. THEORY

large enough, this change will manifest itself as detectable seismic time shifts.

The asymmetrical impact of pore pressure changes on seismic data
Typical Vp versus effective pressure curve obtained from core measurements

0.2- 0.2
pressure increase pressure decrease
01-| < > 0.1
0 0
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=
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Figure 2.10: Effect of change in effective stress on relative P-wave velocity

The amplitude changes we see on time-lapse data are local features compared to time shifts for the
same interface. The amplitude recorded on the seismic trace represents how prominent the acous-
tic impedance is across the interface. If the reservoir rocks geomechanical properties are ’soft”
enough, a change in either of the factors stated above as bullet points will cause a change in am-
plitude. That is why soft rocks such as sandstone and high porosity chalk, are best suited for 4D
seismic studies. From fields with such soft reservoir, Kenter et al. (2004) developed a method to
identify sealing faults and areas of different pore pressure based on 4D "fingerprints”. Using theory
based on stress arching, presented at the end of Section 2.2, they showed modeled time shifts which
corresponded to measured time shifts from the overburden associated with heterogeneities within
the reservoir. Their model purposed that such heterogeneities will function as stress attractors and
will be recorded as negative time shifts or relatively less positive time shifts above in the overbur-
den. Such heterogeneities can be sealing faults, where the stress will increase at the undrained fault
block with different pore pressure. Sections with less compressible or thinner reservoir rock could

also be such stress attractors.
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Some fields will experience severe geomechanical changes within the reservoir during depletion.
Leading to repercussions for the overburden, as observed at the Ekofisk Field, with around 10 m
subsidence at the seafloor (NPD, 2017). In these cases, the focus of monitoring the changes of the
subsurface is not just a focus on increasing the recovery factor, but also to decrease the chances of

well instability and other HSE issues.

In 2010 ConocoPhillips installed a permanent reservoir monitoring system called Life of Field
Seismic (LoFS) at the seafloor. The first repeated seismic survey acquired in 1999 after 28 years
of production, showed compaction-induced geomechanical changes in the overburden, resulting in
a massive time shift of 20 ms for the top reservoir reflector (Bertrand et al., 2014). At the date of
installation, the amount of water injected since the initiation in 1987 was above three billion barrels
of seawater (Folstad, 2010). The importance of understanding the drainage pattern of these water-
fronts was of significance for further well planning and understanding of the compartmentalization
of the reservoir. After installation, the risk of encountering water-swept zones had been reduced

and led to accelerated production and fewer redrills (Folstad, 2010).

By installing the LoFS system it was not only easier to acquire new data over the area, but the data
quality also tends to increase with ocean bottom seismic systems (OBS). OBS systems are often
referred to as 4-C seismic, which stands for four component seismic. By placing receivers at the
seafloor, it is possible to record data not only in vertical direction but also in horizontal direction,

making it possible to record the converted PS-waves, the concept is shown in Figure 2.11.
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Figure courtesy: Statoil

Figure 2.11: Simplified illustration showing the principles of 4-C seismic

The simplest equation for S-wave velocity is given by Eq. 2.27, applicable in a homogeneous

isotropic medium.

V, =

¢ (2.27)
p

The shear modulus, G, in Eq. 2.27 is equal to zero for fluids, which mean that the only way to
physically measure these converted pressure waves to shear waves, is by having the receivers at the
seabed. One powerful advantage in recording S-waves is their ability to see through gas clouds.
S-waves will not be affected as much by pore fluids as P-waves. They will just be slightly affected
by the density term p, which is influenced by the different fluid saturation, see Eq. 2.28. Density
is given by p where the subscript s is the solid/matrix density. The subscripts g, o and w stands for

gas, oil and water and S is the fraction of saturation for either of these fluids.

p = (PsSs + PoSo + puSu )6+ (1- ), (2.28)

The effect of imaging with converted waves and the ability to use multi-azimuth data, improved
the data quality on Ekofisk severely. The repeatability has also increased drastically after imple-

mentation of the LoFS system. Bertrand et al. (2014) report that NRMS-values have decreased
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from 12 % on regular streamer data down to the order of 4-5 % on LoFS data. NRMS stands for
the normalized root-mean-square error and is a common way to quantify repeatability between a
base and monitor survey (Bjorlykke, 2010). This low NRMS error allows us to detect smaller 4D
responses. ConocoPhillips report that time shifts as little as 0.2 ms and amplitude changes on the

order of 2-3% can be detected (Bertrand et al., 2014).

2.4 Inversion Theory

When we have the result but do not know what caused the event, an inversion problem can be useful
to formulate. An inversion problem uses the result to calculate the cause. A forward problem takes

the causes m and calculates the results d using the forward operator g, see Eq. 2.29.

d=g-m (2.29)

where

d = Data vector
g = Forward matrix

m = Model parameters

If the inversion problem is linear, it can be expressed by Eq. 2.30.

m=g-d (2.30)

In reality, g is rarely invertible, and most often we need to rely on numerical methods in order to
determine the best model parameters. To get information about the model parameters we need to
do some observations during some physical experiments or modeling. The data space will be where

this information is stored, see Eq. 2.31.
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d=|di (2.31)

In Tarantola (2005) d is calculated as a “forward problem”, where the observable values d is pre-
dicted error-free and match the given model parameters m. A forward operator g is required to
produce the model parameters m, which is represented by a set of equations, and express the phys-

ical system under study as a mathematical model.

s = g(m) (2.32)

The inversion process tries to find the model parameters m that represent the data vector d,,s the
best by using the forward operator with different values of m until the misfit between the observed
data dyps and d (||dops — d||) is minimized. In other words, the primary goal of the inversion process
is to find the minimum of an error function. One such error function based on the principal of

least-squares is given by y in Eq. 2.33.

L > =
S (dig,)?

There are various inversion algorithms available to solve this problem. In this project, the method

X (2.33)

used is a global inversion method. This enumerative or grid-search based method involves a search

through each point in the predefined model space to identify the best model parameters.

The model space for each model parameter will be defined by a m? _ and m!

. ax tin vValues, and with a

search increment Am’ (Sen and Stoffa, 2013). The total number of values each model parameter

m’ can have, is then given by N* in Eq. 2.34

Ni — max : min (234)
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Chapter 3

Method: Inversion Using Geomechanical

Modeling

The inversion process presented in this chapter was developed in the Specialization project (Kvil-

haug, 2016), about 80 % of Ch. 3 is, hence, taken and revised from the Specialization project.

3.1 Inversion Algorithm: Forward Operator

Figure 3.1 illustrate the idea behind the inversion problem. To use known subsidence between
two bathymetry surveys, together with known time shifts, calculated from two seismic vintages, as
constraining data for the inversion process. The ultimate goal of the inversion process is to define a
set reservoir parameters together with the dilation factor R for the overburden, which fit best with

the constraining data.
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Geomechanical modeling is used to estimate the displacement at the same reflectors as the time
shifts are extracted from. For then to ultimately best resemble the known subsidence at the seabed.
The geomechanical model by Geertsma (1973), mentioned in Ch. 2, is used and function as the first
forward operator in the inversion process, Section 3.1.1. The rock physics relation for the R-factor
introduced in Ch. 1, together with the equation for relative time shift Eq. 1.2, provide the second
forward operator, further explained in Section 3.1.2. Using these two forward operators we can

through a global inversion process determine the best reservoir parameters together with the best

r=0
Known subsidence from
2=0 bathymetry data Umﬂ‘”’”“:d
2 —
Displacement modeled

modeled from
reservoir up to
seabed

Relative thickness
change calculated
using modeled
displacement and
initial horizon
depth from seismic

__--\-__

Time shift from
seismic (LoFS)

Relative Layer
time shifts, when
top and base layer
are pickable

R

| Disk-shaped reservoir

——

Figure 3.1: Schematic illustration of the inversion problem

R-factor values explained further in Section 3.2.
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3.1.1 Geertsma’s Theory of Subsidence

The result of the first forward operator using the Geertsma equations is a displacement matrix .,

which is dependent on a series of model parameters, see Eq. 3.1.

(3.1)

Figure 3.2 shows an example of the calculated displacement on a set of horizons using model
parameter values provided by Table C.1. The resulting displacement matrix is calculated using
Eq. 2.23, with initiation point » = 0, at the center of the reservoir. In Figure 3.2 the dashed
rectangle represents the vertical section of the disk-shaped reservoir. Due to the symmetry of the
Geertsma equations, the resulting displacement is mirrored for the other side of the reservoir, and

for illustration purposes, the displacement has been up-scaled 30 times.

500 = =

000 —

@

=}

s}
T
I

Depth z [m]

2000 = o

2500 (- S ) _

Uz-modeled z=0
Uz-modeled z=500 m

Uz-modeled z=1000m | |
Uz-modeled z=1500 m
Uz-modeled z=2000 m
Uz-modeled z=2500 m

3500 1 1 1 1 1 1 1 1 1

3000

Figure 3.2: Displacement within the overburden every 500 m u, up-scaled with 30 to visualize the
subsidence effect better
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The forward model operator g, represented by the Geertsma equations, will calculate the displace-
ment for the whole half space for a set of parameters given by the m-vector Eq. 3.1. Through
repeated bathymetry measurements, we can get a qualitative representation of the subsidence at the
seafloor, and we can use this as the observed data in the inversion process. Thus Eq. 3.2 show how

dops 18 represented by the values of u, at z = 0.

dobs = g(m) - uz’zzO (32)

From the displacement matrix u,(z, ), we can get the relative change in thickness by dividing the
difference in displacement on the base . ( 2pase, ) and top u, (2o, 1) of the layer by the correspond-
ing initial layer thickness Z, see Eq. 3.3. The lower-case z letters, 2yase () and zyp(r) are referring

to the depth position of the base and top of the layer.
AZ (uz<zbase; 7”) - uz<ztop7 T)

Z " (omelr) — 2un(r)) G-

u, is calculated in cylindrical coordinates, and due to sign convention, displacement will point in
the opposite direction of the coordinate axes, since Geertsma (1973) defined positive z-direction to

be downwards, see Figure 2.4. Thus % > ( when the overburden is stretched.
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3.1.2 R-factor Relation

The second forward model operator uses the rock physics relation from Eq. 1.3 and Eq. 1.2,
presented in Ch. 1. If we take the relation from Eq. 1.3, and insert it into Eq. 1.2, we get
an expression relating relative two-way traveltime change % and relative thickness change %

within a layer, see Eq. 3.4.
AT B AZ AV,

T 7 W
:%_<_jz.%> (3.4)
(.2

Where

Base of Layer Top of Layer

AT = (tmonitor _ tbase) - (tmonitOr - tbase) (3.5)
T B ((tbase)Base of Layer __ (tbase)TOP of Layer) .

The time strains from Eq. 3.5 indicate that an increase in traveltime, ¢, in the monitor survey for a

reflector, corresponds with positive time shifts for the particular reflector.

3.2 Global Inversion

From the vertical displacement Eq. 2.23 we see that C,,, o, h and Ap;y all are represented outside
the Geertsma integrals and are represented as scaling factors of the displacement. Invert of each,
and every one of these parameters will not be possible. They can rather be merged into one model

parameter K, see Eq. 3.6.

hA
K = Gmhap; (3.6)
2
The first forward operator will now be given by Eq. 3.7.
z—D
UZ:KR |—D|[3’Z—D| — (3—4V)[3(Z+D)—2ZI4(Z+D) (37)
y —

Hence the resulting model parameters are presented by the vector in Eq. 3.8. During the inver-
sion process, we invert for the model parameters in the m-vector from Eq. 3.8 while keeping the

Poisson’s ratio v fixed at v = 0.2. Geomechanical studies performed by ConocoPhillips, from
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the reservoir unit, have concluded with a relatively constant value of around 0.2 for the porosities
present in the reservoir (CoP, 2010). The value of v will most likely be different in the overburden
compared to the reservoir. Since Geertsma’s geomechanical model represent a uniformly depleted
disk-shaped reservoir, situated within a linear-elastic, homogeneous and isotropic half space. The
parameter K in this study resemble the reservoir parameters, and K do not change for the over-
burden, even though this would be expected in reality both for K and v since we have different
lithologies with different elastic moduli. The model parameter D and R will be global parameters
representing the reservoir, while K, hence in reality, is more layer-based than what the inversion

process will be able to incorporate.

m= |D (3.8)

We use a global inversion process, using every combination of the model parameters within the
discretization of K, D, and R, to calculate the displacement matrix, utilizing the forward operator
explained in Section 3.1.1. The depth position z(r) where the displacements are calculated, will
be the depth converted time picks along the horizons used in the model. The depth information is

calculated using an internal velocity model provided by ConocoPhillips.

The known time shifts for the horizons in the model is used to calculate the relative time shifts for

d AT

the different layers above the reservoir using Eq. 3.5. For then to combine this measured =
measured

with every combination of the modeled relative thickness change %mo deleq L0 €stimate the R-factor
for the overburden, see Eq. 3.9.
AT
T as
meodeled = Mmeasured —1 (39)
Z modeled

The relative change in thickness %, from Eq. 3.9, is modeled using the forward operator in Section
3.1.1 and the model parameters from Eq. 3.8. The resulting modeled R-factor will, hence, not be

an independent model parameter, but rather depend on the other three model parameters.
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Using this modeled R-factor to further estimate a modeled relative time shifts through Eq. 3.10,

we can in turn calculate the relative error between % AT .
measured T modeled
AT AZ
T = (1 Rysaes) (3.10)
T modeled Z modeled

As mentioned in Section 2.4, the best model parameters will be the ones representing u, and %
when the sum of Eq. 3.11 and Eq. 3.12 are minimized. Eq. 3.11 will check the modeled displace-
ment u,| 7% at the surface against the measured displacement at the surface u, |5 provided
by the two bathymetry surveys.

N, . 2
, D, (udfmepd — o)
Xu, = (3.11)

N
(uz‘ |measured) 2
i z1z2=0

ZN (gz _At? )2
: t measured t modeled
Xa = = (3.12)

t > (B )’
i t measured

Where i is the index number of the elements of % and u,|,—o. N represents the total number

of discretization of 7 on the u,|,—o vector for XQUZ' While for x4,, IV will be the total number of
t

discretization of r on the u,|,— vector multiplied by the total number of discretization of z (rows).

AT

The number of indices N must be the same for = and % since these matrices are both used

together in the estimation of the R-factor in Eq. 3.9.

Eq. 3.13 represents the objective function used in the inversion process, that is minimized. Here cis
a weighting term that can be used to balance the influence from the two terms. In this study ¢ = 1.
The displacement at the seafloor will be the dominating element of the resulting objective function
value. The measured relative time shifts are used together with the modeled relative thickness
change to calculate the R-factor. The modeled relative time shifts calculated using this R-factor
will, therefore, be almost identical, and the dominating element of the error function will further be

the displacement term, X7, .
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Every value of @ is stored in a resulting relative error matrix ¢, see Eq. 3.14. Each element of the
e-matrix is checked against each other, and only the element with the lowest value is kept as the

new value to beat when comparing to a new set of values for the model parameter vector Eq. 3.8.

€ = E(K,D,R) (314)

The corresponding model parameters with the lowest objective function value, will be the resulting

best-fit model parameters given by mg.y-vector Eq. 3.15.

K Best
MBest = DBest (315)
RBest

When the best model parameters from Eq. 3.15 are determined, the modeled % and % matrices

produce the R-factor as the last biased model parameter. With matrix size equal to the calculated

AZ AT .
= and <5 matrices.
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Chapter 4

Data Sources and Preparation

4.1 Time-Lapse Seismic Data

Two full-offset stack 3D seismic cubes were available from the Ekofisk Field’s Life of Field Seismic
installation, presented in Ch. 2. LoFS 2 was acquired in 2011, and LoFS 8 was acquired in 2014.
The geometry of the surveys are listed in Table 4.1 and shown in Figure 4.1. Where X- and Y-

positions are given in meters.

6276

x 1000

Description Value 6274

Origin X 519872.08 b7

Origin Y 6260078.94 6270

End first inline X 516586.81 S 6268 .

End first inline Y 6273777.78 2 6266 Last L

End first crossline X 511194.31 T 6264 T

End first crossline Y 6257996.95 6262 —LastXL

Inline spacing [m] 12.5 6260 ® Origin

Crossline spacing [m] 12.5 6258

Length of Inline [m] 14087.5 -

Length of Crossline [m] 8925.01 506 508 510 512 514 516 518 520 522
X-Position x 1000

Table 4.1: Geometry settings for the full-offset

stack Figure 4.1: Geometry of full-offset stack 3D seis-

seismic cubes LO2 and LO8 mic cube
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A time shift cube between LoFS 2-8 was also available. Where LoFS 8 is the monitor survey, and
LoFS 2 is the base survey. A positive time shift correspond with an increase in traveltime in the
monitor survey, see Eq. 4.1.

At = tmonitor — Tbase (41)

Figure 4.2 shows the extracted time shifts on the structured top Ekofisk formation, representing the
top reservoir surface. The extracted time shifts show a complex image of positive and negative time
shifts. For a compacting reservoir, we would intuitively expect only positive time shifts on the top
reservoir horizon. The overburden above a compacting reservoir is stretched, causing an increase
in thickness, and decrease in velocity in the monitor case, which should be detected as a positive

time shift. This is not the case across the top reservoir surface in Figure 4.2.

Top Reservoir ]
Extract value:DT_LOSL02 X-axis

516000 520000
- s sm S S
6276000

It

6272000

3
A

N
-

508000 512000 516000
X-axis

Figure 4.2: Time shift values overlaid structured top reservoir surface (contour increment of 100
ft), time shift values in ms and coordinate axis are in meters
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Within the reservoir zone, ConocoPhillips has interpreted numerous faults which some also cut
through the top reservoir. Figure 4.3 show a zoomed image of the time shift map from Figure 4.2,
with the fault locations represented by blue lines. The heterogeneity of the chalk reservoir becomes

clear when we see this dense fault network.

Figure 4.3: Zoomed top reservoir time shift map from Figure 4.2, fault locations represented by
blue lines

The time shift effects we see from the reservoir level affect the layers in the overburden. Figure 4.4
shows time shift slices from the reservoir level at 10500 ft (3200 m) up to near seabed. Highlighted
is one area where we throughout the overburden see continuously positive time shifts. The ge-
omechanical model presented in Ch. 2 is built upon the simplified assumption that the reservoir is
uniformly depleted, resulting in strictly positive time shifts in the overburden. The area highlighted
is, therefore, an area where our inversion model could potentially be used. The negative time shifts
observed at top reservoir are also present in the overburden with decreasing anomaly, as we see for

the highlighted area of positive time shifts.
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L08LO2_DT_VM15_sf3 X-axis
Seismic (default) 508000 512000 520000
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512000 516000
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(a) Time shift slice at depth~ 3200 m (10500 ft)

L08L02_DT_VM15_sf3 X-axis

Seismic (default) 508000 512000 516000
A N— — —

Y-axis 6266000 6266000 y.ayis

512000 516000

poodbit
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(c) Time shift slice at depth~ 500 m (1500 ft)

L08L02_DT_VM15_sf3
Seismic (default) 508000 520000

' 6.00

—2.00
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(b) Time shift slice at depth~ 1700 m (5500 ft)

L08L02_DT_VM15_sf3

Seismic (default) 508000 520000
I IR e — |

6266000 y.axis

(d) First time shift sample at depth~ 3 m (9.37 ft)

Figure 4.4: Time shift slices from reservoir level up to near seabed, arrow pointing towards an area
with mostly positive time shifts up towards the surface
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4.2 Pressure Data

The driving mechanism of subsidence is the changes we inflict the reservoir by producing or inject-
ing fluids. Pressure maps were made available by ConocoPhillips for the full reservoir from 2011
and 2014. These maps have been produced from reservoir simulation based on pressure measure-

ments from wells.

Average map for PRESSURE 2011 Average map for PRESSURE 2014
Pressure [psi] 508000 Pressure [psi] 508000

7500.0000 7500.0000

6500.0000 6272000 6500.0000 P—
5500.0000 5500.0000

4500.0000 ‘ A4

6270000 :4600'0000 6270000
~3500.0000 fo . ~3500.0000

Y-axis 6266000 axi Y-axis 6266000 0 O 6266000 y.axis

6264000 &b, | 6264000

516000
X-axis

1 5000m ]

1:77234

(a) Average reservoir pore pressure 2011 (b) Average reservoir pore pressure 2014

Figure 4.5: Average reservoir pore pressure map calculated over all reservoir zones for 2011 and
2014

The map is an average map calculated across all the reservoir zones for 2011 (Figure 4.5a) and 2014
(Figure 4.5b). The calculation has been performed using Petrels internal average map function.
Figure 4.6 show the resulting change in pore pressure between 2014 and 2011. Taking Ap; =
Psy14— Pso11. The geomechanical model presented in Ch. 2, based on the superposition of depleting
spheres, implies that in theory the method should be utilized on a uniformly depleted reservoir.

There are very few reservoirs that are uniformly depleted; the real picture is more like Figure 4.6.
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DP: Mean_P2014-Mean_P2011 X-axis
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" 5000m "
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Figure 4.6: Change in average reservoir pore pressure from 2011-2014

The resulting Apy-map does not show a uniform depletion of the reservoir, but rather a complex
picture of average pore pressure increase and reduction. With Ekofisk’s production history, with a
complex map of injectors and producers, this is what to expect. A zoomed image of the reservoir
pore pressure differences is shown in Figure 4.7, where each contour line represents a change in
250 psi. The outer bold contour represents Ap; = 0, as was labeled in Figure 4.6. Roughly we can
say that between 2011 and 2014 there is one northeastern zone of average pressure decrease and

one southwestern zone of on average pressure increase.
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Figure 4.7: Zoomed Ap¢-map [psi], bold contour furthest out represent Ap; = 0 and contour levels
are 250 psi
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4.3 Bathymetry Data

The two maps shown in Figure 4.8 represent the bathymetry surveys from 2011 (Figure 4.8a) and
2014 (Figure 4.8b), representing depth measurements of the seafloor. The 2014 survey was cut
short compared to plans due to bad weather, and for that reason, the survey lines did not cover the
entire subsidence area. The 2011 survey is more widespread than the 2014 survey, so the 2011
survey has been cropped outside the extent of the 2014 survey. The difference between these two
datasets can give us information regarding the level of subsidence between 2011 and 2014. Figure

4.9 shows the calculation of the first pass displacement at the seafloor, measurements given in feet.

Calibrated_2011_Seafloor.dat: Z = -Z: Eliminate outside 2014_outline Calibrated_2014_Seaflloor.dat: 2= -Z
Elevation depth [ft] X-axis Elevation depth [ft] X-axis
512000 516000 512000 516000
—_ . ..,

6274000 260.00 574000

255.00

245.00 6272000

235.00

_925.0p 5270000 : 6270000

—225.00

512000 516000 512000 516000
X-axis X-axis

L5000m ' L5000m '
1:60114 1:60114

(a) Bathymetry survey 2011 (b) Bathymetry survey 2014

Figure 4.8: Original bathymetry surveys from 2011 and 2014, bathymetry survey from 2011 is
cropped outside the outline of bathymetry survey 2014 (contours of 10 ft)
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Figure 4.9: First pass displacement map at the seabed [ft]

The two bathymetry maps have been generated with a different sampling rate, making the details
unevenly resolved on the two bathymetry maps. The X-and Y-increments on the 2011 bathymetry
map has been produced with 10 m spacing, while the 2014 bathymetry map has an X-and Y-

increments of 50 m.

The inversion algorithm presented in Ch. 3 uses the subsidence at the seabed as constraining
data. The displacement calculated using this geomechanical model will be a smooth curve with
increasing subsidence as we approach the center of the subsidence bowl. Due to the irregular first
pass displacement map, shown in Figure 4.9, and the fact that we have different spacing between the
data points in the two bathymetry maps, we need to smooth the input bathymetry maps, to create

a displacement map closer to what will be calculated using the geomechanical model. The two
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bathymetry maps have been smoothed using four iterations of Petrels internal Gaussian smoothing
operator taking the five neighboring points as filter influence width. This operator removes random

noise and spikes and works as a low-pass filter.

Figure 4.10 shows the resulting smoothed bathymetry maps, which has been further cropped outside
the outline of the 3D seismic cube. We do not have any seismic data outside of this area, so

information beyond this outline will be irrelevant and not used in the study.

Bat_2011_Smooth X-axis Bat_2014_Smooth X-axis
Elevation depth [ft] 508000 512000 516000 Elevation depth [ft] 508000 512000 516000

260.00 260.00
255.00 255.00
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235.00
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6268000

Y-axis 6266000 R axis) Y-axis 6266000

512000 516000 50: 512000 516000
X-axis X-axis

1 5000m ‘ 1 5000m ‘

1:69528 1:69528

(a) Smoothed bathymetry survey 2011 (b) Smoothed bathymetry survey 2014

Figure 4.10: Bathymetry surveys smoothed with 4 iterations of Petrels builtin gaussian smooth
function using 5 neighbouring points. Maps cropped outside 3D seismic survey outline (red)

The resulting displacement between these two vintages has been calculated using Petrels internal
thickness operator. Since the two datasets have different spacing, this is the best approach. The
resulting displacement map is shown in Figure 4.11a. We can see the procedure resulted in some
edge effects with increasing displacement, where we would expect a reduction in displacement.
These values have been cropped out along with small amount of negative values. Before running

the same smoothing procedure, 4 iterations and filter width of 5, as for the bathymetry surveys.
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(a) Resulting seabed displacement map between 2011 (b) Smoothed and extrapolated seabed displacement
and 2014 bathymetry map map and removed measurements outside 3D survey

Figure 4.11: Process of creating the resulting displacement map between 2011 and 2014

.

Figure 4.12: Zoomed image of the subsidence bowl from Figure 4.11b
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The resulting survey has further been cropped outside the 3D seismic outline, and since we know
that the subsidence effect will approach zero when moving further away from the center of the
subsidence bowl, Petrel’s minimum curvature extrapolation method has been used up towards the
edges of the 3D seismic cube. Which is an extrapolation method supposed to maintain the trends
within the dataset. The final displacement map is shown in Figure 4.11b, and a zoomed image of

the subsidence bowl is shown in Figure 4.12, with contour levels of 0.1 feet.

A zoomed image of the time-lapse differences presented in these previous three Sections 4.1-4.3,
are shown in Figure 4.13. The contours from the displacement plot (Figure 4.13a) are overlaid
on the reservoir pore pressure map (Figure 4.13c) and on the top reservoir time shift map (Figure
4.13b), to better show and compare the locations and interaction between the effects. As mentioned
in Ch. 2, reservoir pressures affect the seismic data responses. The average pressure decrease is
causing effective stress to increase, causing velocity to increase and the reservoir to ultimately com-
pact. The speed up within the reservoir will most commonly cause a slowdown in the overburden
due to positive strain and, hence, positive time shifts. The area which was highlighted on the time
shift slices on Figure 4.4 from the overburden is the same area where we see on average pore pres-
sure reduction (purple area), in Figure 4.6. This connection is easier to see on the zoomed images
from Figure 4.13c and Figure 4.13b. We can also notice that the area of average pressure increase
also coincides with the area of mostly negative time shifts which propagate up into the overburden.
The figure also shows the geometry of the reservoir. It is not a simple disk-shaped reservoir as
the method presented in Ch. 3 is built upon. To make the process work, it will be necessary to

approximate an area of the reservoir as a disk and focus the inversion process in this area.
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4.4 Data Selection for Inversion

The theory behind the displacement above a disk-shaped reservoir is based on symmetry, as pre-
sented in Ch. 2. The resulting displacement calculation represents a vertical section above the
reservoir, from the center of the subsidence bowl (CSB) and out. This resulting displacement with
radial position from the center will represent every point with the same radial position and same
depth in a 3-dimensional space. The geomechanical model will produce a smooth result for the dis-
placement above the disk-shaped reservoir. Therefore we need to pick a representative 2D seismic
line running through the CSB and collect data from one side of the center of the subsidence bowl.
The data collected need to be in SI-units, hence depth measurements need to be converted from
feet (ft) to meters (m), and extracted pressure measurements from Pounds per square inch (Psi) to

Pascal (Pa).

To be able to use seismic data alongside this model, we need the time shifts fluctuation to be at a
minimum, and rather follow the same trend as the displacement produced by the geomechanical
model. Implying increasing positive time shifts with increasing depth, and decreasing time shifts

with increasing radial position from the center of the subsidence bowl.

Figure 4.14a show three 2D seismic lines running through the center of the subsidence bowl, which
is represented by the crossing point of these three seismic lines. The same three 2D seismic lines
are shown on the pressure map (Figure 4.14b) from Section 4.2, and on the time shift map (Figure

4.14c) presented in Section 4.1.

At the end of Section 4.3, it was pointed out that the area of depletion, represented by “cold” colors,
correspond with the area of positive time shift. Figure 4.14 show the same maps together with the
position of the potential input seismic lines. From the center of the subsidence bowl (the crossing
point) and to the northeastern half of the seismic lines, the seismic lines are within the depleted
zone (Figure 4.14b), and with corresponding positive time shifts (Figure 4.14c). These parts of the

seismic lines could all be possible input lines for the inversion process.
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Geertsma (1973) built his model upon superposition of depleting spheres, which in practice bounds
the reservoir to experience uniform depletion. Figure 4.15 show the extracted Ap; along each of
these three 2D seismic lines. The positioning system along these lines run from 0 in SW adding
the spacing between data points correspond with the in-line and cross-line spacing of the data, see

Table 4.1. One calculated example of the positioning system is further explained in Section 4.4.1
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Figure 4.15: Change in reservoir pore pressure extracted from the Ap;-map shown in Figure 4.14b

along 3 2D seismic lines

The depleted section on CSB Line 3, marked by the red box on Figure 4.15c, show the most

stable depleted zone compared to the other two seismic lines and will closer represent the uniform
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pressure depletion setting. That is why we further look into the seismic data along CSB Line 3 as

input data.

4.4.1 Input: Time-Lapse Seismic Data

The geometry of the seismic line (CSB Line 3) chosen as potential input for the inversion process,
is shown in Figure 4.16. From Table 4.2, we can see the total length of the seismic line equal 9758
m. This can also be shown using simply the Pythagoras theorem. Since we know the maximum

and minimum X- and Y- position, which is given by 1 m spacing, we can calculate the total length

using Eq. 4.2.
o 6276
S 6274
6272
6270
S 626 —3D Outli
Description Value -‘g 6266 B Line
X min 519872.08 S 6264
X max 6260078.94 6262
Y min 516586.81 6260
Y max 6273777.78 -
Number of Traces 715 6256
Spacing [m] ~ 13.64 506 508 510 512 514 516 518 520 522
Length of CSB Line [m] 9758 X-Position x 1000
Table 4.2: Geometry settings for input Figure 4.16: Geometry of CSB Line 3 within the
seismic line, seismic cubes LO2 and LO8 3D Seismic Cube
Length = \/<Xmax - Xmin>2 + (Ymax - Ymin)2 4.2)

. . . . . . . . length
We have 715 traces along this arbitrary line resulting in a time pick spacing of #tr—gces ~ 13.64.
Due to small differences in rounding error between the data points this spacing may vary slightly
for the last digit. The position along the arbitrary line will be the summation of the spacing between
the time picks, referred to the origin of the seismic line (X, Ymin). This is an attempt to simplify,

instead of referring to an X- and Y-coordinate for each time pick.
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4.4.2 Input: Bathymetry Data
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(a) Displacements extracted along CSB Line 3 (b) Location of CSB Line 3 on displacement map

Figure 4.17: Input displacement extracted along CSB Line 3

The displacement measurements extracted along CSB Line 3 from the final displacement map
are shown in Figure 4.17. The spacing of the seismic line shown in Table 4.2 compared to the
increment of 50 m in X- and Y-direction from the final displacement map, results in a mismatch
between the data points from the displacement map and the seismic, see Figure 4.18a. The resulting
displacement measurements used are the points which are closest to the seismic data points, see
Figure 4.18b. These are the displacement points on the NE side of the center of the subsidence
bowl. Corresponding with pressure reduction from Figure 4.14b and positive time shifts from
Figure 4.14c. These are not as densely spaced as the seismic data. Therefore, the final input
data has been linearly interpolated between the measured displacement points, to make the input
measurements of equal vector length. The final input displacement measurements are plotted in
Figure 4.18d. This figure also introduces a new position system; the radial position from the center
of the subsidence bowl. The largest displacement at the seabed will be at position » = 0. The
difference between the interpolated displacement points and the measured displacement points are

shown in Figure 4.18c. We can see that the data trend is kept through the interpolation process.
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Figure 4.18: Process of choosing the representative displacement points along CSB Line 3

4.4.3 Expected Model Parameters

The inversion process does not use the pressure data as input, but rather to give an indicator of

the model space for the model parameter /. As mentioned in Section 3.2 the factor X depend on

a, h, C,, and Ap;. The Biot coefficient « for chalk is approximate 1 and the reservoir thickness

is in the order of 300 m as mentioned in Ch. 2. The compaction coefficient for the Ekofisk chalk

reservoir has been estimated to around C,,, = 2.1-107° Pa, using an average porosity of ¢ = 37.5%.

The estimate is calculated from internal data provided by ConocoPhillips (Narongsirikul, Sirikarn,

2017). The last factor needed to represent the factor K is the pressure change. The average pressure
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change from the center of the subsidence bowl until the position of no pressure change is posted in

the header of Figure 4.19.

Depleted area of reservoir:
Mean pressure change=
%108 -2669119.2705 [Pa]

T ﬁ
- Input pressure measurments |
- Mean value S

Pressure change L08-L02[Pa]
L

Factor Value <l -
o ~1 6 -
h ~ 300 m T -
b ~ 37.5% 8
Cm ~ 21 . 10_9 Pa ;?OOO 5060 6060 7060 8060 90‘00 10000
Apf ~ —9266 - 106 Pa Position CSB Line 3 [m]

Figure 4.19: Average pressure change from the
Table 4.3: Rough estimates of the factors center of the subsidence bowl, red line illustrates
going into Eq .3.6 for the parameter K the mean pressure change across the depleted area

The pressure change extracted from the center of the subsidence bowl along CSB Line 3, until the
position corresponding to zero pressure change, can give an indicator of both the simplified reser-
voirs average pressure change and the extent of the reservoir radius. The radius of the approximated
disk-shaped reservoir will be the extent from the center of the subsidence bowl till the position of
no change in pressure. The reservoir depth is known from Ch. 2. These values give the rough
estimates shown in Table 4.4. These approximations are where we would expect the inversion pa-
rameters to fluctuate close to if we assume r = 0 at the center of the subsidence bowl, and that the

geomechanical model is reliable and able to describe the seafloor subsidence.

Parameter Value

K [m] ~ —0.71
R [m] ~ 3940
D [m] ~ 3300

Table 4.4: Rough estimate of expected model parameters
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4.5 Seismic Interpretation and Time Shift Extraction

The seismic data from LoFS 2 and LoFS 8 are of generally good quality, but due to the limited
amount of near offset reflections in the shallow parts, the imaging quality shallow is not as good as
it is in the deeper section. The shallow section also has a lower fold, and will due to the dominating
influence by far offset reflections potentially be more affected by anisotropy. As mentioned in
Section 2.1, we have a seismically obscured area (SOA) above the central part of the seismic cube.
On the edges of the SOA, we can also see some high amplitude reflectors, which can affect the
quality of the calculated time shifts, see Figure 4.20a. The same section from the velocity cube
show decrease in interval velocity in the uppermost part of the SOA, darker blue color on Figure
4.20b. This is where the gas accumulation has been reported to be most prominent (CoP, 2010).
The dataset is in American polarity, where a zero-phase wavelet, with positive reflection coefficient,

is represented by a central peak.

LINE 1 1 1 1 1 IL

TRACE 1‘SW 147 204 440 580 NE  xi
U
TWT
-500
-1000-
-1500—
-2000—
-2500—
-3000— ==
-3500—
-4000—
-4500 == < — ,; == Z
(a) Seismic section of CSB Line 3, TWT [ms] (b) Interval velocity, V;,; [m/s]

Figure 4.20: Seismic section of CSB Line 3 and corresponding section of Interval velocity
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Nine continues reflector from Top Ekofisk fm and up has been interpreted on LoFS 2 and LoFS 8.
Horizon 9 and 8 within the Rogaland Gp, respectively the Top Ekofisk- and Top Balder fm, which
both are continues high amplitude reflectors. Horizon 7 and 6 are within the more faulted section
of the Hordaland Gp. The remaining reflectors picked, are within the Nordland Gp. The lower part
of Nordland Gp is affected by the fault slip extension from the Hordaland Gp. The upper part of the
Nordland Gp has also been reported to contain smaller scale fractures and faults (CoP, 2010), not
as prominent as in the Hordaland Gp. Some high amplitude anomalies are located along the edges
of the SOA, see Figure 4.20a. These may be related to low saturation gas within silty layers. The
most prominent are within the Miocene section. There are also some pull-effects along the edges
of the SOA. These can be related to gas effect or by the presence of high-pressure zones, which has

been reported in the Nordland Gp (CoP, 2010).

swW NE

LINE 1 1 1 1 1 i 1 1 i i
TRACE 1 4 147 2 204 T 440 213 586 i)

TWT
[ms]

400000
200000
000
2000 00
4000 00

1000+

1500

2000
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Figure 4.21: Series of continuous reflectors picked from top Reservoir (H9) and up. Strict maxi-
mum amplitude pick strategy is shown in zoomed image of H7
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The horizons have been interpreted using Petrel. The interpretation settings have been changed to
very strict to assure that the calculated time shifts correspond with the correct reflector. The method
is using wavelet tracing, where the seed trace is correlated with neighboring traces accepting new
traces with a correlation factor larger or equal to 0.8. The seeds are picked on maximum amplitude,

see Figure 4.21.

4.5.1 Time-Lapse Seismic Data Correction

Due to these high amplitude anomalies and pull-effects, we need to take these factors into account
before applying the time shifts in the inversion process. Below is the workflow used to correct
and prepare the time shifts, before running the inversion process. The following data preparation
has been performed using MATLAB, a programming software developed by MathWorks. The
workflow has been completed for all the interpreted horizons, but is only shown for Horizon 7

below, as an example of the procedure.

Figure 4.22a shows the extracted TWT measurements along Horizon 7 (H7) for CSB Line 3. Red
points are LoFS 2, and blue points are LoFS 8. Figure 4.22b show the time shifts between the
monitor and base survey. In Figure 4.22 the SOA is shown as the vertical black/gray box. The red
extension of this box represents the area in which the time shifts most likely has been affected by
the amplitude anomaly on the edges of the SOA. We see on the extracted TWT that we have a sharp
decrease close to the SOA, associated with a pull-down potentially due to gas saturation. The time
shift measurements within this red area are removed for that reason. We can see from Figure 4.22b
that the time shift measurements within this area are more scattered, and does not follow the same

trend as the measurements outside the red area.
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Figure 4.22: Extracted TWT and calculated time shift between LoFS 2 and 8

Figure 4.23 shows the extracted amplitude on both LoFS 2 and LoFS 8 on Horizon 7. On the
stacked seismic data, Figure 4.20, we can see issues with low fold becoming clear on the edge of
the seismic section. For that reason, there will be more uncertainty related to time shifts extracted
on the edges of the data. Therefore, to be sure the data points used are credible, we remove time
shifts with corresponding amplitude values lower than half of the mean amplitude. Figure 4.23
shows the extracted amplitudes with mean amplitude written in the header. The horizontal red line
represents the cutoff for amplitude correction. Data points below this line are regarded as too weak
to be used for the time-lapse study. From Figure 4.23 we see that most of the weak signals are on

the edge, with a few low amplitude measurements around position 8500 m on the seismic line.
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Figure 4.23: Extracted amplitude from H7 on LoFS 2 and LoFS 8 with threshold on amplitude
correction as a horizontal red line

The red points in Figure 4.24a mark the time shift points corresponding with the weak signals.

These points are removed on Figure 4.24b. The time shifts on the NW-side of the SOA are also

removed, to give the input needed for the inversion, strictly positive time shifts as explained at the

beginning of Section 4.4.
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Figure 4.24: Before and after amplitude and outlier correction for the time shifts
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Figure 4.25a shows the original data points in red, and the smoothed time shifts in blue. The final
time shifts used for H7 is shown in Figure 4.25b. The time shifts were smoothed using MATLAB’s
internal rlowess’ method, a robust local regression using weighted linear least-squares and a first-
degree polynomial model. The method is less influenced by outliers since the method assign zero
weight to data points outside six mean absolute deviations. The method uses a span of 30 %,
meaning that 30 % of the data points is used in the calculation of every smoothed value, using

neighboring data points within the span.

Time Shift Horizon 7: Smoothed vs Input Data

Time Shift Horizon 7: Smoothed Using "rlowess", Span=0.3

+ Smooth Time-Shift
"Il SOA
Il Extent of SOA-correction

+ Corrected input
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0 1000 2000 3000 4000 5000 6000 7000 8000 9000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000

Position on CSB Line 3 [m] Position on CSB Line 3 [m]
(a) Corrected At in red and smoothed At in blue (b) Final At used as input

Figure 4.25: Final input time shifts, before and after smoothing using “rlowess”

After correcting all the horizons presented in Figure 4.21, we had to disregard the faulted Horizon
6 and Horizon 3. Too many data points were removed during these correction methods. Horizon
4 was also heavily corrected and was left out of the process. In the end, Horizon 1 and Horizon 8
were removed to level out the thickness of the resulting layers. The final input model going into

the inversion process is represented by the horizons shown in Figure 4.26.
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Figure 4.26: Seismic horizons used as input for the inversion process

From Figure 4.27, and the printed time shifts from Table 4.5, we can for the NE side of the SOA
see an increasing trend in mean time shift with increasing depth. The number of data point used on
each horizon is printed under NoE. The increasing trend in time shifts is what would be expected
from an increasing trend in stretching of the overburden, calculated with Geertsma’s geomechanical

model.
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Mean Time Shift on Input Horizons- NE Side of SOA

500 Mean dt,,
Input Horizon = NoE  Average time shift 100 |
H2 254 0.19 ms E oo
H5 222 0.33 ms =
H7 215 0.42 ms

3000 [ ean dt 1
HO 190 0.59 ms e

3500 ‘ ‘ : : ‘ ‘

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Mean Time Shift [ms]

Table 4.5: Average time shift for input Figure 4.27: Input seismic horizons
horizons and number of measurement and corresponding average time shift
points from NE-side of SOA from NE-side of SOA

From Section 4.1, Figure 4.2-4.4 showed how the time shift slices from reservoir level and into
the overburden was dominated by negative time shift. The SW-side of the SOA show on average
increasing negative time shift with depth, see Figure 4.28. From Figure 4.14b we can see that
the SW-part of the seismic section is dominated by an area of average increase in pore pressure,

compared to the NE-side with depletion.

Mean Time Shift on Input Horizons- SW Side of SOA

5001 Mean dt,,,
Input Horizon =~ NoE  Average time shift 1000}
H2 163 -0.12 ms Esoo Mean i,
H5 159 -0.13 ms 8z e
H7 194 -0.33 ms

3000 [
H9 221 -0.50 ms ean o

3500 . . . . . -

-0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0
Mean Time Shift [ms]

Table 4.6: Average time shift for input Figure 4.28: Input seismic horizons
horizons and number of measurement and corresponding average time shift
points from SW-side of SOA from SW-side of SOA
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Figure 4.29 shows the average time shifts for the same horizons interpreted along XL 1286 and
XL 412, outside the reservoir zone. Ideally, we should see no time-lapse changes in these areas.
As mentioned in Section 2.3, repeatability is an important issue in order to detect small time-lapse
differences. Horizon 2 in XL 412 shows the largest difference compared to the other interpreted
horizons from Figure 4.29a. From Figure 4.29b we can see that the number of data points going
into the mean value calculation along XL 412, are less than for XL 1286, due to the geometry of
the LoFS installation. Large time shift measurements will, therefore, have more influence on XL
412 than on XL 1286, and may help to explain the large mean time shift difference for H2. From
Figure 4.29 we can, therefore, indicate that the time shifts on average are in the order of —0.1 ms.
The error associated with the extracted time shifts may, therefore, be around this magnitude. The
magnitude is better shown plotting the average time shifts from the cross lines together with the

average time shifts from CSB Line 3, see Figure 4.30.
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(a) Average time shift from XL412 (yellow) (b) Position of XI.412 and XL1286 in comparison to

the input line CSB Line 3 shown on top of a time shift

and XL.1286 (green) outside the reservoir zone
slice at 10500 ft (3200 m)

Figure 4.29: Quality control of repeatability between LoFS 2 and 8
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Me%n Time Shift on Input Horizons from QC-lines and NE Side of SOA
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Figure 4.30: Figure 4.29a and 4.27 together showing the magnitude difference between what is
associated with error (Cross Lines) and data above reservoir (CSB Line 3)

The resulting time shifts for each of the horizons used as input are plotted in Figure 4.31a. The input
time shifts are using the same position system as introduced for the bathymetry data, see Figure
4.18d, where » = 0 represents the center of the subsidence bowl along CSB Line 3. For each of
the horizons, we see an increasing variance in time shift measurements with increasing position.
Plot showing input time shifts, and resulting data after smoothing for each of the horizons, are
shown in Appendix B.3. The magnitude of the time shifts decreases with increasing position,
making these measured time shifts more sensitive to error. The data points in red are, therefore,
defined as data associated with more uncertainty. These points all lie around time shifts of 0-0.5
ms. Uncertainty with a magnitude around —0.1 ms will have a greater effect here, than where the
time shifts are larger closer to the center of the subsidence bowl, since the error will make up a more
substantial portion of the resulting time shift. The smoothed time shift curves are more fluctuating
with increasing position, which is easier to see when only looking at time shifts down to 2 ms,

Figure 4.31c. The dashed lines are here representing the data associated with more errors.

66



CHAPTER 4. DATA SOURCES AND PREPARATION

InRut Horizons: Time Spift
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Figure 4.31: Input time shifts for the horizons and corresponding relative time shifts for the four
layers, and the definition of the trust limit from the time-lapse seismic data

Figure 4.31b shows the resulting relative time shifts for the four layers. The threshold for trust-

worthy relative time shifts is defined together with the limits from Figure 4.31a. The lowest limit

of trustworthy time shifts from the two horizons represented within the calculation of relative time

shifts, is used as the limit for relative time shifts within the layer. In Figure 4.31d the color bar limit

has been set at 1 - 1073, to show the subtle differences within the layers better.
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From Figure 4.31b and 4.31d we see the initial depth measurements from the horizons interpreted.
The water bottom is shown as well, but since we do not have a clear reflector to pick on seismic,
we can not calculate any relative measurements for the first layer. The initial depth measurements
for the input horizons are calculated from depth conversion, and the resulting initial thickness
variations are shown in Figure 4.32.

Thickness Variations
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500 [ —
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e ZL2
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900

1000

—

1100

e ——

1200 | | | | |
1500 2000 2500 3000 3500 4000 4500 5000

Position on CSB Line 3 [m]

Figure 4.32: Thickness variations calculated from depth conversions on base survey (LoFS 2)

The chosen input values for the inversion process show coherence with the trends expected from
a depleting reservoir. Figure 4.33 sum up the data extracted along the NE-side of the chosen
seismic line (CSB Line 3). Where we have decreasing displacement with increasing position from
the center of the subsidence bowl, Figure 4.33a. On average decrease in reservoir pore pressure,
Figure 4.33b. And positive time shifts which increase with increasing depth, where Figure 4.33c

only shows the most trustworthy time shift measurements.
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Chapter 5

Results

5.1 Global Inversion for K, R and D

The inversion process was initiated on a course grid, with model space from Table 5.1. The factor

K was kept negative since the data acquired was in a zone of depletion, as presented in Ch. 4.

Parameter Range Discretization A
K [m] [-0.1, -2] -0.1
R [m] [1000, 10000] 1000
D [m] [1000, 10000] 1000

Table 5.1: Coarse model space used in the initial global inversion process for K, R and D

Figure 5.1 represent the surface- and contour plot of the relative error function. Relative error values

above 4 have not been shown on the surface plot. The color bars on both surface and contour plot

have been cut to display the minimum better. From the contour plot in Figure 5.1b the minimum is

better illustrated by the red dot at D = 3000, R = 2000 and K = —0.7.
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Best D=3000, Best R=2000, Best K=-0.7
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Figure 5.1: Surface and contour plot of error function with input values from Table 5.1, for the K,
R and D inversion process. The valley shaped error function has a minimum defined by the red dot

The same inversion process is executed with a denser model space confined by the minimum from
Figure 5.1. The discretizations provided in Table 5.2 show a much denser model space. The number
of elements within the error function will increase and provide a further detailed representation of

the minimum, but at a high computational cost due to the increasing number of model parameters

to check.
Parameter Range Discretization A
K [m] [-0.1, -1.3] -0.05
R [m] [1000, 6000] 250
D [m] [500, 5000] 250

Table 5.2: Dense model space used in the initial global inversion process for K, R and D

From the surface plot in Figure 5.2a the finer grid becomes apparent with the increasing number
of calculated error function values. The contours defining the minimum is also better formed, see
Figure 5.2b. The elliptically shaped contour lines with a spacing of 0.01 indicate that the slope of
the error function is not very steep, giving an indication of the sensitivity related to the inversion

process.
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Figure 5.2: Surface and contour plot of error function with input values from Table 5.2, from the
inversion process for /i, R and D. The dense model space around the minimum provide a more
detailed error function

The minimum of the error function is represented by the two elements of the objective function,
see Eq.3.13. The value of these two elements X2Uz and X2ATT for the minimum is represented in Table
5.3. The magnitude of the relative error in displacement at the seabed is dominating the resulting
value of the objective function, as expected from the presentation of the method in Ch. 3. The
difference between measured and modeled displacement at the seabed is visually shown in Figure

5.3.
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Measured Dispalacement vs Modeled Displacment
00 Relative Error=0.0010862, K=-0.5 [m], D=2500 [m], R=2250 [m]
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Figure 5.3: Measured displacement (blue) com-
Table 5.3: Value of the elements within the pared to modeled displacement (red), from the in-
error function with input values from Table 5.2 version process for K, R and D

The resulting calculated R-factor for each of the layers is shown in Figure 5.4, except for layer
1 where we only have the modeled displacements, see Figure 5.4a. R-factor values are plotted
together with the corresponding relative time shifts and relative thickness change for the particular
layer, represented by the Y-axis on the right. The Y-axis on the left represents the values of the
modeled R-factor. The modeled R-factor relies on both % and % as shown in Eq. 3.9 from Ch.
3. Hence, the values of modeled R-factor is better understood if we simultaneously look at the

AZ AT
modeled = and e
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Best modeled U, for top and base of Layer 1
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Figure 5.4: Modeled best 2%, 24 and resulting R-factor with position from the center of the
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subsidence bowl, from the inversion process for &, R and D. Right Y-axis for the relative changes,
and left Y-axis for R-factor values up to 20

From Eq. 3.9 the relative thickness change, A—ZZ, is in the denominator. When this value approaches
zero, the inversion process will become mathematically unstable. The instability becomes apparent
for layer 2 and 3 as a rapid increase in R-factor values. The resulting best model parameters are the

input values determining the geomechanical setting of the overburden.

The model parameter which is easiest to quality control is the reservoir . We know that it lies
in the range of 2900-3300 m. For this inversion process, the calculated best reservoir depth was at
2500 m, implying that parts of layer 4 will be beneath the calculated best reservoir depth. Due to
the elasticity of the Geertsma equations, the displacements beneath the reservoir will have negative

values, and the resulting relative thickness change and R-factor values will also become negative,
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see Figure 5.4d. The negative R-factor values are not of interest in this setting, which is why the

Y-axis only include values down to —5 for illustration purposes.
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Figure 5.5: Color plot of modeled R- factor values from the inversion process for /', R and D, with
trust limits for 22 (red) and limit for £Z (yellow) Displacement plot used to show the ——hmlt

Figure 5.5a shows the interpretation setting as presented in Figure 4.31b. The color bar in this plot
represents the estimated R-factor values. The time shift trust limit, presented in from Figure 4.31b
(dashed red line), is overlaid the plot together with a limit of where the relative thickness change
cross from positive to negative (dashed yellow line). This limit is better shown in Figure 5.5b, a
contour plot illustrating the best-calculated displacement after the inversion process. The limit will
be drawn where there is no change between top and base displacement, or where the top reservoir
has a larger displacement than the base of the layer, which is the case for most of layer 4. Since
the geomechanical model is based on symmetry, the calculated displacement from the input data
can be mirrored laterally. A dashed line shows the lateral extent of the best-calculated radius of the

reservoir. The SOA is apparent as the middle area without data (white background color).

The trend we saw from Figure 5.4, with increasing R-factor values when approaching zero relative
thickness change, is better visualized in Figure 5.5a, with the trust limits included. We can see for
layer 2 and 3 up towards the dashed yellow line that we have an increasing R-factor value trend

which switches to large negative value when crossing the line. For layer 4 we have, as mentioned,
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due to the inversion process negative % from the first data point resulting in negative R-factor

values.

5.2 Reservoir Depth Kept Constant

One attempt to improve the resulting R-factors was to lock the model parameter associated with
the reservoir depth at the known depth of the reservoir, using D = 3300 m, hoping to improve the

modeled values for the four layers.

Parameter Range Discretization A
K [m] [-0.1, -2] -0.1
R [m] [1000, 10000] 1000

Table 5.4: Coarse model space used in the global inversion process for K and R, constant depth at
D = 3300 m

We repeated the inversion process with the same approach as in Section 5.1, first around a large
model space with course grid, Table 5.4, to identify the inner minimum contours lie close to the
same area as before, but now with a reservoir depth at D = 3300 m. From the surface- and contour
plots from Figure 5.6 we can see that the shape of the error function is different compared to Figure
5.2b, where the reservoir depth was included as a model parameter. A boomerang-shaped feature

confines the lowest contour values in 5.6b.
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Surface plot of relative error function; Contour plot of relative error function;
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Figure 5.6: Surface and contour plot of error function with input values from Table 5.4, from the
inversion process for K and R

The inversion process was repeated around the minimum from Figure 5.6 with model space given

by Table 5.5. Figure 5.7 gives the resulting plots of the error function.

Parameter Range Discretization A
K [m] [-0.1,-1.3] -0.05
R [m] [1000, 6000] 250

Table 5.5: Dense model space used in the global inversion process for K" and R, constant depth at
D = 3300 m

The radius R and constant K corresponding with the minimum of the error function, are respec-
tively R = 1750 m and K = —1.05 m, see header of Figure 5.7. The contour level of Figure 5.7b
is 0.01, and the shape of the contour lines are better defined due to the denser model space. From
the contour plot, it becomes clear that the minimum is better defined with D included as a model
parameter. Take for instance the shape of the inner contour of the contour plot in Figure 5.7b. The
inner contour is expanded/stretched more than the inner contour of Figure 5.2b, indicating that the
definition of the minimum is reduced. Making it easier to keep wrong model parameters when

running the algorithm.
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Surface plot of relative error function; Contour plot of relative error function;
Best R=1750, Best K=-1.05 Best R=1750, Best K=-1.05 (contour level=0.01)
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Figure 5.7: Surface and contour plot of error function with input values from Table 5.5, from the
inversion process for K and R. From the contour plot we can see that the blue area is dragged
along a large model space

The discretization of K and R from Table 5.5 are the same as used in Table 5.2, but after locking
the reservoir depth at a constant level, the resulting minimum of the error function is becoming
higher. Table 5.6 show the relative error of the elements within the objective function. We have an
increase in X2Uz but a decrease in XQATT. Due to the order of magnitude, the relative error in seafloor
subsidence is dominating the error function. The resulting displacement at the seafloor calculated
using the best model parameters compared to the measured displacement, is shown in Figure 5.8.

The fit is decreased compared to the fit from Figure 5.3.
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Dispalacement Measured vs Modeled Displacment
o Relative Error=0.0043808, Best K=-1.05 [m], Best R=1750 [m]
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Figure 5.8: Measured displacement (blue) com-
Table 5.6: Value of the elements within the pared to modeled displacement (red), from the in-
error function with input values from Table 5.5 version process for K and R

By locking the reservoir depth at D = 3300 m, we know that the displacement calculated by
the geomechanical model will be positive when using the model space from Table 5.5. The best-
calculated radius at 1750 m will, hence, mean that most of the input data available will be outside
the extent of the reservoir, where the modeled displacements from the geomechanical model are
smaller. From Figure 5.9 we can see that the relative thickness change closest to the center of the
subsidence bowl, is positive for all the four layers, but only marginally since the calculations are

on the edge of what the inversion process has calculated as the reservoir radius.
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Best modeled U, for top and base of Layer 1
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Figure 5.9: Modeled best %, % and resulting R-factor with position from the center of the

subsidence bowl, from the inversion process for K and R. Right Y-axis for the relative changes,
and left Y-axis for R-factor values up to 20

Layer 2 show R-factor values larger than for the layer 2 in Figure 5.4b. The R-factor values are
gradually increasing until % approach zero, and the calculation becomes unstable. For Layer 3
and 4, % approach zero almost instantly for the data available, and the R-factor values become
large very fast, and even negative, were the displacement at the top of the layer is greater than the

displacement at the base of the layer.
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Figure 5.10: Color plot of modeled 9% factor values from the inversion process for K and R, with
trust limits for 27 (red) and limit for £Z (yellow) Displacement plot used to show the 2Z-limit

The color plot of the layers shows the trends even better, see Figure 5.10a. With increasing R-factor
values towards the limit of % < 0, we see that these limits are drawn with decreasing position
on the CSB line for increasing depth, better shown with Figure 5.10b as support. For layer 3 it
seems that we only have data from the position where the £Z graph in Figure 5.9¢ are too close
to zero and the calculated R-factor values start to increase drastically. For layer 4 we only have

data outside the calculated best reservoir radius R. For that reason, we only have negative R-factor

AZ

values since =

is negative throughout the layer.

5.3 Reservoir Depth and Radius Kept Constant

The last attempt to ”push” the inversion process towards the expected model parameters from Table
4.4, was to run the inversion process with only K as a free model parameter. While keeping
D = 3300 m and R = 3940 m. The model space for K was the same as used in the inversion
process from Section 5.1 and 5.2. Intuitively this will not provide the lowest error function value,
because the calculated errors in this process will essentially be one vertical slice from R = 3940

m on Figure 5.7b. The extracted errors do not cross the inner contour of the error function, but by
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running the inversion process with larger radius R, more of the data used will now be located above

the reservoir, where we expect the displacement to be greater and continuously positive %.
In the header of Figure 5.11 we see that the best value of K = —0.3 after the inversion process. The

resulting elements of the error function are given in 5.7. The relative error in seabed subsidence
has increased, also clearly shown in Figure 5.11. The relative error in subsidence is dominating the

resulting error function value.

Dispalacement Measured vs Modeled Displacment
Relative Error=0.05938, Best K=-0.3 [m]

- U, Measured

0Lr) . U, Modeled
Element of Value
Error Function [fraction]
X%, 0.059
Xar 7.0-1073

T
0.45 ‘ ‘ : : ‘
0 1000 2000 3000 4000 5000 6000
Radial position from CSB [m]
Figure 5.11: Measured displacement (blue) com-

Table 5.7: Value of the elements within pared to modeled displacement (red), from the in-
the error function with input values version process for only K, keeping D = 3300 m
for the factor K from Table 5.5 and R = 3940 m

Since more of the data is situated above the reservoir, the position of the limit of A—ZZ < 0 has
position further away from the center of the subsidence bowl. The modeled relative thickness
change is still very close to zero for all the layers, especially layer 3 and 4, see Figure 5.12, causing
instabilities in the calculated R-factor. By locking R at the increased value, caused the best K to

decrease, and the resulting the marginal relative thickness changes.
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Figure 5.12: Modeled best %, % and resulting R-factor with position from the center of the

subsidence bowl, from the inversion process for /. Right Y-axis for the relative changes, and left
Y-axis for R-factor values up to 20

The color map illustrating the calculated R-factor values are shown in Figure 5.13a, where we can
see the limit of negative relative thickness change is far from the center of the subsidence bowl.
The resulting R-factor values are still very high due to the marginal modeled %—Values. Figure

5.13b show the calculated best displacement after the inversion process.
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Figure 5.13: Color plot of modeled R-factor values from inversion process for K, with trust limits
for % (red) and limit for A—ZZ (yellow). Displacement plot used to show the %—limit

5.4 Depleted Zone Estimated as one Disk-Shaped Reservoir

Figure 4.33c represents the most trusted time shifts along CSB Line 3. Due to the SOA, we are
missing the time shifts associated with the largest displacement from Figure 4.33a. From the center
of the subsidence bowl, » = 0, until » = 2000 m we almost have no seismic data. An attempt to
improve the inversion process was to move the “center of subsidence bowl,” or the initiation point
for the inversion process, to where most of the seismic data starts. The new center was chosen at
r = 1968 m, and the inversion process will start at » = 1968 m, where it earlier started at r = 0.
The displacement measurements from r = 0 to 7 = 1968 m will hence not be used in the inversion
process, the adapted displacement measurements will be given by Figure 5.14a, and the associated
time shifts are shown in Figure 5.14b, which we calculate the input relative time shifts from. The
positioning system from earlier is used, to make it easier to compare the results. From Figure 4.33b

the position » = 1968 m is situated further into the on average depleted area.

From this new input data, new model parameters can be inferred, compared to the ones indicated in
Table 4.4 for the inversion process constrained by displacement from r = 0. The modeled reservoir

radius will be smaller due to the decreasing constraining displacement curve at the seafloor, Figure
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5.14a. While the model parameter K and D still should be close to the presented values in Table

4.4, if we believe the geomechanical model presented can describe the geomechanical setting and

the resulting seafloor subsidence.

Adapted Input Displacment at Seabed
Position from center of subsidence bowl,r=0

0411 S
/

0.15 /
0.2r /

U, il

0.25 - Vg

03 . . . . . .
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Position on CSB Line 3 [m]

(a) Adapted input u,

Adapted Input Horizons: Time Shifts
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(b) Adapted input At

Figure 5.14: Adapted input displacement (u) and time shifts (At) with new initiation point for the

inversion process at 7 = 1968 m

The inversion process with the model space from Table 5.8 resulted in the best model parameters

shown in the header of Figure 5.15; K = —1 m, D = 2500 m and R = 1000 m. The resulting

elements of the error function are given in Table 5.9, and we can see that the error is slightly

increased compared to the process from Section 5.1, using data from the center of the subsidence

Discretization A

bowl r = 0.
Parameter Range
K [m] [-0.1, -2]
R [m] [500, 5000]
D [m] [500, 5000]

-0.2
500
500

Table 5.8: Model space used in the adapted global inversion process for model parameters K, R

and D

86



CHAPTER 5. RESULTS

Measured Dispalacement vs Modeled Displacment
0.05 Relative Error=0.014521, K=-1 [m], D=2500 [m], R=1000 [m]

. UZ Measured
. UZ Modeled
0.1r
Element of Value
015+
Error Function [fraction] E
DN
X%, 1.4-1073 o2 ,
/
XAr 7.4-10733 025 ¢
T 4
‘.‘/
0.3 / : : :
1500 2000 2500 3000 3500 4000 4500 5000 5500
Radial position from CSB [m]
Table 5.9: Value of the elements within Figure 5.15: Measured displacement (blue) com-
the error function with input values pared to modeled displacement (red), from the
for the factor K, R and D from Table 5.8 adapted inversion process for K, R and D

Layer 2 and 3 presented in Figure 5.16 show fairly stable modeled R-factor values around R ~ 1,
notice the Y-axis limit is different due to the lower R-values, to be able to show the effects better.
Since the best-modeled reservoir depth is D = 2500 m, layer 4 will be partly above and beneath the
modeled reservoir position causing strictly negative R-factor values as we also got in the inversion
process shown in Section 5.1. Changing the point of largest displacement from r = 0 to » = 1968
m, essentially meant that more of the seismic data are now associated with the larger displacements

close to what is estimated as the center of the subsidence bowl.
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Figure 5.16: Modeled best %, % and resulting R-factor with position from the center of the

subsidence bowl, from the adapted inversion process for K, R and D. Right Y-axis for the relative
changes, and left Y-axis for R-factor values up to 10

The negative R-factor values in layer 4 are caused by the modeled negative relative thickness
change marked by the yellow limit from Figure 5.17a. The color bar limit is cut at R = 3 to
better illustrate the variation in R, until position larger than the 22~ and £Z-limit. The limit is
more evident from Figure 5.17b, where we see the reservoir is modeled to be situated within layer
4. The reservoir is illustrated by the dashed black line. In order to mirror the displacements from

the process, 7 = 0 in Figure 5.17b refer to r = 1968 m.
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Figure 5.17: Color plot of modeled R-factor values from the adapted inversion process for K, R
and D, with trust limits for % (red) and limit for % (yellow). Displacement plot used to show
the £Z-limit

5.4.1 Reservoir Depth Kept Constant

A second attempt to get more realistic values for the overburden layers using constant reservoir
depth at D = 3300 m was performed, this time using the adapted input data presented in Section
5.4.

Parameter Range Discretization A
K [m] [-0.1, -1.5] -0.1
R [m] [250, 3500] 250

Table 5.10: Model space used in the adapted global inversion process for /i and R, constant depth
at D = 3300 m

The errors associated with inversion process increased compared to when D was included as a
model parameter, see Table 5.11 and Figure 5.18, as we also got for the process presented in
Section 5.2. The best model parameters are now K = —1.5 and R = 1000 m, which produce a

displacement curve at the seafloor shown in Figure 5.18.

89



CHAPTER 5. RESULTS

Dispalacement Measured vs Modeled Displacment
0,05, Relative Error=0.037735, Best K=-1.5 [m], Best R=1000 [m]

. U_Measured
- U, Modeled /
0.1r
Element of Value
015+
Error Function [fraction] E
DN
X3, 3.7-1073 o2 ;
/
/
XZAJ 1.8-10733 o5l s
T 4
‘.‘/
0.3 / : : :
1500 2000 2500 3000 3500 4000 4500 5000 5500
Radial position from CSB [m]
Table 5.11: Value of the elements within Figure 5.18: Measured displacement (blue) com-
the error function with input values pared to modeled displacement (red), from the
for the factor K and R from Table 5.10 adapted inversion process for K and R

Figure 5.19 shows the modeled displacement in layer 1 and the resulting R-factor values for the
remaining layers, together with the associated relative thickness- and relative time shifts. Layer 2
shows R-factor values fairly constant around 2.5-3. Along the %—curve for layer 2 we see two areas
of increasing relative time shifts different from the overall decreasing trend. These coincide with
the increasing R-factor values outside the trend around 2.5-3. Notice how the R-factor increase
much faster for the area of increasing relative time shifts where %—curve is closer to zero. For
layer 3 and 4 we have decreasing R-factor values until position larger than the underlying reservoir,

where % becomes small and the calculation unstable.
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Best modeled UZ for top and base of Layer 1
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Figure 5.19: Modeled best <+, =~ and resulting R-factor with position from the center of the

subsidence bowl, from the adapted inversion process for A and R. Right Y-axis for the relative

changes, and left Y-axis for R-factor values up to 10
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From the color plot in Figure 5.20a we see the R-factor variations with position and with depth.

Keeping D = 3300 m led to the %—limit being drawn at increasing position, see Figure 5.20b.

Resulting in limited positive R-factor values for layer 4 compared to only negative as we saw from

Figure 5.17a. The R-factor values are decreasing as we see from Figure 5.20a, and ultimately

becomes negative. The color bar has been cut at R = 5 to better illustrate the subtle R-factor

variations.
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Chapter 6

Discussion

The inversion processes presented in Ch. 3, with the ultimate goal to model the R-factor values of
the Ekofisk overburden, has been performed with all available data after the corrections performed
in Ch. 4. The error analysis performed on synthetic data from the specialization project Kvilhaug
(2016), showed an improvement in the definition and robustness of the global minimum when
utilizing increasing amount of radial information. In the synthetic study, the radial information
needed to exceed the radius of the reservoir to get a clear elliptical shaped error function. As we
analyze more data with position larger than the reservoir radius, the time shifts and displacements
will be smaller, and the associated error related to the data will make up a larger fraction of the
underlying data. The data collected along CSB Line 3 exceed the area where we have a pressure
reduction, but not by a substantial amount. Where we have a pressure reduction within the reservoir,
is where we intuitively should expect the extent of the calculated reservoir radius to be, see Figure

4.19.

The results from the inversion process, presented in Ch. 5, reveal a different story. The inversion
process with factor K, reservoir radius R and reservoir depth D as model parameters, resulted in
the lowest error function value after running the ”KRD”-inversion process summarized in Table
6.1. These model parameters provide the best fit against the observed displacement at the seafloor
and the relative time shifts. For each of the three inversion processes, the relative error in displace-

ment at the seafloor is the dominating element of the resulting error function value. The measured
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relative time shifts are used together with the modeled relative thickness change to calculate the R-
factor. The modeled relative time shifts calculated using these R-factors will, therefore, be almost

identical, and the dominating element of the error function is hence the displacement term.

The best fit subsidence was achieved through inversion process 1 with K, R, and D as model
parameters, even though the resulting best model parameters were not what was expected from the
rough estimates in Table 4.4. The contour plot of the error function associated with the inversion
process in Figure 5.2b show a clear minimum, but with 0.01 contour levels, indicating that we
are dealing with a subtle minimum. The stretched elliptical shape of the error function contours
between the model parameters 12 and D indicate that they are both important factors with an equal

influence on the error function.

Inversion Model
Value [m]

Process Parameter

1: KRD BestK -0.5
BestR 2250
Best D 2500

2: KR Best K -1.05
Best R 1750

3: K Best K -0.3

Table 6.1: Best model parameter values after the initial three inversion processes from r = 0

The attempt to push the inversion result towards the correct depth led to an error function with a
minimum worse defined than before. The shape of the error function contours between the model
parameters R and K reviled an inner contour stretched across a larger model space than on the
error function contours between R and D. Since K is only present outside the equations as a scal-
ing factor, see Eq. 3.7, the inversion process that relies on R and K, will not have the chance to
shape the displacement curve as much as with D as a factor as well. The difference becomes appar-
ent when comparing the resulting minimum of the error functions, especially when the inversion

process relies on only one model parameter, the factor K.
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From the attempts to estimate the R-factor values, we gain an understanding of the dynamics be-
tween the elements incorporated into the equation of the dilation factor, Eq. 3.9. From the equation,
it becomes clear that £Z close to zero will cause very high R-factor values and instabilities in the
estimate. A ratio less than 1 would produce negative R-factor values, which in this setting would

not be expected.

From Section 4.5 the issue of imaging in the shallow part of the subsurface was mentioned. The
representative seismic line used for the analysis (Figure 4.20a), did not have a clear pickable water
bottom reflector due to the dominance of far offset traces in the shallow part. The time strains
for the first layer was, hence, not possible to calculate without including the water layer. Due to
the dominance of far offset traces in the shallow part of the final stack, lateral velocity differences
compared to vertical may also overrepresent the resulting extracted time shifts. For these two
reasons, the calculated R-factor for layer 1 would be associated with more error than the layers

below and is, hence, left out of the study.

The time shifts extracted from the representative seismic line are continuously positive and increas-
ing towards the top reservoir horizon. The relative time shifts produced are, hence, also mostly
positive within the trust limit of the time shifts, presented at the end of Ch. 4. Except for layer 4,
where the decrease in time shifts are quicker for the base of layer (H9) than from the top of the
layer (H7) causing negative relative time shifts around » = 2500 m. Positive 2L require also the

right side of Eq. 1.2 to be positive, where 22

Z
relating the two from Eq. 1.3 by definition is positive, we need AVP <0 and M > 0 or AV” >0
and AZ < 0 to withhold the statement. By combining the two as shown in Eq. 3.4, 2Z need to

be positive, which in the end produce Eq. 3.9, used in this project to calculate the R-factor. Since
we in the area of study have almost only positive relative time shifts, we will also expect almost
only positive relative thickness changes. From the R-factor color maps the location of the £Z < (
limit is defining the position where this statement does not hold. From the same plots, the limit of

trustworthy relative time shifts, 22, are also shown.

9 T b
We can from the color plots Figure 5.5a, 5.10a and 5.13a, see a gradual increase in R-factor values

when 2% approach the limit. The contour plots of vertical displacement are illustrating the corre-

sponding geomechanical setting of the overburden, providing a better understanding of where these
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limits are drawn. We can see that towards the end of the lateral extent of the reservoir, at reservoir
level, the vertical displacement contours a closer drawn, see Figure 5.5b, 5.10b and 5.13b. From
the introduction of the method, we saw how the radial displacement increased towards the edge of
the reservoir in agreement with the expected arching effect above a depleting reservoir, see Figure

2.5-2.7.

Due to the shape of these contour lines, it becomes apparent that the relative thickness value will
become small and ultimately negative quickly as we move outside the reservoir zone. The contour
lines are here almost vertical, resulting in nearly no contrast in displacement between base and top
of the layer. The shape of the contours can also lead to a larger displacement at the top of the
layer than at the base. To be able to detect a difference in displacement between top and base layer
implies that the thickness of the layer also plays an important part when calculating these relative
thickness changes. The layers can not be too thin, in order to detect a change in displacement, but
if we are in an area with almost vertical contour lines, the thickness will not be meaningful. The
inversion processes presented in this project was also run on a three layered overburden, adapting
layer 3 to be part of either layer 2 (excluding first Horizon 5) or layer 4 (excluding first Horizon
7). The results were not significantly different than what was presented in Ch. 5 and have therefore
been left out. Landrg and Stammeijer (2004) formulated Eq.1.2 based on horizontal layers with
constant thickness. The correction term formulated for dipping layers can be neglected for subtle
dips as present at Ekofisk (= 5°) (Landrg and Stammeijer, 2004). When the thickness variation
results in a difference above 100 m, as we see for layer 4 in Figure 4.32, the difference might point
towards a more influential factor and may result in instabilities in the calculated relative thickness

change.

Figure 5.4, 5.9 and 5.12 illustrates the calculated R-factor values together with the corresponding

% and % for the particular layer. The only two layers with fairly constant calculated R-factor is
layer 2 and 3 from Figure 5.4, with R ~ 5. This only holds for about 500 m until the position is
larger than the calculated reservoir radius, and the R-factor values increases drastically due to the
low value of %. Where the calculated R-factor values are constant, implies that the ratio between
relative thickness changes and relative time shifts are constant with increasing position. For most of

the other layers, this is not the case. The resulting calculated R-factor through this model is highly
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dependent on the choice of model parameters. The selection of for instance low best radius R is
causing the values to become very large, when performing the calculation with position larger than
the reservoir radius. Particularly for the deeper layers, where the displacement contours are closer
spaced and % approach zero faster. Due to the SOA, the initiation of most of the data collected, is
in the area of the modeled best radius. At the position of the modeled reservoir radius, is where we
expect the % quickly to approach zero, and the resulting R-factor values will not be particularly

trustworthy.

An attempt to improve the calculated R-factor values were performed, by moving the initiation
point of the inversion process to where most of the seismic data start. The new adapted center of
subsidence was at r = 1968 m relative to » = 0 as the previous results refer to as the center of
subsidence. The new initiation point was outside the extent of the shadowing effect by the SOA.
The best model parameters after running the inversion process with three- and afterward two model
parameters are summarized in Table 6.2. The inversion process with lowest error value was also
here associated with best-modeled depth at D = 2500 m. So an attempt to locking the reservoir

depth was performed, but with increasing error as a result.

Inversion Model
Value [m]

Process Parameter

4: KRD BestK -1
Best R 1000
Best D 2500

5: KR Best K -1.5
Best R 1000

Table 6.2: Best model parameter values after inversion processes with moved initiation point to
r = 1968 m

The resulting errors associated with the two adapted procedures increased, compared to the inver-
sion processes constrained by displacement and relative time shifts from » = 0. The calculated
R-factors were although much more stable due to the increasing amount of data above the modeled

reservoir radius extent. Most stable with increasing position for Layer 2 showing R-factor values

97



CHAPTER 6. DISCUSSION

around R ~ 1 and R =~ 3, when locking the reservoir depth at D = 3300 m. The same effects of
unstable R-factor calculations appear for increasing position greater than the extent of the reservoir
radius R. Pointing towards the importance of collecting data from right above the center of the
subsidence bowl, where we expect the 4D effects to be largest, both from seismic data and from

geomechanical modeling.

Since the R-factor is a biased model parameter; it will be dependent on the accuracy of the other
model parameters. The resulting best model parameters for R, D and K provide an indicator of
the trustworthiness of the corresponding dilation factor R for the overburden. Each set of model
parameters will represent a modified geomechanical setting for the overburden. They are bound
by the same displacement at the seafloor and relative time shifts within the overburden, but when
the inversion processes come up with such different best model parameters, it becomes hard to

compare the resulting R-factor values.

Because the lowest value of the error function corresponds with such different model parame-
ters than expected, there have to be factors not taken into consideration within the geomechanical
model. The inversion process corresponding with the lowest error value and best definition of the
error function is the one including all three model parameters K, R and D. The expected model
parameters for the inversion process including all available data, presented in Table 4.4, are rough
estimates. But we know that the depth of the reservoir should lie between 2900 — 3300 m. So
when both the adapted- and the inversion process including all the data from r = 0, calculate the
best reservoir depth at D = 2500 m, and the resulting error increases after locking the depth at
D = 3300 m. It becomes apparent that the geomechanical model with the available input param-
eters is not able to describe the displacement at the seafloor. It is hard, based on the constrains of
the geomechanical model, to define the underlying ’real” R and K parameter, since they will not

reflect the complexity of the Ekofisk reservoir.

In this inversion process, there are several factors that all affect the credibility of the results. As
mentioned in Ch. 1, the geomechanical model by Geertsma (1973), is based on a disk-shaped
reservoir experiencing constant pressure depletion, situated within a linear-elastic, homogeneous
and isotropic half space. The assumption of homogeneity will require both the reservoir and the

overburden to have the same elastic properties, implying constant mean stress above the reservoir
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(yv + 27, = 0). From Ch. 4 we know the Ekofisk dataset does not meet these requirements.
With a clay-rich shaley overburden section with different elastic properties than the highly porous
chalk reservoir rock, will cause alterations in the stress fields and move away from pure shear
loading associated with vy, + 27, = 0, and potentially rather have an increasing stress arching
coefficient yy,. A study done by Holt et al. (2016) found that stress arching (7, > 0) is increasing
with increasing elastic contrast and with increasing tilt. The same study done by Holt et al. (2016)
presented lab measurements from ultrasonic core measurements on shales, concluding a definite
increase in stress sensitivity and hence R-factor values with increasing stress path «, defined in Ch.
2. The increasing trend is due to the increasing stiffness % of the rock with increasing stress
path k. Where €., is the resulting axial strain to the change in axial stress Ao, (Holt et al., 2016).
This dependence indicates that the R-factor values will vary with depth, as Bathija et al. (2009)
also concluded. Bathija et al. (2009) found that absolute values of R increased for sandstones and
decreased for shales with decreasing confining pressure. So operating with one constant value of
R from the surface, where we have unconfined stress state, to the reservoir where we have higher

confined stress state, should be avoided.

The overburden consists mostly of clay-rich shales with minor lithological changes (Nagel, 1998).
Intrinsic anisotropy is typical for the laminated shale lithology, where clay minerals tend to be
aligned. Due to production related change in stress regime, extrinsic anisotropy has also been re-
ported as a significant effect (Hawkins, 2008). Extrinsic anisotropy is superimposed on the intrinsic
lithological anisotropy of the shale. Extrinsic anisotropy refers to the stress induced anisotropy re-
sulting from alteration of grain contact, cracks, and fractures. Holt et al. (2005) concluded that
porosity was the main factor representing how stress dependent the velocities were within shales.
When the overburden is stretched, the grain contact will be altered and hence the shape of the
pores. Secondary porosity from cracks/fractures may also be generated, and all these factors influ-
ence the velocities. The result of the study by Rgste et al. (2006) indicated that time-lapse changes
in anisotropic parameters as low as 1%, would cause severe errors in estimated overburden thick-
ness change and velocity changes. This is a factor in which the geomechanical model used in this

project does not take into account.
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A disk-shaped reservoir will not be fully applicable for the shape of the Ekofisk reservoir, inferred
from the pressure map 4.6. The analytic solution of the resulting subsidence used in this project is
based on symmetry, where one representative vertical section is used to represent the displacement
above the disk-shaped reservoir in a three-dimensional space. From the average pressure change
and time shifts shown in Figure 4.13, we see that the seismic line chosen can not be considered
representative for the whole reservoir. To incorporate the complexity of the reservoir, we would
have to shift from the analytic solution represented by the homogeneous depleting disk-shaped
reservoir and rather compartmentalize the reservoir with different depletion schemes. Which in turn
can be used to model the time shifts and displacements of the overburden. Numerical techniques
based on the discrete element method is a common technique in more sophisticated geomechanical

models.

From the pressure map in Figure 4.6 we see a complex picture of pressure increase and decrease.
As a result of the full-scale water flooding of the reservoir. The injection of water has reduced the
subsidence rate as a response to the average reservoir pressure increase, see Figure 2.3. As stated
in Section 2.1, the continuing reservoir compaction and subsidence today is associated with the
balance between the ongoing repressurization of the reservoir and the water weakening of chalk.
Depending on the particular stress state within the reservoir, we will expect fractures to form and
grow in various direction due to water injection (Alassi et al., 2010). The complex fault network
shown in Figure 4.3, will most likely be altered during water injection, due to the induced alteration
of the stress regimes. Reactivation of faults in the surrounding rock mass has been reported as an
effect of depletion and increasing effective stress within the reservoir (Segall and Fitzgerald, 1998).

The more faulted section within the Hordaland Gp. is hence most likely to experience these effects.

Induced fractures and fault reactivation are all heterogeneities which will affect the seismic veloc-
ities above and within the reservoir. As Kenter et al. (2004) pointed out in their geomechanical
model; many reservoir variations in for instance thickness, pore pressure or rock compressibility
show up in the overburden as time shifts. The underlying reason they proposed, was that the effects
are inducing stress arching. When comparing the time shift map from the top reservoir with the
average change in pore pressure, we saw how most of the negative time shifts coincide with an

increase in mean pressure. And the area of positive time shifts was associated with the area of
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average pressure decrease. These trends propagated up into the overburden with decreasing mag-
nitude for areas of both positive and negative time shifts, as we saw from Figure 4.27 and 4.28. It
is more difficult to reason why we should see a continuation of negative time shifts for the over-
burden compared to the main effect of positive time shifts for depletion, a pressure increase in the
reservoir would decrease the effective stress and result in negative relative velocity change within
the reservoir. The top reservoir horizon will at most remain still and not further compact; it is not
considered to be possible to lift the top reservoir horizon due to water injection. These areas of pres-
sure increase nearby areas of pressure decrease could rather be such stress attractors which Kenter
et al. (2004) reported in their study. The study looked at reservoir compartments with different
pore pressure, which showed up as sharp transitions from positive to negative time shifts, causing
increasing stresses and velocities, resulting in negative time shifts. The increasing pore pressure
within the reservoir might cause the compaction to occur at an other level in the overburden rather

than in the reservoir, resulting in negative overburden time shifts.

The reactivation of faults and the change in stress state in the overburden, may also cause pore
pressure changes within the overburden. Since overburden shales have such low permeabilities
the resulting stress changes as a result of pressure alteration within the reservoir, occur without
draining the rock on a short term. Ongoing research by Holt (2017) on pore pressure change in
overburden indicates that the resulting velocity changes within the overburden are affected by three
main factors, together with the driving mechanism of the reservoir pore pressure change; the in
situ stress path s, the stress sensitivity of the rock and the Skempton parameters (Skempton, 1954),
which quantify the pore pressure changes. The laboratory experiments by Holt (2017) indicate that
the pore pressure evolution associated with the in situ stress path have a significant impact on the
seismic traveltimes, and hence changes in these stress paths with time will cause detectable effects

on the seismic time shifts.

Throughout this project, the time shifts used has been extracted from full-offset stacked data. Since
we are operating with displacements in the vertical direction, ideally we should use zero-offset
time shifts. The full stack is used to improve the signal-to-noise ratio. The non-vertical ray paths
in the full stack will influence the time shifts depending on anisotropy in the penetrated layers. A

large difference in vertical and lateral velocities will cause the corresponding far offset time shifts
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to be influenced by different velocities than the zero incidence angle time shifts. These non-vertical
ray paths may hence detect different 4D responses than the zero offset time shifts due to the large

incidence angles (Rgste and Ke, 2017).
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Chapter 7

Conclusions

The global inversion process presented in this master’s thesis provide the R-factor values for the
overburden as a biased model parameter. The resulting R-factor values will hence be affected by the
accuracy of the other reservoir parameters in which the model define. These reservoir properties
determine the resulting displacements within the overburden through the geomechanical model
used. The displacement at the seafloor, together with the recorded relative time shifts, constrained
the inversion process. The corresponding model parameters associated with the best fit seafloor
displacement, and relative time shifts, do not reflect the underlying Ekofisk reservoir in which
it tries to represent. The lowest error function value and best definition of the minimum were
achieved when including all three model parameters K, R and D, with best model parameter

values K = —0.5, R = 2250 and D = 2500 m.

Since the geomechanical model is based on a uniformly depleted disk-shaped reservoir, situated
within a linear-elastic, homogeneous and isotropic half space, it was difficult to define the under-
lying ’real” R and K parameter since they will not reflect the complexity of the Ekofisk reservoir.
Still, we know that the reservoir depth D lie between 2900-3300 m, so a modeled best D = 2500 m
indicates that the calculated R-factor values will be associated with errors. An attempt to lock D at
the known reservoir depth only increased the error function value, decreased the sensitivity of the
error function and decreased the definition of the error function minimum. The calculated R-factor

values associated with the lowest error function value were at R ~ 5 for layer 2 and 3 until the

103



CHAPTER 7. CONCLUSIONS

calculation turned unstable at the edge of the underlying modeled reservoir radius R.

The data presented from the Ekofisk Field show large areas of negative time shifts from the over-
burden. The full field water injection is believed to have altered the stress paths of the overburden,
and from Ch. 5, we got indications that the real geomechanical setting from the Ekofisk Field is
not the constant mean stress associated with the Geertsma model for a uniformly depleted reser-
voir. So even though the study was performed on a representative 2D seismic line with increasing
positive mean time shift with depth, as presented in Ch. 4, it seems like the constraining displace-
ment together with the relative time shifts do not reflect the simplified stress paths calculated from
Geertsma’s geomechanical model. The model will calculate smooth displacement curves, and will
not be able to describe the complexities of the real geomechanical setting. The calculated R-factor
values will, hence, also be smoothed and we will not be able to describe the potential depth- and

lateral variations.

Despite the resulting R-factor values are inaccurate, the study illustrates the interaction between

Az
A

and % factors incorporated within the equation of R. The study shows how the most stable
calculations were obtained using data collected right above the center of the subsidence bowl, where
we expect the 4D effects to be largest, both from seismic data and from geomechanical modeling.
Due to the SOA, we do not have seismic data in this area. Most of the seismic data in this study
were available at position » ~ 2000 m from the center of the subsidence bowl, which resulted in

unstable calculated R-factor values, since the extent of the modeled underlying reservoir radius was

in the same area.

The improvement of utilizing data right above the center of the subsidence bowl was shown for
the adapted inversion process. Where the center, or the initiation point, of the inversion process,
was moved to where most of the seismic data start. And using the corresponding displacement
points, and relative time shifts, from the new center as constraining data. The adapted inversion
process resulted in relatively stable calculated R-factor values in the overburden, above the extent
of the reservoir. Most stable with increasing position for Layer 2 showing R-factor values around
R ~ 1 and R =~ 3, when locking the reservoir depth at D = 3300 m. Increasing position larger
than the underlying modeled reservoir radius, lead to % approaching zero, and instabilities in the

calculation of R. The instabilities are shown to be dependent on depth, and the effect occurs at a
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larger position for shallow- compared to deeper layers due to stress arching.

The calculated R will depend on the stress path represented by the geomechanical model. Depend-
ing on the interaction with the seismic response, R can be different both laterally and with increas-
ing depth. For a layer where the calculated R-factor values are constant, it implies that the ratio
between relative thickness change and relative time shifts are constant with increasing position.
The study illustrates the importance of a geomechanical model which account for heterogeneities
in the reservoir and overburden, together with non-elastic effects such as water weakening effects
of chalk, fault reactivation, and anisotropy. These factors all affect the resulting seismic signal
and should be taken into account when building a geomechanical model. The method still pro-
vides a good understanding of the processes involved, and the scientific approach can potentially

be utilized with more sophisticated geomechanical models.
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Appendix A

Nomenclature

Symbols

N|'§H|ZNSE< N E“

>
<

Seismic traveltime

Time-lapse time shift

Layered seismic traveltime
Seismic P-wave velocity
Seismic S-wave velocity

Layer thickness

Relative time shift (Time strain)
Relative thickness change
Relative P-wave velocity change
Dilation factor

stress component change

Strain component

Effective stress component
Pore pressure change

Biot coefficient
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Ky, = Framework Bulk modulus
K = Solids/grain Bulk modulus
Ky = Fluid Bulk modulus

) = Porosity

¢ = Average porosity

€vol = Volumetric strain

Op = External hydrostatic stress
oy, = Minimum horizontal stress
o = Maximum horizontal stress
oy = Vertical stress

G = Shear Modulus

E = Young’s modulus

v = Poisson’s ratio

h = Reservoir height

R = Reservoir radius

Cm = Compaction coefficient

A = Lamé’s parameter

H = Plane wave modulus

ot = Kronecker delta

g = Ratio between the rock matrix compressibility and the rock bulk compressibility
Ry = Initial radius

U = Radial displacement at surface

r = Radial position from center of depleting sphere/reservoir
U = Displacement

F(a|lm) = Incomplete elliptic integral of first kind

K(m) = Complete elliptic integral of first kind

E(Blm) = Incomplete elliptic integral of second kind

E(m) = Complete elliptic integral of second kind

U = Unit step function
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V = FElement volume

z = Unit vector in z-direction

D = Depth from surface to center of depleting sphere/reservoir
p = Density

pw = Water density

Po = Oil density

Pg = Gas density

Ps = Grain density

z = Vertical position from surface

Zmase = Vertical position from surface down to base of the layer
Zzop = Vertical position from surface down to top of the layer
1; = Geertsma integrals

e = Aspect ratio

ot = Arching coefficient

K = Stress path

S; = Fraction of saturation, fluid component

m = Model parameters

d = Resulting parameters

g = Forward operator

X = Relative error function component

P = Objective function

€ = Relative error matrix

N = number of indices

c = Weighting term

H; = Horizon number

L; = Layer number
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Subscripts
s = Gas
» = Oil
» = Water

= Y direction

« = Xdirection
. = Vertical direction
v = Vertical direction
- = Radial direction
¢ = Framework
s = Solids/grains
s = Fluid
Acronyms
HSE = Health, safety and environmental
TWT = Two way traveltime
SOA = Seismic obscured area
NoE = Number of elements
NPD = Norwegian Petroleum Directorate
LoFS = Life of Field Seismic
CoP = ConocoPhillips
BP = British Petroleum
CSB = Center of Subsidence Bowl
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Appendix B

Data Preparation

B.1 Base TWT Measurement

TWT Horizon 7, L02: Smoothed Using "rlowess", Span=0.3

TWT Horizon 7, LO2
2920 F ] 2220 [+ TWT H7L02
- TWT H7L02 M . SOA
Il SOA \ 2030 |- | Il Extent of SOA-correction
2240 | |l Extent of SOA-correction : ]
Y
2240
2260 A _
[}
& E 2250
£
= 2280 : E
E . 2260
2300 2270 -
2320 2280 “
2290
2340
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

0 1000 2000 3000 4000 5000 6000 7OOO 8000 9000 Position on CSB Line 3 [m]
Position on CSB Line 3 [m]

(b) Smoothed time pick of H7 on

(a) Input time pick of H7 on base survey L02 base survey L0O2 used in iversion process

Figure B.1: Example of data preparation for base TWT measurements used to calculated %
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B.2 Initial Depth

Horizon 7: Depth Converted Depth converted Horizon 7, L02: Smoothed using "rlowess", span=0.3
216011 . Depth value H7L02 ~ 1 + Depth value H7L02
Il SOA \ 2160 - | I SOA i
2180 - |l Extent of SOA-correction : 1 Il Extent of SOA-correction
2170 - 1
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z . 2
8 2240 8 2200 F il
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2280 22201
0300 | 2230 1
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Position on CSB Line 3 [m] Position on CSB Line 3 [m]
(a) Input depth measurements (b) Smoothed depth measurements
from depth conversion used in inversion process

Figure B.2: Example of data preparation for initial depth measurements used to calculated %
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B.3 Time Shift Measurements and Smoothing

dt [ms]

051

dt [ms]

Time Shift Horizon 2: Smoothed vs input data

051

« Corrected input
* Smooth-"rlowess", span=0.3

o
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0.5

15

1000 2000 3000 4000 5000 6000 7000 8000 9000
Position on CSB Line 3 [m]

(a) At Horizon 2

Time Shift Horizon 7: Smoothed vs Input Data

» Corrected input
* Smooth-"rlowess", span=0.3

1000 2000 3000 4000 5000 6000 7000 8000 9000
Position on CSB Line 3 [m]

(¢c) At Horizon 7

dt [ms]

dt [ms]

Time Shift Horizon 5: Smoothed vs input data
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Figure B.3: Input measurements and resulting smoothed time shifts for horizons used in inversion
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Appendix C

Geomechanics

C.1 Subsidence

h(o) = ———| (1= 5 ) Km) = B(m) .1

) = s |12 Bm) - K<m>] €2)

L(q) = —% + <U(r ~R) - U(R— r)) A“(Qim) + %U(R 1) (C3)
) = M= = ) E(m) | k() o

8m(rR)32R(1 —m) * 2tRVTR
Where U in Eq. C.3 is the unit step function. U(z = 0) = 0.5, U(z > 0) = land U(z < 0) = 0.
The factor ¢ vary depending on what is in the parenthesis of the Geertsma integrals in Eq.2.23 and

Eq.2.24. A, is defined by Eq.C.5.

Ao(Blm) =

NS

[E(m)F(B]1 —m) + K(m)E(B]L —m) — K(m)F(B]1 —m)] (C.5)
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4Rr

" RE 0
sin 8 = d (C.7)
@+ (R—r)?
’ 1 do C.8
F = _— .
(5|m) /0 V1 +msin®0 (€8)

Eq. C.8 is the incomplete elliptic integrals of first kind. The complete elliptic integral of first kind

is given by Eq. C.9.

K (m) = F(3|m) (C9)
B
E(Bm) :/ V1 + msin® 0do (C.10)
0

Eq. C.10 is the incomplete elliptic integrals of second kind. The complete elliptic integral of second
kind is given by Eq. C.11
E(m) = E(g|m) (C.11)

C.2 Vertical Displacement at r=0

- - 4
uz:_C’mahApf<3_4y+ D—=z D —z D+ 2)B )
2 D—Z| JR2+(D—-2)2 /R*+(D+ 2)?
2R?z
VR z)2)3/2> (€12
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The range for the elastic moduli in Table C.1 have been calculated using a study done by Havmgller
(1996), where they investigated a large number of chalk samples to come up with a set of empirical

equations for the geomechanical properties for the reservoir rock, see Chapter 2 in (Kvilhaug, 2016)

Average Values/

Parameters Range Values Used in Calculation
Porosity, ¢ [%] [0.3-0.45] 0.375
Uniaxial Compaction Modulus, C,, [10~9Pa!] [1.193-4.808] 2.621
Young’s Modulus, E [GPa] [0.781-0.145] (used to calculate /)
Poisson’s Ration, v [Fraction] [0.167-0.319] 0.257
Poroelasticity Coefficient, o [Fraction] 1
Reservoir Depth, D [m] 3000
Reservoir Radius, R [m] 4000
Reservoir Height, h [m] 200
Change in Pore Pressure, Ap [MPa] -25
R-factor 6

K = Smohlrs -6.55

2

Table C.1: Values used to calculate the resulting displacement with the Geertsma equations
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Appendix D

Geophysics

D.1 Relative Time Shifts

Time shift AT capture the combined effect of change in thickness AZ and velocity AV), within a

given layer.

2z

T
Vi

(D.1)

Change in TWT in a repeated survey is given by

oT aT
AT = —=AZ+—AV,
07°7 T oyt
Using 2Z = 2 and g—gp -2
2 27
AT = —=AZ — =AYV,
ATt
2 Z  2Z A
AT = —AZ— — — Yy

Vo 2V
AT % AZ T A,
T T Z TV,
AT AZ AV,
T  Z v,

AV,

ing A2
Assuming =% << 1 and v,

(D.2)

(D.3)

(D.4)

(D.5)

(D.6)

<<1

123



	Abstract
	Sammendrag
	Preface
	Acknowledgment
	Introduction
	Theory
	Ekofisk Field
	Geomechanical Modeling
	4D Seismic and Reservoir Monitoring
	Inversion Theory

	Method: Inversion Using Geomechanical Modeling
	Inversion Algorithm: Forward Operator
	Geertsma's Theory of Subsidence
	R-factor Relation

	Global Inversion

	Data Sources and Preparation
	Time-Lapse Seismic Data
	Pressure Data
	Bathymetry Data
	Data Selection for Inversion
	Input: Time-Lapse Seismic Data
	Input: Bathymetry Data
	Expected Model Parameters

	Seismic Interpretation and Time Shift Extraction
	Time-Lapse Seismic Data Correction


	Results
	Global Inversion for K, R and D
	Reservoir Depth Kept Constant
	Reservoir Depth and Radius Kept Constant
	Depleted Zone Estimated as one Disk-Shaped Reservoir
	Reservoir Depth Kept Constant


	Discussion
	Conclusions
	References
	Nomenclature
	Data Preparation
	Base TWT Measurement
	Initial Depth
	Time Shift Measurements and Smoothing

	Geomechanics
	Subsidence
	Vertical Displacement at r=0

	Geophysics
	Relative Time Shifts


