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Abstract

Deep neural networks have shown increasing performance in image classification
recent years. However, most of the methods developed in research are created,
trained and compared on standard, general image collections. While some of such
datasets contain realistic pictures with multiple objects and interaction between
them, the selection of pictures and categories is broad and designed for the train-
ing of automatic classification systems. Therefore, questions remain on how mod-
ern image classification approaches can be applied to real-world datasets. What
challenges can arise in the implementation of systems based on such datasets and
how can they be solved? What level of classification performance can be expected?
This study looks into these questions and gives insights on building such classifica-
tion systems for real-world image collections.

The Norwegian News Agency provided the author with a unique labeled dataset
of one million images for the purpose of this research. The study consists of a
trial and main experiment. The goal of the trial experiments was to learn neces-
sary tools, test classification system implementation, training and testing pipelines
as well as different architectural design choices. These set of experiments were
performed on a subset of the original image collection with a limited number of
categories. Insights from these experiments were further used to perform model
training on a much broader set of manually selected categories. Two network ar-
chitectures were employed and compared in the research: CaffeNet and GoogleNet.

Results from the study suggest a big potential of using pre-trained convolu-
tional neural networks in solving the task of multi-label image classification on
a real-world dataset. However, the study also highlights a number of challenges
connected with developing such system in a realistic environment, including:

• A unique set of categories which requires either to train a new model or to
reuse a pre-trained neural network with adjustments in the architecture to
solve classification problems.

• Difficulties in category tree transformation connected with the decision of
which categories include, exclude and merge.

• Categories which are unsuitable for automatic training purposes including
contextual, abstract and ambiguous labels.

• Contextual images which can not be classified only by visual features and
require additional information.
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• Issues connected with the classification of objects and people located in the
background of the pictures.

• Duplicates of images in the dataset which can cause issues for both training
and testing processes.

The research gives further insights on the challenges mentioned, discusses their
impact and possible solutions to them. The main limitation of the study is that only
one dataset was employed in the research. Therefore, results are considered likely
to be more generalizable to datasets similar to the one used in the study.
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1 Introduction

1.1 Topic covered by the project

The topic of this project is within the field of computer science, more specifically
it relates to issues of automatic multi-label image classification. The study will fo-
cus on applying a transfer learning approach, which leverages existing pre-trained
deep neural networks. In particular, the mentioned method will be employed to
investigate possible challenges and the potential of applying deep convolutional
neural networks in image classification for real-world datasets.

1.2 Keywords

Deep Learning; Neural Networks; Image Annotation; Image Classification; Multi-
label Classification; Transfer Learning

1.3 Problem description

During past years significant steps forward has been made when it comes to image
classification. In 2012 the system which utilized deep learning approach outper-
formed all other methods in ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) and achieved top 5 test error rate of 15.4% in single-label image clas-
sification task [3, 4, 5]. In four years the winner of ILSVRC 2016 improved this
results even further with top-5 error rate of 2.9% using a new design of convolu-
tional neural network (CNN) [6]. The progress in solving multi-label classification
is also moving forward improving classification precision each year [1, 7]. All these
methods and architectures are designed and tested on standard image collections
like ImageNet [4] or PASCAL VOC [8], which were specifically created to compare
proposed approaches and solutions in different papers [1, 2, 9, 10]. However, most
of the datasets created and used by companies and universities are likely to differ
from such standard datasets in ways including types of categories, balance in image
distribution between categories, and an amount of systematic errors. Therefore, the
questions remain on how these approaches can be applied to real-world datasets.
What challenges can arise in the implementation of systems based on such datasets
and how to solve them? What level of classification performance can be expected?
This study will try to answer these questions and give insights on building such
classification system for real-world image collections.
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1.4 Justification, motivation and benefits

As mentioned earlier, image classification methods have evolved very fast recent
years. However, most researchers create and compare methods using standard,
tested and more general datasets of images, while companies that wish to use
these methods are likely to have usually more unique and less structured real-world
datasets. It is important to test how state of the art methods perform on such image
collections. On the one side, this project will be interesting for researchers to know
if current methods are working with the more realistic datasets. On the other hand,
companies can benefit from more research on how to implement such systems in
real-world environments, get insights on challenges that they could face with and
recommendations on how to solve them in order to create a system that satisfies
their needs.

1.5 Research questions

• What are the main challenges in building and training a multi-label image
classification system on a real-world datasets?

• What level of performance can a multi-label classification system achieve us-
ing a fine-tuning approach for training on a real-world image collection?

In addition to this questions, the study also looked into how different neural
network configurations can influence the speed of the training process as well as
the end system performance. Some ideas on how the dataset can be improved to
increase system precision will also be discussed.

1.6 Contributions

This study will give insights on potential challenges that can arise in the process
of building a multi-label classification system for real-world datasets and will dis-
cuss possible solutions for them. The case-study implementation of such system,
based on an image collection provided by Norwegian News Agency (NTB), will be
presented together with achieved classification performance for different network
configurations.

The research will also discuss how both discovered challenges and choices of
network architecture can impact final results for the system. In addition, the study
will also point out on possible directions for further research and experiments that
should be performed to both validate and expand obtained results.

1.7 Clarification of terms and acronyms

• DNN – Deep Neural Network
• CNN – Convolutional Neural Network
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• NTB – Norwegian News Agency (Norsk Telegrambyrå)
• RNN – Recurrent Neural Network
• ILSVRC – ImageNet Large Scale Visual Recognition Challenge
• HCP – Hypotheses-CNN-Pooling
• Standard image dataset – refers to the image collection specifically created

for the purpose of classification methods comparison, for example PASCAL
VOC [8], NUS-WIDE [11], ImageNet [4].

• Real-world dataset – image collection with annotations that was not specifi-
cally created for training automated classification systems

1.8 Ethical and legal considerations

The main legal aspect of this study lays in the access and usage of the NTB im-
age collection, which is covered in the signed contract agreement included in Ap-
pendix A. This contract gives the author rights to use image dataset in the research
as well as to use example images approved by the company for this master thesis
and presentation.

3
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2 Background

Image classification refers to a task that requires from method to determine the cat-
egories to which picture belongs. Such challenges that utilize standard datasets like
ImageNet and PASCAL VOC limit this problem to a question if objects of particular
classes presented on the image [4, 8]. However, real-world settings might require
extending this question to more general one [12]. For instance, in this study, the
search extended beyond merely objects to include other image properties including
color, weather, action, and sceneries.

2.1 Deep convolutional neural networks

A standard neural network consists of computational units called neurons. Neu-
rons are connected to each other in particular way to form a network. Neurons
in such networks are organized in groups or “layers” for computational efficiency
reasons since it allows to apply vector operations [13]. Each input connection to a
neuron has dedicated weight. Non-liner activation function use these input weights
to determine when to activate particular neuron and send a signal further [5]. Ac-
tivation function can be different, however recent years ReLU function is mostly
used in modern DNN due to its computational efficiency and good output results
[14, 3]. The “depth” of the neural network is identified as an amount of layers
except input one [5].

The process of training the neural network is optimization of each neuron input
weights in such way that the particular input to a network will produce desired
output. This optimization is achieved by first introducing loss function which rep-
resents how “far” given output is from the desired one. After that, on each iteration
of training, by calculating gradients of a loss function on given weights, the sys-
tem determines how it should adjust weights to decrease the computed loss [15].
Modern DNNs use backpropagation approach of gradient calculation due to its ef-
ficiency [16].

Convolutional Neural Networks (CNN) have the same core ideas as any other
neural networks except that CNN architectures assume that the inputs are images
[17]. Unlike conventional neural networks, instead of processing images pixel-by-
pixel CNN is searching for patterns in image patches of different sizes. Each con-
volution can also be perceived as a feature extractor, such as the one that detects
particular edge angle or color. Such convolution functions are also organized in
layers where output features from one layer can be an input data for next convo-
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lutional filters. Therefore, an end system consists of filters cascade, where, similar
to human vision, low-level features, like edges, are recognized on the fist levels,
and higher levels trigger on more complex features like different shapes and pat-
terns [18]

The main difference between machine learning approach and deep convolu-
tional neural networks is that the former one has an additional step of supervised
feature extraction. In contrast, in deep learning approach feature extraction hap-
pens automatically by the internal network itself. Therefore DNN can be considered
as a “black box” system. For instance, in the case of image classification, such sys-
tem will have raw picture pixels as an input and classified category numbers as
output.

To improve the generalizability of results and to be able to compare networks
with different hyperparameters the common approach is to use dataset splitting
where an image collection is partitioned into three parts [19]. The first part, called
training set, is employed directly for training, while the second part, called valida-
tion set, is used to compare different architectures and control overfitting. Overfit-
ting is a state of the system when it optimizes to a noise in a training data instead of
searching the underlying patterns [13]. Such optimization can potentially reduce
the generalizability of the system and should be avoided [13]. The usual way to
control overfitting of the model is to check system performance on a validation set
periodically during the training process [20]. If the loss computed on a training set
gets smaller with more iterations, but validation loss increases or stays the same,
then it is an evidence that the model is starting to overfit on the training set [20].
To be able to monitor the generalizability of the method, validation set should not
contain any images from the training set. The third part of the dataset, which is
called test set, is used for a final evaluation of the method. The separation between
validation and test sets is important for the similar reason as with separation be-
tween training and validation sets. When different network implementations are
compared using the validation set, and the best one is selected, hyperparameters
can overfit on the validation set similar to the state when network is overfitting on
the training set [19]. Meaning that chosen parameters will be optimized for the
particular images in the validation set. Therefore, it is important to test the final
system on a separate set of pictures, which CNN has not seen at any time during the
training process. According to Andrew Ng, The common ratio between these tree
sets is 60%/20%/20%, where the training set gets 60% of images while validation
and test sets receive 20% each [21].
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2.2 Multi-label image classification

Opposite to a single-label image classification, in multi-label case picture can be-
long to more than one category. Several labels can both describe all objects pre-
sented on the picture and characterize the objects or picture itself.

There are two group of multi-label image classification methods:

• That process parts of the images and use CNN to find a single label for each
of the part [1, 7, 22],

• That train CNN on the whole picture, similarly to single label methods, but
use different loss functions that take several labels into account [9].

An example of the first type of network is described by Wei et al. in their paper
“HCP: A Flexible CNN Framework for Multi-Label Image Classification” [1]. The
core idea of the proposed method is to reuse already developed CNNs that were
trained to classify single-labeled pictures in a multi-label scenario. The authors pro-
posed deep CNN infrastructure called “Hypotheses-CNN-Pooling” (HCP) to achieve
this. Its architecture is shown on Figure 1.

Figure 1: Hypotheses-CNN-Pooling infrastructure [1]

The whole classification pipeline proposed by the authors consists of the follow-
ing steps:

1. Applying state of the art object detection technique (for example BING [23]
or EdgeBoxes [24]) to get the set of hypothesis,

2. Using proposed hypothesis selection method reduce the number of initial
hypotheses,

3. Use pre-trained CNN to assign single label for each hypothesis,
4. Use cross-hypothesis max-pooling to create the vector of labels found on the

whole picture.

Authors claim of getting up to 90.9% of Mean Average Precision (which is de-
fined in PASCAL Challenge [8]) on PASCAL VOC 2012 image dataset.
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Yang et al. proposed similar infrastructure, but extended it with additional
large-margin nearest neighbor (LMNN) CNN that incorporates knowledge of ground
truth bounding boxes of the training set to improve results [22]. This extra layer
tries to find similar objects in the test image to the ones extracted from the train-
ing set (ground-truth object set) independently from the other layer that employs
more usual CNN. Results from the both layers are taken into account in the final
prediction vector.

The method described by Girshik et al. in “Rich feature hierarchies for accu-
rate object detection and semantic segmentation” paper also highly rely on the
ground-truth bounding box during the training phase [25]. In particular, gener-
ated hypothesis are ranged based on the overlap with ground-truth box.

Oquab et al. proposed method that also use bounding box information to pro-
duce labels for training images [2]. Specifically, they propose to generate around
500 square patches from the picture and put a single label on each patch depen-
dently on the overlap with the ground truth bounding box. Patches which intersect
with two or more objects are filtered out, and the once which do not intersect with
any objects are labeled as a background. Example training data generated from the
image and ground-truth information is shown on Figure 2.

Figure 2: Training data generation example using patching method [2]

Currently, the first type of multi-label classification methods with image par-
titioning show improved performance compared to the ones that use the whole
pictures [1, 7, 22]. However, such methods require having either ground truth
bounding box encoded in metadata in addition to labels which identifies the loca-
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tion of all objects on the image [26, 27], or pre-trained single-label classifier for
the same set of categories [1]. In addition, this approach might be more suitable
for searching for objects in the picture, but not perform as good to assign labels
describing the whole image since it processes only part of a picture at a time. For
instance, the dataset used in this study had label alone that separates images with
single objects, or landscapes which characterize the whole picture. These kinds of
categories might be challenging to classify using method that splits an image.

In contrast to previous papers, Gong et al. applied CNN to the whole picture
without partitioning [9]. The main contribution of this study was not to pro-
duce new multi-label classification method, but to compare different loss functions
in multi-label classification context. Results showed that weighted approximated-
ranking loss (WARP) improved the classification performance of the categories
with a small number of pictures which can be an essential factor for unbalanced
datasets.

Wang et al. in their research were also trying to improve multi-label image
classification performance for realistic image collections [12]. Authors point out on
issues connected with methods that transforming multi-label task into a single-label
one. Researchers identify the lack of modeling semantic dependencies between
categories in such methods. The main reason for this is that such approaches treat
image categories completely independently, while some of the labels might occur
together more often than others. To solve this problem, the authors propose to
utilize Recurrent Neural Network (RNN) in addition to CNN, which can model
semantic relevance between images.

Most of the presented methods use so-called transfer learning technique in dif-
ferent ways to improve their results and to utilize the work from the other studies
to their benefit. Brief description and motivation behind this approach presented
in the next section.

2.3 Transfer learning

Usually, the usage of deep learning approach adds additional requirements: to have
enough processing power and big enough image dataset. One of the most common
methods to reduce these constraints called transfer learning. The main principal
behind it is to reuse “knowledge” of a pre-trained neural network on one task and
transfer this knowledge to another one [28, 2]. This idea appeared when people
noticed that first layers of most CNNs learn to trigger on the same features like
corners, edges, color conjunctions, therefore there is no need to discover them in
each network [18].

There are two types of transfer learning [29]:

• With frozen layers, when layers copied from the pre-trained network do not
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change their weights during the backpropagation phase, in other words, their
learning rates are set to zero,

• Fine-tuning, when copied layers only start with pre-trained weights, but dur-
ing the training phase adjust just their values like all other layers.

Oquab et al. describe in detail the usage of transfer learning for multi-label clas-
sification. In particular, they show how pre-trained network on one category set can
be used to find labels for more general categories (for example source categories
might include different dog breeds while target set may contain only general label
“dog”) or even entirely new ones [2]. Insights provided in this research will be
applied in the project since target NTB dataset also has a different set of categories
compared to the ones available in the standard image collections.

Recent studies also suggest that the usage of a pre-trained model can improve
the generalizability of the final image classification system in contrast to the system
trained on the target dataset from scratch [2, 29]. The transfer learning method
employed in this project, which is described in the next chapter, allowed to reduce
dataset size and performance requirements needed for successful system training.

2.4 Real-world datasets

Some datasets like PASCAL VOC or NUS WIDE are created from realistic pictures
that contain several objects or people in different combination and interactions
between them [8, 11]. Creators of such datasets, as well as other researchers, argue
that real-world images are more likely to have multi-label nature by having both
multiple entities in the picture as well as such category set that can describe image
or object in several prospectives [8, 11, 12, 27]. Wang et al. poit out that in addition
to objects, such images can contain labels that represent scenes, actions, and parts
of some entities [12]. Authors also identify the challenge of small objects on such
images that can be ignored by classification methods, especially when full pictures
are processed in a neural network.

Except for the picture collection itself, dataset should also contain metadata for
image and a defined set of categories. While datasets described earlier consist of
realistic pictures, the set of categories and therefore images were designed and
moderated for the purpose of further training and comparison of image classifica-
tion systems. Therefore, there is still a question on how different state of the art
methods can be applied to datasets that were created for other reasons and how
their metadata utilization can be maximized. In addition to realistic pictures, such
datasets can have additional challenges connected with a unique set of labels, a less
balanced size of categories, a big number of both systematic and random errors.
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2.4.1 Current state of the NTB dataset

As it was mentioned earlier, NTB provided their labeled image collection for the
purpose of these project. Currently, NTB dataset contains around one million of
manually annotated pictures and more than ten millions of images without labels.
Therefore, the fist usage of the automatic image classification system for the com-
pany is to propagate annotations on other images from the collection. NTB has its
unique set of categories organized in a tree structure. The company uses these tags
to provide a solution for pictures search to their customers. Therefore the second
application of the system would be to incorporate an image classification in this
search solution. The dataset is specific to Norway and to particular topics including
sports, finances, politics, and media. More in-depth analysis of the NTB dataset will
be presented in Section 4.1.
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3 Methodology

Methods used in the research will be described in this chapter. The trial and main
sets of experiments were conducted in the study to answer the research questions.
The purpose of the trial experiments was to get an understanding of classification
system potential, to test its implementation, get a better understanding of time
constraints when it comes to training and testing processes, to compare different
solutions as well as to learn tools and framework used. Lessons learned during trial
experiments on the limited set of image categories were further used to perform a
full study with a more broad set of categories. A bigger scale of experiments was
also possible due to donated GPU by the NVIDIA Corporation for this project (see
section 3.3.5. The source code of all experiments and analysis conducted in the
study is available online [30].

3.1 Metadata preparation

This section describes steps that were made to process NTB images metadata in
order to store it in more suitable for this project format.

NTB uses proprietary text format called “tfo” to store images metadata. These
files describe different image information including date, labels, description, and
photographer’s name. For the purpose of this research, only image filename, SUB-
JECT_HEADING and STORAGE_TYPE fields were used. SUBJECT_HEADING con-
tains a list of labels in the Norwegian language; therefore each label was translated
into English using dictionary provided by NTB. 15 labels were missing translation
and therefore were removed, a total number of 85 images were labeled with these
tags.

Since all neural networks employed in the research were designed to train
on images with three color channels, grayscale and CMYK images were filtered
out from the collection. STORAGE_TYPE field, which, among other information,
contain indication if the image is grayscale, was used for this purpose – pictures
which had “svarthvitt”, “blackandwhite”, “monochrome” and “svartvit” values in
the STORAGE_TYPE field were removed. However, it was empirically established
that not all grayscale images were removed using this method. Therefore, the al-
gorithm also read images from the disk and checked the number of color channels.
The first method, therefore, was used only for optimization purposes: such images
were filtered out without reading its content. From the total number of 966372
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processed images, 54045 (5.59%) were grayscale, 2 had four channels (CMYK)
and one picture was in the metadata, but was missing in the image collection itself.

As a result of the metadata processing, a Python dictionary was built with image
filenames as keys and a corresponding list of labels as values. Since this process
was time-consuming (around five to six hours on PC with HDD), the resulting
dictionary was saved to disk using pickle [31] format and further read and reused
in the experiments.

In addition to image metadata, NTB provided the author with categories tree
definition. The tree was defined in a text-based format where TAB character was
indicating the parent-child relationship. The tree was transcoded to newick [32]
format by applying recursive function and further used to build in-memory tree
representation via Python ETE toolkit [33].

3.2 Trial experiment

The goal of the trial experiment was to get insights on a potential of the system
when applied for given image collection, as well as to check implementation, train-
ing and testing processes, and to discover possible issues which can be addressed
in the further experiments.

The additional goal for one of the experiments was to test the potential speedup
of the training process when LMDB is employed as an image data source instead of
a Python Data Layer used in other experiments.

Further sections describe each part of the experiments in more details.

3.2.1 Selection of categories

The goal of the categories selection for the trial experiments was to find a small
subset of the least challenging categories for automated training. Therefore, only
categories with more than 1000 images were included. To further remove most of
the abstract terms, categories that did not belong to the “entity” or “sport” classes
of WordNet [34] were excluded from the selection. The “sports” class was selected
specifically due to a good representation of sports images in the dataset. The initial
choice of the categories was performed based on the flat list of NTB categories,
without consideration of the original tree structure. In addition, each category in
the resulting list of candidates was manually investigated and included or excluded
based on the selection criteria described further.

The category was excluded based on its name if:

• It was a combined term. Examples: moos-and-lichen, museums-and-art-galleries.
• It was ambiguous. Examples: direction (the sign or human pointing the direc-

tion).
• The term was contextual rather than visual. Which means that it was not
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possible to classify an image to this category based on only visual information
and additional context was required. Examples: used-cars, counterfeit-money.

Random selection of images from each category was examined, and the cate-
gory was included only when it met all criteria:

• All images contained entity or sport of interest, and it was clearly visible.
• All images were consistent in the interpretation of the term.

After selection of the categories, some of them were merged or renamed. The
final list of 39 categories is shown in Table 1 together with the names of the NTB
labels that were merged to form a new category.

Since the library interface for creation of LMDB entries allows assigning only
one label to an image, the multi-label case of classification requires much more
work. Therefore, for the separate experiment where LMDB [35] file was used as a
pictures content data source (see section 3.2.3), skiing subcategories were chosen
since these were mutually exclusive in NTB’s dataset and single-label classification
case was perfromed.
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Category NTB categories
skating icehockey, skating, figure-skating
bridge bridges
woman women
umbrella umbrellas
aeroplane aeroplanes
crowd demonstrations, supporters, crowds
signs signs, traffic-signs
bus buses
football footbal, football-pitches, fotballs
park parks, forests
harbour harbours
hand hands
running running-[athletics], middle-distance-running, long-

distance-running
flag flags
firemen firemen
shoe shoes
skiing skiing, alpine-skiing, nordic-skiing, biathlon, freeski-

ing, freestyle-skiing, slalom, snowboarding, giant-
slalom, super-g, telemark-skiiing, downhill-skiing,
nordic-combined, cross-country-skiing, ski-jumping,
ski-orienteering, long-distance-ski-races, ski-flying,
relay-races, skis-and-ski-poles, ski-trips

team-handball team-handball
medal medals
boat boats, yachting, ferries, sailboats, passenger-ships,

cruise-ships, fishing-boats
man men
child children, girls, boys
flower flowers, bouquet-of-flowers
bicycling bicycle-racing, bicycling, road-bicycle-racing, bicycles,

cross-country-bicycling
dog dogs
car cars, ambulances, electric-cars, hybrid-cars, limousines,

sports-cars, classic-cars, police-cars, automobile-racing,
traffic

army soldiers, the-armed-forces
sky sky, clouds
snow snow
tree trees
person full-length-portrait, portrait, persons
train trains
landscape landscape
norwegian-national-costumes norwegian-national-costumes
beach-volleyball beach-volleyball
helicopter helicopters, rescue-helicopters
beach beaches
triumph sign-of-triumph
swimming swimming-[sports], swimming

Table 1: Trial experiment categories selection
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3.2.2 Dataset preparation

The base training dataset was created using selected categories. Distribution of
images for each category is shown on Figure 3.

Figure 3: Category size distribution

The chart indicates a big imbalance in the number of images per category. Un-
dersampling approach was used to solve this issue, where random images from the
majority categories were removed from the dataset. There is additional challenge
connected with a multi-label classification that rises when some of the categories
are tightly coupled, meaning that one image can be part of several categories. In
this case, by removing an image from one category, it will have to be removed from
all other categories as well to keep consistency in the dataset. If the image will not
be removed from the whole dataset and will belong only to the part of its actual
categories, it can lead to false-positive errors (which are not errors originally) dur-
ing the training [36]. The problem arise when the image has to be removed from
the category with a small number of images initially. There are two choices in this
case:
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• To remove an image from all categories. In this case, it is possible to achieve
state when no category has more pictures than the desired threshold, but
this can lead to an even smaller number of images in underrepresented cate-
gories.

• To keep a picture in all categories. In this case, categories with a limited
number of pictures will be preserved. However, it can be a situation when
some categories size exceeded the desired threshold.

The decision on which choice to make depends on the particular case with the
specific imbalance level, the level of intersection between categories, as well as a
total number of images in all categories. Since some of the categories from the
constructed dataset in this research had only 1000 images, the second option of
keeping images in all categories was chosen.

The resulting balanced dataset with the threshold level of 10000 is shown
on Figure 4. Due to the chosen threshold, person, football, skiing, team-handball,
woman, crowd, child, skating and car categories were undersampled.

Figure 4: Category size distribution dataset balancing
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In order to test how dataset improvement can influence resulting system perfor-
mance, additional experiment was conducted where context content was filtered-
out from some of the categories. In particular, pictures labeled with portrait, press-
conferences and coaches were removed from all categories except woman, umbrella,
hand, person, norwegian-national-costumes, child, medal, triumph, man. The mo-
tivation was to remove such pictures that can be classified to a particular cate-
gory only using additional contextual information, for example to remove press-
conference pictures in the category of football.

As described in Background chapter, after the dataset is generated, it has to
be split into three parts: training, validation, and test. The training set is used
directly in the training process. The validation set is used to control training process
and to find the point of its termination. The test set is employed in the testing
process to check the resulting system performance. The intersection of all of this
sets should be an empty set, meaning that each image should be part of only one of
them. Having separate testing set should potentially increase the generalizability
of results since in this case system will be tested on new images, the ones that were
not used during the training process.

Following the common recommendations [21], the original dataset was ran-
domly split for each category with the ratio of 0.6, 0.2, 0.2 accordingly. For ex-
ample, around 60% of the images from the category person were assigned to the
training set, 20% – to the validation set and 20% – to the test set. The challenge
on this stage is similar to the one described in the balancing step – in the case of
a multi-labeling system, it is possible that some categories are tightly connected
which can lead to unequally distributed images. For example, some images from
the 60% selected for the training set from the person category can also have other
labels, which can lead to the state when more than 60% of images from these
categories are now part of the training set. In the trial experiments, a “priority”
algorithm of dataset split was implemented and used, where the training set had
higher priority than validation and test sets, meaning that each category from the
training set had a higher chance to satisfy 60% percent requirement than ones from
the other sets.

The base balanced dataset, as well as training, validation and test sets, were
generated randomly for each experiment. Therefore, the difference in image sam-
ples can contribute to the variation of some results. It was changed in the main
experiment to improve the validity of the comparisons of different system imple-
mentations.
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3.2.3 Training process

Caffe [37] learning framework was used in the research. Specifically, pycaffe [38]
Python interface was used to create specification, train, and test deep neural net-
works.

Due to the relatively old hardware available to the author during the trial ex-
periments (see Section 3.2.5), CaffeNet [39] was chosen as a base neural network
since it is a slightly changed version of AlexNet which was trained on the similar
hardware [3].

The fine-tuning approach of the pre-trained network described in Section 2.3
was used in the study. Pretrained weights for the CaffeNet were downloaded from
the Caffe Model Zoo [40].

Since the original CaffeNet (as well as AlexNet) was designed for a single-label
classification on ImageNet dataset, the network structure had to be adapted for
the multi-label purpose. Specifically, Data layer, the last InnerProduct layer, and
SoftMax loss layers were replaced in the model. Since Caffe Accuracy layer was
not adapted to work for the multi-label case during the time of the research, it was
eliminated from the model. The weights for the rest of the layers were copied from
the pre-trained model.

Data layer

Caffe framework can read image data during the training process from the differ-
ent sources like database, memory, or directly from files on the storage [41]. Due
to its flexibility, Python layer was used to supply network with image data from
disk. However, the additional experiment was also conducted with LMDB [35] as
a source of data to compare the speed of the training process. Since CaffeNet DNN
was used in the experiment, all images were resized to 227x227 and RGB chan-
nels were swapped to BGR. In the case of Python data layer, these changes were
made during the training process for each image, while when LMDB was used as
a data source, these transformations were performed as a separate step before the
training, and all image data was written to a newly created LMDB file.

InnerProduct layer

Since pre-trained weights for CaffeNet were optimized to classify 1000 categories
from ImageNet dataset, the last fully connected layer had to be retrained from
scratch. Therefore InnerProduct layer with the name “fc8” which had 1000 outputs
was replaced with the new one with the 39 outputs (number of selected cate-
gories).

Loss layer

SoftMax loss layer used both in AlexNet and CaffeNet is only suitable for single-
label classification. Therefore new loss function appropriate to a multi-label case
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had to be applied. At the time of writing this thesis, the Caffe framework does
not support mentioned earlier weighted approximate ranking (WARP) loss func-
tion. For this reason SigmoidCrossEntropyLoss layer was used in all experiments,
which predicts the probability for each category and calculates loss in the following
way [42]:

E = −
1

N

N∑
n=1

[pnlog(p̂n) + (1− pn)log(1− p̂n)]

Two solver algorithms were tested in trial experiments: Stochastic gradient de-
scent [43] and Adam [44]. The following solver hyper-parameters were used for
training:

• Base learning rate – 0.0001
• Learning rate policy – fixed
• Test iterations – 1000
• momentum – 0.9
• momentum2 – 0.999
• delta – 10−8

The last three parameters were used only together with Adam solver algorithm.
momentum, momentum2 and delta parameters were set to the recommended values
from the paper [44] (also default values in the Caffe framework).

Even though fine-tuning approach was used in the study, all layers had the same
learning rate during the training process in contrast to reducing learning rates for
first layers or even freezing them completely. This setup of training was based on
the study were authors discovered that training all layers can give even better
results compared to training only part of the layers [29].

In order to utilize all available GPU memory as well as to improve the stability
of the training, the batch size of 200 was used for training and 20 for validation.
Networks for all trial experiments were trained for 1000 iterations.

3.2.4 Testing process

The ”deploy“ version of the CaffeNet was used for testing where data layer was
replaced with the direct Input layer, and SigmoidCrossEntropyLoss replaced with
the Sigmoid layer. Each image from the prepared test set was preprocessed in the
same way as for training, sent as an input to a trained network and predictions for
each category were obtained and stored in the numpy matrix. This matrix was then
used to calculate all metrics as described further.

To be able to compare different multi-label network implementations, Average
Precision (AP) metric was in this study, which was defined in the PASCAL Visual
Object Classes Challenge in the following way [8]:
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For a given task and class, the precision/recall curve is computed from a method’s
ranked output.Recall is defined as the proportion of all positive examples ranked
above a given rank. Precision is the proportion of all examples above that rank
which are from the positive class. The AP summarises the shape of the preci-
sion/recall curve, and is defined as the mean precision at a set of eleven equally
spaced recall levels [0, 0.1, ..., 1]:

AP =
1

11

∑
r∈{0,0.1,...,1}

pinterp(r)

The precision at each recall level r is interpolated by taking the maximum pre-
cision measured for a method for which the corresponding recall exceeds r:

pinterp(r) = max
r̃:r̃≥r

p(r̃)

Therefore, both precision-recall curve and average precision were calculated for
each category using numpy vectorized computations and further used for models
comparison.

3.2.5 Hardware

The following hardware setup was used to perform all computations for the trial
experiments:

• CPU – Intel(R) Core(TM)2 Duo CPU E8400 @ 3.00GHz
• GPU – NVIDIA GeForce GTX 580
• RAM – 8 GB
• Storage – WD1002FAEX 1TB HDD (accessed trough 1Gbps Ethernet)

3.3 Main experiment

Lessons learned during trial experiments were used in the main set of experiments
where the neural network was trained on a much broader and challenging selection
of categories. These experiments were also performed on the new hardware, which
allowed to test more complex neural networks. The following sections will describe
the differences made for this set of experiments.

3.3.1 Selection of categories

Selection of categories for the main experiment was based on the whole NTB tree,
including its structure (parent-child relationship). As a result, a new tree was cre-
ated, adapted for training of the multi-label classification system. Issues and in-
sights discovered during this process are presented in Section 4.3.1. This section
describes selection criteria for categories as well as all steps taken to create the
new tree.

The goal of this part of the research was to create a tree of categories that
would be suitable for training the multi-label image classification system, maxi-
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mizing utilization of the available metadata. Therefore decisions on how to change
the existing tree, which categories to include, and which of them to merge into one
were made based on:

• The available tree structure: the path from the root of the tree to the partic-
ular category, category children, parents, and siblings.

• The category name (translated from the Norwegian language as described in
the section 3.1).

• The number of images in the category itself and the total number of images
within all its descendants.

Unlike during the trial experiment, an investigation of a random sample of im-
ages from each category, to a get better understanding of the category meaning
withing the NTB system, was not performed. There were two reasons for this:

1. The total number of categories in the NTB tree is 3437, which made it practi-
cally impossible to look into example pictures from each category, considering
the time limitations of this project.

2. Since one of the applications of the resulting classification system is to pro-
vide a tag-based search for the end users it was considered that users would
base their decision during the usage of such system on the name of the cate-
gory itself, similar to the workflow used by the author of the research.

Categories were removed from the tree based on the following criteria:

• If the category name was completely contextual. Examples: second-hand-
cloth, used-cars, counterfeit-money.

• If the category name was abstract. Examples: love, daily-life, future.
• If the name was a combined term. Examples: childhood-and-youth-pictures,

moos-and-lichen, fires-in-trains.
• If the name was representing a combined action. Examples: thriatlon (differ-

ent types of sports), nordic-combined (different types of skiing). The category
biathlon was an exception and was included since even though it is also a
combined sport, it is potentially visually recognizable by the unique combi-
nation of skiing and gun on the same picture.

• If the name could have a double meaning. Example: direction (human point-
ing somewhere or road signs).

In the NTB dataset, both leaves of the category tree, as well as parent cate-
gories, can contain images. To achieve a better level of granularity in the resulting
system, in most cases only the most specific categories were included since par-
ent labels can automatically be inferred from its children label. However, in some
cases, parent category contained much more pictures than all its descendants com-
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bined (for example 1259 images were labeled as general dogs, but only 25 images
were labeled with the specific breeds). Therefore to maximize utilization of the
available metadata, in some cases, parent labels were also included in the final se-
lection of categories. The issue, in this case, was that in the original NTB metadata
there were pictures labeled only with a specific category (for example with huskies
breed), but not with its parent label (dogs in this case). The next algorithm was ap-
plied to fix this problem: if the category satisfies all criteria mentioned earlier and
therefore should be included in the selection, and it has children categories, then
all images from each of its children with the subclass relationship were included in
this category.

For example, having the buses category tree, which is shown on Figure 5, all
images labeled as airport-buses, night-buses, sightseeingbuses, school-buses, veteran-
busses or e-bus (but not bus-stops) were included into the parent buses category.
While buses category itself was included into final selection of categories, several
of its children were excluded due to the contextual meaning: airport-buses, night-
buses, veteran-busses and e-bus. Those labels were considered being practically im-
possible to classify only by their appearance.

Figure 5: buses category sub-tree of the NTB category tree

3.3.2 Dataset preparation

Using the categories tree described in the previous section, a base dataset was cre-
ated. Figure 6 shows the number of categories with an amount of images above the
specified threshold. It is visible that the majority of categories has a low number of
images. For example, more than half of the categories contain less than 50 images.

Due to a big number of categories and the multi-label case of classification,
which makes it challenging to find particular threshold value that will suit the
purpose, it was decided not to perform balancing of the dataset in the main exper-
iment. One of the reasons why finding appropriate threshold can be a challenging
task, in this case, is that some categories can be tightly connected and therefore
removal images from one of them can also affect the number of images in other
categories. Additionally, it was considered challenging to choose a single, justified
value of a threshold for the purpose of the experiment.

A new method of splitting the dataset into training, validation and test sets
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Figure 6: Number of categories with the size above particular threshold

was used. Instead of performing split on a per-category basis like in the trial ex-
periments, the whole set of images was created and randomly divided into three
parts with the specified ratio (60%/20%/20%). This method gives better average
split on the subset for a multi-label case, as it will be shown in Section 4.3.2.
As discussed in Section 3.2.2 of a trial experiment, there is a challenge of split-
ting multi-label dataset, particularly connected with the high level of coherency
between categories. Since used splitting process is random, and to satisfy the re-
quirement of having a minimum number of one image for each category in each of
the three sets, it was empirically discovered that the minimum number of images
in each category should be 50 for the given dataset. Therefore all classes below this
threshold were removed living 663 categories in the final dataset.

To be able to compare results of different implementations, one image dataset
was created and then used in training, in contrast to the trial experiments where
the initial dataset, as well as training, validation and test splits, were random for
each training process. This repeatability was achieved by setting random seed at
the beginning of the splitting process and by reusing created LMDB files in further
experiments.

3.3.3 Training process

Mostly the same training process described in Section 3.2.3 was used in the main
experiments. The differences in the process are outlined in this section.
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Due to a new hardware available during the main experiment phase, in addition
to CaffeNet, classification system was trained on the newer GoogleNet DNN [45].
The same fine-tuning approach was applied. The CaffeNet was adapted to a multi-
label case in the same way as during trial experiment.

Since GoogleNet introduced new InceptionLayer, which combines an output of
the three fully connected layers on the last levels of the network, in addition to
DataLayer all these three layers had to be replaced with new ones in order to
train network on the new set of categories. Each of this three layers has their loss
layer which was also substituted by a SigmoidCrossEntropyLoss layer. For the same
reason as in CaffeNet, all three Accuracy layers were removed from the network.

Adam solver algorithm was used since it showed much better result compared
to Stochastic Gradient Descent during the trial experiment.

The usage of LMDB as an image data source showed good results during the trial
experiments. Therefore it was decided to adapt this solution to the multi-label case.
While in the single-label case the image category is represented as single number in
the database, in the multi-label case categories data have to be a vector of numbers
or binary vector where value “1” on the ith position indicates that image belongs
to the category i. Therefore, two LMDB files were created to achieve that: one
for image data only, and one for labels which are represented as a ground-truth
two-dimensional matrix.

Since the new GPU had more memory than the old one (12GB vs. 3GB), the
batch size for CaffeNet was increased to 900 during the training phase, and to 200
during the validation phase, corresponding values of 128 and 16 were used for
training of GoogleNet. The same hyper-parameters as during the trial experiment
with Adam solver were used for training, except that test iterations were chosen to
cover the whole validation set of images: 700 and 8600 for CaffeNet and GoogleNet
correspondingly.

In contrast to the trial experiments, during the main experiments training pro-
cess was terminated after a loss on the validation set was stabilized to get the most
from the used dataset and network, and to avoid overfitting.

3.3.4 Testing process

The same testing process was used as during the trial experiment described in the
section 3.2.4.

Similar to the adaptation of the deployment version of CaffeNet, DataLayer of
the production version of GoogleNet was replaced with the Input layer with the cor-
responding dimensions. Only one from three fully connected layers are presented
in the deployment version of GoogleNet specification, therefore only this layer was
changed to the newly trained layer and its corresponding loss layer was replaced
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with the Sigmoid layer.

3.3.5 Hardware

As mentioned earlier, the main set of experiments were performed on the new
GPU donated by NVIDIA Corporation. For this reason, another PC compatible with
this GPU was employed. The following hardware setup was used for the main
experiments:

• CPU – Intel(R) Xeon(R) CPU E5-1620 v4 @ 3.50GHz
• GPU – NVIDIA Titan X Pascal
• RAM – 32 GB
• Storage – SK hynix SC308 256 SSD

3.4 Libraries and tools

This section gives a description of used libraries and tools in experiments as well
as motivation for using them.

• Caffe [37] is a one of the most widely adopted in the industry deep learning
framework. In addition to the training framework itself, it provides with a col-
lection of pre-trained models from different research papers [40] and Python
language bindings [38]. It also allows to run training on the CUDA [46] en-
abled graphics cards which significantly improves both training and testing
speed [3].

• NumPy [47] is a Python library for scientific computing. This library was used
in the project for computation optimizations trough vectorized calculations.

• pandas [48] is a Python library which provides efficient data manipulation
trough different data structures as well as its visualization. It was used for
tables representations and drawing charts.

• Jupyter Notebook [49] is a web application for live coding, visualization,
numerical simulation etc. This application was used for both remote code
editing and tables/charts visualizations.

• ETE Toolkit [33] is a Python framework for tree visualization and analysis. It
was used for categories tree parsing (using newick [32] format), processing
and visualization.

• vagga [50] is a tool that helps to describe and build development environ-
ment as well as to run processes inside of it. It also provides different levels of
process isolation through Linux namespaces [51] kernel feature. It was used
to specify the whole research project environment. Isolation properties that it
gives, as well as full declarative system specification, should improve project
reproducibility.

27





Multi-label classification of a real-world image dataset

4 Results

4.1 Dataset analysis

This section presents the results of the initial analysis of the NTB dataset. This
analysis was the basis for the further experiments design and implementation.

NTB categories are organized in a tree structure, the 31 top-level categories of
which are shown in Table 2. The table also contains an amount of descendants each
category has, as well as the total number of pictures that belong to its subtree.

Top level category # of descendants # of pictures
types-of-pictures-and-photographic-tec. 83 376328
sports 232 326424
human-life 217 230672
meetings-conferences-and-events 40 120355
finance-and-business-and-industry 283 106251
media 21 102824
politics 75 80164
royal-families 24 79014
art-and-culture 152 67474
the-legal-system-crime 163 62227
fashions-jewellery-and-clothes 77 52810
houses-buildings-and-construction 197 47501
transport 234 41010
miscellaneous 56 31416
leisure 127 26875
accidents-and-natural-disasters 97 24956
seasons-and-weather 37 24165
holidays-and-days-of-public-celebration 39 23871
nature 120 18058
health-and-health-services 132 14292
science-and-technology 111 14155
food-beverages-snacks-and-cooking 227 13061
war-and-military-affairs 59 11804
geography 20 11484
religion-and-philosophy-of-life 72 9531
industry-and-industrial-facilities 93 8839
schools-and-education 31 7757
community-life-and-social-conditions 21 6610
animals 330 6523
pollution-and-environmental-protection 33 5985
orqanizations-and-associations 2 2798

Table 2: Top level categories with total number of descendants and images
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The whole category tree is too big to visualize it in any way. However, the main
highlights and insights are provided further in this section. The tree consists of
3437 nodes, 3006 (87.5%) of them have at least one image, 2804 (81.6%) are
leaf nodes, maximum depth of the tree is 6, mean depth is 3.45 with the standard
deviation of 0.87.

Each image can belong to zero or more categories, meaning that categories
were not designed to be mutually exclusive on any level of the categories tree. Top
20 categories with the most pictures in them are shown on the Figure 7. Provided
NTB dataset contains 912324 of images, 805946 (88%) of them have at least one
label, therefore belong at least to one category.

Figure 7: Distribution of images in top 20 categories

From both Table 2 as well as Figure 7 it is possible to see that the provided
dataset is focused on sports, politics and finance topics, which is expected since
NTB is a Norwegian news content providing company. Further analysis also shows
that many categories are specific to Norway, for example norwegian-royal-family,
cross-country-skiing, the-king’s-throne-speech, the-parliament-building, stave-churches,
and norwegian-national-costumes. The category types are also very diverse. For ex-
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ample there are categories which represent simple objects (tv-sets, cars, doors), ab-
stractions (communism, neo-nazism), group of people (policemen, politicians, chris-
tians), holidays (christmas, national-days), relationships (grandchildren, daughters),
sports (skiing, football), and actions (handshake, document-signing).

Figure 8 illustrate the distribution of the number of labels per one image in the
dataset. Most of the images have from two to four labels associated with them.
This fact together with the non-mutual exclusive set of categories, as well as the
real-world nature of the images (which potentially are more crowded), makes a
multi-label classification system more suitable for this dataset than a single-label.
There is a label alone in the NTB set of categories that is used to identify images
which contain a single object. This label should not be confused with a single-label
case of classification since even if there is only one object in the picture, in the
multi-label case, it can belong to several categories which describe this object. For
example, even though Figures 11b and 11a both contain label alone, they both also
contain number of other labels that describe these pictures in different dimensions
(kind of sport, gender, emotions etc).

Figure 8: Number of labels per one image distribution

Analysis of the categories tree, as well as example images from different cate-
gories, revealed some issues connected with the dataset described further.
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Mistakes and not visible entities

The dataset contains various classification mistakes like missing or extra labels on
the picture. In many cases labeled object on the picture is not located in the center
or even clearly visible. For example, picture labeled as blueberries is shown on
Figure 9. No blueberries are visible in this image, the main entity visualized on the
picture is a person. However, the image does not even contain the label person.

Figure 9: blueberries, berries, autumn, illustration-photos. Photo by Terje
Bendiksby / Scanpix

Background objects

In some cases, labeled object is visible, but not located in the main scene of the pic-
ture or is part of the background. For example, on Figure 10 two pictures classified
as flowers are shown, however, while in both pictures it is possible to see flowers,
but they are either surrounded by other objects on the scene or are on the side of
it.

Not consistent labels

Some labels are not consistent across the whole dataset. For example, sign-of-
triumph label is applied on images that have a person with two hands raised up.
However, often this label is missing on such images and only label joy is applied.
This issue is illustrated on Figure 11, where from two visually similar pictures only
one has sign-of-triumph label.

Different purpose of labels

Labels in the NTB dataset can have a various purpose. Most of the labels define
some entity or action that is presented in the picture. However, some labels are
designed to be a modification of other labels. For example, label action was de-
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(a) flowers, candles, apartment-houses-
in-the-city, fires, death, house-fires,
crime-scenes. Photo by Stian Lysberg
Solum / Scanpix

(b) red-carpet, flowers, the-norwegian-
royal-family, policemen, full-length-
portrait, art-exhibitions, hats, the-dutch-
royal-family, opening-ceremonies. Photo
by Fredrik Varfjell / Scanpix

Figure 10: Example pictures from flowers category

(a) alone, athletics, high-
jump, women, sign-of-
triumph, joy. Photo by
Cornelius Poppe / Scanpix

(b) alone, beach-volleyball,
action, joy. Photo by Alf
Ove Hansen / Scanpix

Figure 11: Example of two similar images but with different labels. Only one image
belongs to sign-of-triumph category

signed to be used together with any sports category like football to get football
players in action. Mentioned earlier label alone serves to identify images withing
particular category with only one object illustrated on them. This inconsistency can
potentially influence resulting classification system performance.
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Contextual categories

There are many contextual categories, where visual information is not enough
to determine if image should belong to the category and additional context in-
formation is necessary. Example of such categories: second-hand-cloth, used-cars,
counterfeit-money, finance-debates. More issues discovered during category tree eval-
uation are presented in Section 4.3.1.

Contextual images

There are many images which have an assigned category that can not be derived
only from the picture itself, and the more contextual information is needed. For
example, picture that is part of the category politicians as well as fishfarming and
fisheries-industry is shown on Figure 12. While the first category can potentially be
automatically derived using face-recognition approach, the second and the third
categories are fully contextual. To assign these labels to the picture the system
needs more additional information such as when and where the picture was taken,
as well as the topic discussed in this place and time. Another example is press-
conference or portrait pictures that are part of some sports category. From 151533
images of football, 151533 (10.4%) belong to the coaches, press-conferences or por-
trait categories as well.

Similar images

Due to a real-world nature of the used dataset, there are groups of pictures that
were taken from one event. As a result, some images are visually very similar to
each other. This issue can arise during the split of the dataset on training, validation
and test parts. If two similar images end up in two different sets, it can potentially
influence the validity of results and the reported precision of the system.

Figure 12: politicians, fishfarming, fisheries-industry, travel-in-norway. Photo by
Gorm Kallestad / Scanpix

The reason for the mentioned issues can potentially be that the dataset, as well
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as its categories tree, were not designed with the future automated classification
system training in mind. They, however, can influence negatively such system per-
formance. Further sections of this thesis will try to address and discuss these dis-
covered issues from the implementation perspective of the multi-label image clas-
sification system.

The size and uniqueness of the NTB dataset make it perfect subject of the re-
search on real-world datasets that were not originally designed for automatic clas-
sification training, and can be used to find possible solutions for presented issues
that can also exist in other datasets of this kind. Broad, diverse and unique set of
NTB categories also eliminates the possibility to direct usage of the systems trained
on a more standard set of categories like ImageNet. Therefore, training system on
a new selection of categories should be performed.

4.2 Trial experiment

As mentioned earlier, a set of trial experiments were performed for multiple reasons
including getting a better understanding of the neural networks potential when
trained on the available dataset, checking the training and testing implementa-
tions, and getting insights on which hyperparameters work better for this purpose.

The categories selection employed in the trial part of the research is described
in Section 3.2.1. The first section presents results of the best network trained from
the set of trial experiments. The next section shows performance improvement
achieved by filtering out the part of contextual images from the dataset. A com-
parison of two solver algorithms is introduced in the third section, while the last
section presents a comparison of the training speed using two different solutions
for data layer of the neural network.

As described in Section 3.2.2, all trial experiments, except the comparison of
performance with and without contextual images removed, were performed on
different, randomly generated subsets of initial dataset. Therefore a direct compar-
ison of the results from various experiments might not be precise enough. There
can potentially be some variations in the results due to differences in the datasets.
However, the results can give indications of whether one method of training is
significantly better than another one.

4.2.1 Classification performance

Results presented in this section were obtained from the network trained using
the Adam solver algorithm for 1000 iterations. The image dataset used to train
the network was additionally filtered from the contextual images, this is explained
further in the next section.

Training and validation loss curves are shown on Figure 13. The fact that both
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of the loss curves go down is an evidence that overfitting is not taking place at this
level of iterations.

Figure 13: Training and validation loss curve

The resulting average precision for each category is shown on Figure 14. 10
(25.6%) out of 39 categories have an average precision of more than 80%. All
these categories, except cars and boats are belong to sports. 29 (74.4%) categories
have an AP of more than 60%.

The relationship between the average precision for each category and the sam-
ple size used for training is shown on Figure 15. The chart shows a non-linear
dependency between the two values. The categories with the biggest sample sizes
have the highest average precision values, however high values of average preci-
sion is also represented in categories with smaller sample sizes. Some of the cate-
gories with big sample sizes have a lower value of average precision. The potential
reason for this can be that there are challenges connected with the category itself
when it comes to automatic classification. The same reason could apply to the fact
that some categories with similar values of the sample sizes have very different
average precision (for example bus and shoe).
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Figure 14: Average precision results

Figure 15: Average precision vs category sample size used for training
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Figure 16 shows a comparison of average precision values for different itera-
tions. As expected, average precision increases with further training. An additional
observation is that further training appears to have a bigger effect on categories
with lower values of average precision, compared with categories with higher val-
ues which got a lower increase in the precision. Therefore the difference between
higher and lower categories decreases in line with the number of passed iterations.

Figure 16: Comparison of the average precision for network on 400 and 1000
iterations

As described in Section 3.2.4, the average precision is calculated based on the
precision-recall curve for each category. An example of such curve (for the best
category of skating) is shown on Figure 17a. It shows that around 80% of the
skating images can be found with almost 100% of precision. Figure 17b shows the
precision-recall curve for one of the lowest categories (woman). In comparison to
the previous chart, it is evident that the precision drops much faster with the higher
values of recall.

38



Multi-label classification of a real-world image dataset

(a) Precision-recall curve for skating category

(b) Precision-recall curve for woman category

Figure 17: Precision-recall curves for one of the best and worst categories

4.2.2 Context improvements

In order to show the potential improvement that can be achieved by filtering
contextual images from the dataset, separate experiment was performed. As it
was mentioned in Section 3.2.1, images labeled as portrait, press-conferences and
coaches were removed from all categories except woman, umbrella, hand, person,
norwegian-national-costumes, child, medal, triumph, man. The goal was to remove
portraits of persons (such as portraits of sportsmen or their coaches) and press-

39



Multi-label classification of a real-world image dataset

conference pictures since it was considered that in order to classify such images
in certain categories (like football or skating) either additional information or a
face-recognition system is needed.

The first network was trained for 1000 iterations on a randomly generated
dataset (as described in Section 3.2.1), then contextual images were removed from
the specified categories and a new network was trained for 1000 iterations on the
filtered dataset. Results from both experiments are shown on Figure 18.

Figure 18: Comparison of average precision for network trained on the whole
datasets and with contextual images removed

28 (71.8%) out of 39 categories got improvement in their average precision
values including seven categories from those which were skipped in the filtering
process and had the same dataset. Six of the categories reduced their average pre-
cision. One explanation of these results can be that in the used neural network
implementation output probabilities from the final fully-connected layer are not
entirely independent from each other since they can use on the same features from
the earlier layers. Features learned on images from one category can also be used
to produce probabilities for other ones. Therefore changes in a sample for one
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category can influence end classification of the other.
Results give an indication that end system classification performance can be

potentially improved by removing fully contextual images from the dataset. Section
5.1 contains further discussion on obtained results.

4.2.3 Adam vs SGD

An additional experiment was conducted to test which solver algorithm works bet-
ter for the purpose of the research. As described in Section 3.2.3, two widely used
algorithms were compared: Adam and Stochastic Gradient Descent (SGD). Two
separate networks were trained for 1000 iterations each with its algorithm applied.
Resulting average precision for both networks is shown on Figure 19.

Figure 19: Comparison of average precision for network trained using SGD and
Adam solver algorithms

Due to a significantly better average precision resulting from the training for
the same amount of time, Adam solver was employed in all further experiments.
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4.2.4 LMDB vs Python DataLayer

All trial experiments were performed on a relatively small selection of categories
and a total number of images. This limitation allowed the author to perform ex-
periments in a short amount of time. During main experiments, however, a much
broader set of categories was employed. The total number of images used in the
training and testing process was therefore also increased. Such increase could im-
pact the overall training time of the system. Therefore, it was decided to investigate
on possible optimizations of the developed system. Since all computational layers
in the system pipeline were already leveraging GPU, the bottleneck of the whole
system was seemingly the first Python data layer. The Python data layer was used in
the trial set of experiments due to its flexibility. For the main experiments, however,
flexibility was considered less valuable, and speed was a priority because of the in-
creased dataset size. The Caffe framework supports other, more optimized ways
to deliver image data inside the network. As described in Section 3.2.3, Lightning
Memory-Mapped Database (LMDB) was chosen as an alternative source of image
data.

An additional experiment was therefore performed to get insights on the po-
tential speedup of the system training process while using this database. As it was
mentioned earlier, due to the limited interface provided by the Caffe LMDB mod-
ule, a single-label classification system was trained. Specifically, the skiing category
was selected due to the mutually exclusive property of its descendants withing the
NTB dataset. Two networks were trained during this experiment: one using Python
layer as an image data source, and one that was loading images from the prepared
LMDB file.

Based on the reported numbers provided by the Caffe framework, an average
value of 0.1045 iterations per seconds was achieved by the network that used a
Python data layer, while the other network was operating on 0.5381 iterations per
second. Therefore, by using LMDB file as an image data source, the system achieved
more than five times speedup during the training process.

The resulting average precision of the skiing type classification is shown on
Figure 20.
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Figure 20: Average precision result of the skiing type classification

4.3 Main experiment

All lessons learned during the trial set of experiments were applied to perform
experiments on a more broad set of categories. The goal of this part of the re-
search was to use as much of dataset provided by NTB as possible. The first section
gives insights on how initial NTB categories tree was changed and improved for
multi-label classification system training. Comparison of the two dataset splitting
methods is shown in the second section. The results of the two trained classification
systems are presented in the last section.

4.3.1 Category tree evaluation and improvement

As described earlier, NTB provided the author with categories organized in a tree
structure. Images in the dataset can be labeled with both parent and child cate-
gories. However, both neural network implementations adapted in this study, as
well as other ones available in the ModelZoo [40] collection, were designed to be
trained on a flat set of categories, without any utilization of the information about
the relationship between them. Therefore, the first observation was that until ex-
isting neural networks can use this information during the training process, any
categories hierarchical structure had to be transformed into a flat representation.
Several automatic approaches for such transformation were tested, all of which
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failed due to different reasons described further.
The first attempt of automatic approach was to include all categories without

any modifications. The problem with this solution is that in many cases when there
was subclass relationship between parent and child categories (for example trees
and oak-trees) only part of the images from the child category was also labeled
with the parent (only part of oak-trees were labeled as trees). This inconsistency
in the way images are labeled had to be addressed since in another case in could
influence the overall performance of the system. Therefore the second approach
was to automatically include into the parent category all images of its descendants.
It was discovered, however, that many relationships between categories were not
of the subclass type. For example, trees → leaves (part-of relationship type), football→ football-pitches, war → resistance and banks → atms. The main issue is that it is
hard for an automatic system to know which type of relationship the terms have.
The third automatic solution was to use only leaves of the tree and remove all
other categories. While it would fix previous issues, this approach would require
removing a big portion of metadata information that otherwise could be utilized
by the system. One example of this would be to remove category of football and to
keep only its descendants: football-pitches, footballs, beach-soccer and penalty-kicks.
However, the football category contain 150016 images, while all its descendants
combined have only 807 images. It was also discovered that it was not possible
to make a decision on if parent category should be included or not based only on
an amount of pictures in the category itself and its children due to inconsistency
in the relationship types mentioned earlier. In addition to mentioned problems,
the general issue with the automatic approach to category tree transformation is
that many categories were not suitable for training of a classification system. The
following challenges with categories were discovered through the tree evaluation:

• Some categories were abstract terms like genocide, love, future or daily-life.
• In some cases, category name could have a double meaning. For example,

direction can mean the direction sign, or person pointing direction.
• Category names can be entirely contextual, which mean that to classify the

image into this category, it is necessary to have additional information about
it. Examples of such categories: grandfathers, second-hand-cloth, used-cars,
counterfeit-money, war-criminals. An additional discovery was that some cat-
egories were classified as contextual only with the knowledge about specific
nature of the dataset. For example, such category as school-buses can be dis-
tinguishable or not depending on the origin country of the specific dataset.

• Category name was a combined term. Examples: childhood-and-youth-pictures,
moos-and-lichen, fires-in-trains. The last example category also shows that in
some cases one category represented the connection of other ones, trains and
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fire in this case. Multi-label classification system can potentially discover such
connections automatically by assigning both labels to the image.

• Some categories defined a combined action. Examples: thriatlon (different
types of sports), nordic-combined (various types of skiing). It can be hard
to classify such categories since there are many pictures with only one type
of sport visualized at the same time. The category biathlon is an exception
since in this case carried gun can be an indicator of pictures from this kind of
sport. biathlon category is also a good example of why in this case a manual
selection of categories had to be performed rather than automatic one.

Due to all reasons described above the decision on which category to include
had to be made for each case separately. Therefore all 3437 NTB categories were
examined manually to create a new tree of categories, adapted for multi-label clas-
sification training. For reasons described earlier, it was decided to use leaves of the
categories tree where is was possible, with a few exceptions, to get maximum gran-
ularity of the end classification. The overall category tree transformation method
designed and used in this research is described in Section 3.3.1.

The final category set contained 1507 categories, from which 1440 (95.55%)
were copied directly from the NTB dataset without any changes. The rest 67 cate-
gories were created by merging images from other categories. 23 (34.33%) of them
were extended with pictures of all their descendants (example of such categories:
dogs, mushrooms, shoes), while the rest of them were combined from a selected
set of subcategories. An example of the new category created with such selection
is trees that combined images of all tree types, but did not include pictures of
such children categories like leaves or branches since it was a “part-of” relationship
between them. Another example is category person that was created by merging
images labeled with original persons NTB category as well as such categories as
women, men, and even such context ones as grandmothers and sons which were not
included in the final selection as a separate categories.

As described in Section 3.3.2 due to difficulties in dataset splitting connected
with cross-categories connections in multi-label case, only categories with a min-
imal number of 50 images were included in the final set. Therefore from 1507
selected categories, only 663 were used for actual training.

4.3.2 Dataset split method

As described in Methodology chapter, different dataset splitting algorithms were
used during the trial and main experiments. Comparison of the dataset distribution
across training, validation and test sets of both methods is shown on Figure 21.
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(a) Main experiment dataset splitting method

(b) Trial experiment dataset splitting method

Figure 21: Distribution of the image dataset across training, validation and test sets

Horizontal axes of both histograms show a percentage of included images from
the original image dataset of the particular category, while the vertical axes rep-
resent an amount of labels with this proportion value. The histogram of the new
splitting method shown on Figure 21a follows the curve of a normal distribution
for all sets, with the mean values of the desired ratio (60% for the training set, 20%
for both validation and test sets). Therefore most of the categories in all three sets
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contain around the target amount of images with a smaller number of members be-
low and above target values. Due to another, prioritized, method used in the trial
experiments, distribution on Figure 21b has another shape. Validation and test sets
had higher priority than the training set. Therefore both of them have higher mean
value than the target 20%, which means that most of the categories from the val-
idation and test sets contain more than 20% of images from the original dataset.
The training set has a mean value lower than 60% since there were not enough
images left after splitting them between the two other subsets.

The new splitting method was employed in all main experiments due to its
better performance regarding the distance to the target split ratio.

4.3.3 Classification performance

Two pre-trained and adapted models were used in the main set of experiments:
older and less computational demanding CaffeNet [39], and newer and more ad-
vanced GoogleNet [45]. Both systems were trained to classify 663 selected cate-
gories. This section presents achieved classification performance and comparison
of these systems.

As described in Section 3.3.3 unlike during the trial experiments, a decision on
termination of training process during the main set of experiments was based only
on the validation loss curve. Specifically, training process continued until validation
loss has reached a stable state.

Training and validation loss curves for CaffeNet based system is shown on Fig-
ure 22. Snapshot of the system at 2500 iteration was used for all subsequent com-
putations since while training loss continued to go down being optimized by the
solver algorithm, the validation loss remained almost the same in further iterations.
In other words, after 2500 iterations the model started to overfit on the training
set.

The same approach was used to determine termination point for GoogleNet
model. Therefore, system snapshot at 35000 iterations was chosen as the most
optimal one for the same reasons. Training and validation losses for GoogleNet
model are shown on Figure 23.

There is a noticeable difference in the behavior of two training loss curves. It
is visually evident that CaffeNet training loss is more stable than the GoogleNet
one. This behavior is connected with different batch size used for training of these
to networks. As mentioned in Methodology chapter, due to the bigger number of
layers in GoogleNet than CaffeNet this model also requires more GPU memory to
perform training, therefore the number of images that can be processed in one
iteration is also smaller (128 images in GoogleNet compared to 900 in CaffeNet
case for a given GPU). Since in the used setup the solver optimizes network weights
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Figure 22: Training and validation loss curve for CaffeNet based model

Figure 23: Training and validation loss curve for GoogleNet based model

based on a single iteration, smaller number of images lead to less generalizable
changes in weights for the whole dataset. As a result, the difference in training loss
between two iterations can be bigger.

It is hard to show classification performance for each category due to a big num-
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ber of them. Therefore, several charts were built to give insights on the general
level of average precision of the trained classification systems. Average precision
values for the top 40 categories of CaffeNet system are compared with values for
the same categories from the GoogleNet model on Figure 24a. GoogleNet has bet-
ter average precision in 26 (65%) of these categories. The same top 5 categories
(football, skiing, alone, icehockey, and team-handball), in an identical order appear
in both implementations. Similar to the trial set of experiments, sports categories
were highly represented in the top categories for both CaffeNet and GoogleNet sys-
tems. 36 out of 40 categories have more than 400 images in the training sample.
Specifically, the mean value for the size of the training sample for these categories
is 22848.85 with the standard deviation of 47529.22.

The same comparison, but for the bottom 40 CaffeNet categories is shown on
Figure 24b. There is a much bigger deviation in values between two implementa-
tions than on the previous chart. Out of the 40 categories, 38 contain less than 400
images in the training sample. The mean value for the size of the training sample
for these labels is 409.52 with the standard deviation of 222.55.
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(a) Top 40 categories

(b) Bottom 40 categories

Figure 24: Comparison of average precision results for best and worst categories
for main experiment (sorted by CaffeNet values)
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To compare performance for all categories the distribution of the categories
across the series of average precision values is shown on Figure 25. The distri-
bution for both systems covers almost the entire range of precision values. The
GoogleNet based system have more categories in both the lower and higher ends
of the precision scale. The whole distribution of this system is also more shifted
towards the lower values, while CaffeNet based one is concentrated in the middle
part of the range. The mean average precision value for the CaffeNet based sys-
tem was 0.375 with the standard deviation of 0.173, for the system based on the
GoogleNet the mean average precision value was 0.34 with the standard deviation
of 0.184.

Figure 25: Comparison of CaffeNet and GoogleNet average precision distribution
for the main experiment

The charts showed on Figure 26 give insights on how average precision is de-
pendent on the sample size for both systems. While the first chart on Figure 26a
has linear scale of horizontal axes, the second one on Figure 26b has logarithmic
scale on the size axes. The curve has a similar shape as the one observed in the trial
experiments. Until certain limit, the small increase in the sample size can give a big
increase in the resulting average precision. After reaching the limit, the behavior
is opposite – a big increase in the sample size result in a small increase of the end
accuracy. The second chart also reveals a big difference in the average precision
for the categories with similar sample sizes, which was also the case in the trial
set of experiments. Confirming observations from the previous charts, GoogleNet
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based system is concentrated in the lower range of the average precision for cat-
egories with a small number of sample images, while CaffeNet based system has
more categories within the middle range of average precision values.

(a) Linear scale on horizontal axes

(b) Logarithmic scale on horizontal axes

Figure 26: Comparison of CaffeNet and GoogleNet average precision vs category
sample size for the main experiment
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Examples of precision-recall curves for the three categories, football, the-norwegian-
royal-family, and distance-running, are given on Figure 27. The football category
was the category with the best average precision value for both implementations.
However, GoogleNet based system has slightly higher average precision for this cat-
egory, which is also represented on Figure 27a where its precision drops at a higher
value of the recall level. The same pattern repeats for the-norwegian-royal-family
category on Figure 27b. The opposite case is for distance-running category where
CaffeNet implementation have higher precision values almost within entire recall
range.

It should be mentioned that the actual system classification performance can
be different than indicated by results from this section. The reason for this is a
big amount of errors and inconsistency in the initial dataset described earlier. For
instance, images that were correctly classified as full-length-portrait by GoogleNet
based system but did not have this label in the NTB dataset are shown on Figure
28. Another example is the pictures shown on Figure 29 which were classified as
sign-of-triumph by the system, but did not have the corresponding label in the NTB
dataset. Since the NTB dataset was considered as a ground truth, such cases in all
experiments were treated as errors of the classification system and lead to reduced
average precision results for specific categories.

In addition, false negatives errors for some categories were investigated to get
a better understanding of the reasons of the achieved results. This investigation
confirmed the hypothesis about the negative influence of the contextual images on
the average precision results. For example, from 279 images that were labeled as
automobile-racing in the ground truth set but were not correctly classified to this
category by the system 50 (17.9%) images were also part of the portrait or full-
length-portrait category, 29 (10.4%) images were part of the spectators category,
and 22 images were part of the press-conferences category; 96 (34.4%) of images
in total were part of at least one of these categories.
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(a) Precision-recall curve for football category

(b) Precision-recall curve for the-norwegian-royal-family category

(c) Precision-recall curve for distance-running category

Figure 27: Comparison of CaffeNet and GoogleNet precision-recall curves for two
categories in main experiment
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(a) Photo by Alf Ove
Hansen / Scanpix

(b) Photo by Terje
Bendiksby / NTB scan-
pix

(c) Photo by Stian Lysberg
Solum / NTB scanpix

(d) Photo by Svein Ove Eko-
rnesvåg / Scanpix

Figure 28: Examples of images classified as full-length-portrait, which were not
labeled as such in the NTB database

(a) Photo by Cornelius
Poppe / Scanpix

(b) Photo by Heiko
Junge / Scanpix

(c) Photo by Stian Lysberg
Solum / Scanpix

(d) Photo by Svein Ove Eko-
rnesvåg / Scanpix

Figure 29: Examples of images classified as sign-of-triumph, which were not labeled
as such in the NTB database
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5 Discussion

The main challenges of creating a classification system based on a real-world im-
age collection learned from this research will be presented and discussed in this
chapter together with analysis on how those challenges and other factors could
potentially influence final classification performance of the developed system. The
main limitation of this study is that all experiments were performed on the single
real-world dataset. Therefore the generalizability of all results and insights is in
question. While results are considered likely to be more generalizable to datasets
similar to the one used in the study, the discussion also reflects on how different
challenges and observation can apply to other real-world datasets. The next sec-
tions will include descriptions of other research limitations as well as how future
studies can address them and expand new knowledge even further.

5.1 Real-world dataset challenges

5.1.1 Unique set of categories

One of the main reasons to train neural networks on a real-world image collection
instead of using standard datasets like ImageNet can be the unique nature of the
final system purpose. A category set from the standard image database is often
designed to be as general as possible since it should be suitable for wide range of
applications. However, it might not be possible to solve some domain-specific tasks
using such systems. The same applied to the NTB dataset employed in this research.
As described in Section 4.1, this dataset was oriented towards Norway, sports, and
politics and has its own, unique set of categories. The same challenge might arise
for many other real-world datasets created for their particular purposes.

A unique dataset not only gives the opportunity to solve new problems, but
it also brings additional challenges connected with it. The distinct nature of the
dataset implies that features particular to it have to be learned by the system
and can not be found in already pre-trained models. One result from this is that
multi-label classification architectures that split an image into parts and turn a
multi-labeling problem into a single-labeling case might perform less efficiently.
The reason for this can be that these approaches depend on having a pre-trained
single-label classifier for the same set of categories, which is considered unlikely to
exist due to the unique nature of a dataset. More experiments and further research
can validate this hypothesis. However, fine-tuning can still be applied in the case
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of a real-world image collection since a number of studies showed that different
pictures tend to have similar low-level features in convolutional neural networks
[28, 2]. Another study revealed that fine-tuning can be applied even in cases when
the original dataset was trained on an entirely different set of categories [29]. This
observation suggests that classification systems built on top of real-world datasets
can still leverage available pre-trained models. Results obtained in this research
also confirm this. However, since the study was limited to only one set of cate-
gories, more experiments should be conducted to check to which extent real-world
datasets can utilize pre-trained models.

5.1.2 Category tree transformation

Categories of the dataset used in this research were organized in a tree structure.
It is considered likely that another real-world dataset of this kind might also have
hierarchical categories definition. It was discovered that there are challenges when
it comes to the transformation of this hierarchy to a flat structure used by modern
neural networks. The primary objective of such change is to maximize available
metadata utilization while keep or even improve the consistency of the labeling.
Depending on the original category tree, a level of coherence in both relationship
between categories (such as part-of or one-of) and the labeling rules, this process
can be automatized to a particular level.

One of the key decisions that have to be made during the tree transformation is
which parts of the categories tree should be included, excluded, or merged. There
can be three approaches: to keep all nodes of the tree, to keep only leaves, or to
use a combination of this two. On the one side, knowing the child category, it is
always possible to automatically derive parent label, and therefore it should not be
included as a separate category. However, in some cases, parent classes can also
contain images (which was the case in the dataset used in this research), and by
keeping only leaves of the tree, one can potentially remove a significant part of the
metadata. To maintain consistency withing the categories, in cases when particular
parent label was included in the final selection, its images should be extended with
all pictures of its descendants. For instance, category trees should include pictures
of all types of trees from the hierarchy. The issue here is to automatically find,
which of the categories have subclass kind of relationship, and which not. Even if
the designed hierarchy contains only subclass and superclass connections between
labels, in some cases the meaning of the category should also be counted in the
decision. For example, in the used dataset it was two parent classes with some
descendants: dogs (with different breeds under it) and fruits (with types of fruits
as children). dogs subtree can potentially be merged into the one category since all
breeds have similar visual featured that system could use to classify images into
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this category. Types of fruits, on the other hand, do not have common features
and therefore combining all such images can potentially decrease the precision of
the end system. Desired granularity of the system can also be a factor of if the
final selection should include categories from the whole subtree or only the top
category with merged images as described earlier. Other research also points out
on impact different category separation techniques can have on end classification
performance [27].

In the current implementation, the model does not incorporate semantic mean-
ing and dependencies of the categories. However, as described earlier, some meth-
ods utilize such of information during the training process [12]. Further studies
can investigate more on how such methods apply to real-world datasets and how
existing connections in the category tree can be used to improve final results.

All described observations were based on the one category tree transformation.
Therefore more studies can reveal additional challenges connected with the con-
sistency withing categories and automatization of this process. Due to many issues
with a tree structure of the used dataset, it was necessary to perform the manual
analysis of the hierarchy for this study.

5.1.3 Unsuitable categories

The labels tree transformation also revealed challenges connected with categories
not suitable for image classification system training. Around half of the NTB cat-
egories were classified as too abstract, contextual, ambiguous or combined terms.
The main challenge here is that currently it is likely to be practically impossible to
automatize the process of filtering categories by this criteria. One possible solution
for this could be to use such system like WordNet to identify abstract terms. How-
ever, the discovery made in this research suggest that some labels might be con-
textual or not depending on the particular nature and context of the dataset itself.
For instance, some non-contextual categories from the Norwegian image collection
could potentially be considered as such in the dataset from another country. Also
in some cases, a correct judgment requires the expert knowledge about particular
categories. For instance, in order to classify nordic-combined category as combined
action, one should know that this sport is a combination of different types of skiing.
There are two general suggestions on categories selection that can be derived from
the discoveries and insights of the study:

1. The category name should be straightforward, unambiguous, and clear.
2. It should be possible to assign an image to this category only by its visual

content.

There are two main reasons for this:
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1. This will increase the chance that all manual labelers will agree on the mean-
ing of the term which potentially might lead to better consistency in the cat-
egory itself.

2. If the end system will be used to provide a search solution for users, this can
potentially help users to understand the meaning of the category and apply
the filter accordingly.

More challenges in categories selection can potentially be found in further re-
search that involves other real-world datasets.

5.1.4 Contextual images

In addition to contextual categories which require extra information about an im-
age for classification, results also indicated challenges connected with contextual
images. Such images were assigned to a particular category not by their visual fea-
tures only but due to additional information available for manual labler, such as an
event where the picture was taken, its date and place. The problem is that modern
convolutional neural networks used to build classification system can currently uti-
lize only visual information that is available on the picture. Therefore, such images
potentially can negatively impact the average precision value of the final system as
well as its actual classification performance.

While it is considered to be hard to remove this kind of images from the dataset
fully automatically, the study suggests a method that can be used to improve ex-
isting dataset using semi-automatic approach. The method utilizes knowledge of
the connections between categories as well as available dataset metadata to filter
out contextual content from the particular categories. Due to time limitation of the
project, this approach was tested only during the trial experiment where images
labeled as portraits, coaches and press-conference were removed from other cate-
gories such as football or skiing since, in the case of sports classification, images
from these classes were considered to be contextual. For instance, in this case, it
was considered that press-conference picture could not be assigned to the foot-
ball category only by a visual information but also having information about the
topic of this event. While this method can partially solve the issue, it still requires
an in-depth knowledge of the dataset to find such connections between different
categories.

A search of such correlations can also be simplified by investigating false-negative
error cases of the trained on the original dataset system. Such investigation was
made on some results from the main experiment where it was discovered that sig-
nificant part (34.4%) of the pictures with false-negative error type from automobile-
racing category were also labeled as portrait, full-length-portrait, spectators, or press-
conferences. By applying this approach to other labels, it is possible to obtain new
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knowledge of the connections between different categories that can be further em-
ployed to improve original dataset and train model again. This method can also
be applied on the next level where the trained classification system itself can be
used to filter out images from the dataset based on the obtained knowledge. For
instance, having a relatively good classifier of portraits it is possible to remove even
those portrait images from sports categories that were missed to be labeled as such
in the original dataset by mistake.

Proposed method can help to eliminate part of the contextual images automat-
ically. However manual filtering of the pictures can potentially give even better re-
sults. More research should be done to further check the potential of the described
approach.

5.1.5 Background entities

Standard single-label datasets like ImageNet contain images where the object is
clearly visible and located in the center of picture [4]. However such multi-label
datasets as PASCAL VOC are trying to include “real-world” photographs where
several objects placed on the image scene in different combinations [8]. As de-
scribed in Section 4.1, many images in the NTB dataset contain several objects in
the picture, sometimes labeled objects are small or located in the background of
the photograph. The similar case can be expected for other real-world datasets,
which consist of images that were not selected specifically for classification of sin-
gle objects [12]. A possible solution for this problem could be to use methods that
partition the image and can find an object independently of its location [1, 7, 22].
However, as discussed earlier, it might not work with specific categories for which
there is no pre-trained single-label classifier. Except for the identification of this
challenge, no investigation of its influence on the final system performance was
performed. Therefore, further studies should be conducted to examine its impact
and to discover possible solutions for it.

5.1.6 Duplicates

The study also indicates that dataset can contain visually similar images taken from
one event close to each other in time, which might also apply to the other real-
world datasets. The main challenge here is to reduce a possibility of two similar
pictures be assigned to different sets during the dataset split process. By applying
various methods of image similarity calculation, it can be possible to reduce the
number of such images. Such additional image metadata like date and place can
also be incorporated in this process to reduce an amount of calculations by applying
the algorithms to particular sets of pictures. Similar to the previous challenge, due
to time limitations of the project, this study only indicates the possibility of such
issue to accrue and do not try to address it. How this issue can influence average
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precision results is discussed in further sections.

5.2 Classification performance

The primary metric of the system classification performance used in the study was
average precision. While this metric is widely used in the research to compare
various models [8], the real system accuracy can be different from the calculated
value. As described in Section 3.2.4, the average precision level is computed based
on the precision-recall curve for each label. This curve represents the possible state
of the system for the category based on a particular configuration. Therefore, the
final system setup can be adjusted according to the specific requirements for each
label to achieve desired precision-recall rate from the possible range. The average
precision metric can give indications on which of the implementations more likely
will give better end system accuracy than others.

Results from the study indicate a big potential of deep neural networks used
to solve classification problems when trained on real-world datasets. While some
might expect that categories that represent physical objects would show signif-
icantly better average precision results, experiments conducted in the study re-
vealed that mostly sports and action categories were on the top list. Further sec-
tions discuss how different challenges and properties of the system and dataset can
potentially influence the final results.

5.2.1 Duplicates

As discussed earlier, it was discovered that due to the real-world nature of the
dataset there is a possibility to encounter similar images in different sets during the
dataset splitting process. These duplicated images can potentially influence both
real and reported system performance. For instance, the loss value reported during
the validation iterations can be influenced if validation and training sets contain
copies of images. In the same way, average precision reported by the calculations
can increase if test set will include images visually very similar to several pictures
from the training set. This issue could potentially negatively impact the validity
of the results regarding the generalizability of the classification system. However,
as an extra validation, it is possible to perform an additional testing process on
the set of images outside of the original dataset, which could decrease chances to
encounter duplicate image in the test set. Due to time limitations of the project this
issue was not addressed in the study, therefore more research should be conducted
to investigate the number of such images and how it can effect experiments.

5.2.2 Contextual images

Results show that removing contextual images from the categories can increase the
mean average precision of the system. However, while most of the categories im-
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proved their precision values, some of them received worse results. Therefore, such
filtering should be applied with caution. Findings also suggest that such filtering
can also influence even those labels, where training sample was not changed. Such
behavior can be connected with the fact that in deep neural networks last classifi-
cation layer can use same subsets of features from the previous layers to determine
probabilities for different categories. Therefore, by changing sample for one class,
a model can learn slightly different features which then can impact other labels.
Contextual images can potentially be also the reason for systems which are train-
ing on real-world datasets be more sensitive to overfitting since neural network can
start to optimize weights to this contextual images from the training set. Therefore,
it can also negatively impact the generalizability of the end system. However, re-
sults also showed that in some cases trained system was able to generalize on the
visually recognizable images from the category correctly, and significant part of the
“false-negative” errors consisted of contextual images. Since such pictures in the
study were removed both from the training and test set, the difference in average
precision can also be influenced not only by changed weights of the network but
also due to more consistent selection in the test set itself. Therefore, more study
should be done to investigate on the level of impact of such filtering on the system
performance, as well as to get insights on its nature.

5.2.3 Training sample size

Multiple results from the experiments suggest that a small increase in a sample
size can give a significant increase in the average precision to a particular level
after which the growth slows down. This dependency might be the main reason
why sports and action categories showed the best results in the experiments since
those categories were the most represented in the dataset. However, the study
also indicates that there is a broad range of average precision values for similar
sample sizes. This situation can be connected with the quality of pictures of the
particular category regarding consistency, diversity, and representability, as well
as the different level of challenge related to the automatic classification of these
categories. One possible way to improve the precision for a label with a small
sample size is to extend image collection with pictures from the standard datasets
where such category exists. However, this can also result in the loss of the class
specific properties of this particular dataset. More studies with real-world datasets
of different sizes should be performed to validate the findings of this research.

5.2.4 Ground-truth errors

Additional experiments on the trained system showed that due to inconsistency and
errors in the original dataset the real system classification performance could be
better than the one reported by the average precision metric. Investigation showed
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that in some cases system correctly classified pictures that were not labeled accord-
ingly in the ground-truth set. However, to calculate the actual system performance
and its difference between reported one, a manual check of or error cases required.
Therefore this study can only give indications of such behavior of the system and
more research should be done to validate them.

5.2.5 Specialized classifier

Another utilization of the categories hierarchy can be to build specific classifiers for
particular subtrees. In this case, the end system will consist of two parts. The first
part will be a high-level classifier which is trained on merged and more general
categories. This first classifier will then call a specific classifier for a particular sub-
tree of categories. A small example of such system was built during the trial set of
experiments where the main classifier could recognize general skiing pictures and
then could call specific skiing classifier that can distinct between different types of
skiing. The classification precision of such system for the particular category will
be defined as multiplication of the accuracy of the first classifier for the parent cat-
egory and the accuracy of the specific classifier for the category itself. Such system
can potentially have better end performance since each neural network will have
smaller set of categories and therefore more resources can be utilized to find dis-
tinctive features of different categories. The main disadvantage of this approach
would be increased complexity in terms of building, training, and usage of the sys-
tem. The study did not compare these two strategies but rather showed a proof of
concept of such system. Therefore further research could reveal more challenges
and opportunities of this method.

5.2.6 Network setup

This section will discuss how different network configurations, architectures and
implementations used in the research influenced overall system performance.

Network architecture

The study compared two convolutional neural network implementations: CaffeNet
and GoogleNet. Since the latter model is newer than the former one and showed
better results when trained on the ImageNet image collection [45], one can ex-
pect to get improved average precision values on the system based on this model.
However, results indicate that the CaffeNet based system had higher mean average
precision value. Results also suggest that this system worked better for categories
with small sample sizes, while GoogleNet based model was better at a classification
of the categories with large training sample sizes. The implementation of the sys-
tem also confirmed that GoogleNet model is more resource demanding model than
CaffeNet and requires more time to converge. Therefore results give an indication
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that investments in modern and advanced CNN architecture do not necessarily re-
sult in higher system performance. However, the study was limited only to two
CNN designs. Therefore more research with different network architectures should
be done to validate these observations.

Solver algorithm

Two solver algorithms were compared during the trial experiments. The Adam
solver algorithm showed significantly better results than SGD during the training
process. This difference can also be interpreted as that Adam solver finds a local
minimum of the loss function faster than SGD. Running neural network training
with both algorithms longer potentially could give similar average precision values
for all categories. However, provided results suggest that in the current environ-
ment Adam solver converges in a shorter time. Other studies also show similar
results [44]. While the decision on which solver method to chose should be made
in each particular case, it can be argued based on the results that Adam solver may
be a good first choice due to its performance characteristics.

Image data source

While image data source should not influence classification performance directly,
it can impact the network training process regarding the speed and flexibility. Two
approaches for the image data source were tested in the study: Python DataLayer
and LMDB file. The latter method showed significantly better results in terms of the
training speed by achieving the five-times difference compared to the former one.
Part of the reason for such result can be explained by the fact that LMDB stores
images as a decompressed and prepossessed array of bytes, while in the Python
layer implementation each image was decompressed and cropped in runtime.

It worth mentioning that all image processing in the LMDB case happens before
the start of the training, therefore it requires an additional step in the dataset
preparation stage. However, since all main experiments were performed on the
same dataset of images, this prepossessing was performed only once, and the same
database file was further employed. An additional downside of this approach is
extra storage space needed for the database file itself. While LMDB employed as an
image data source performs faster than the Python data layer, the latter one gives
more flexibility by enabling to make changes in a picture collection in runtime.
Which of the approaches to choose depends on the requirements of the particular
task.

Caffe framework also supports other types of data layers including LEVELDB,
HDF5 data, MemmoryData [41]. This research was limited to compare only two
different image data sources which were suitable to a corresponding part of the
study. Therefore, more studies should be conducted to analyze other supported
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sources from various perspectives.

Dataset splitting method

Image collections which consist of real-world pictures are considered more likely
to be multi-label rather than single-label for reasons such as:

• Pictures can contain several objects or people on the scene
• The category set can have multiple dimensions including color, size, type of

object or action, and place. Therefore several labels might be required to
describe a single picture in this multidimensional space of categories.

As described earlier, the multi-label case can lead to a challenge of splitting
such dataset into tree parts: training, validation and test sets. Two dataset split-
ting methods were tested in the research: the priority method used during trial
experiments, and the random method applied in main experiments. However, due
to time limitations of the project they were compared only by their direct proper-
ties, the influence of the dataset splitting method on the end system classification
performance was not investigated. While the random method has better properties
when it comes to a small difference between a desired and average actual ratio,
some studies suggest that other methods could give better mean average precision
value of the classification [36]. Therefore further research can include more split-
ting approaches to investigate their impact on generalizability and performance of
the system.
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6 Conclusion

The study investigated on how deep convolutional neural networks can be applied
to solve the multi-label image classification problem for real-world datasets. Results
give insights on what challenges can arise in building such classification system,
what level of image classification performance can be achieved, and which factors
can influence the end results.

Challenges and issues revealed during analysis of the NTB dataset and imple-
mentation of the classification system include:

• A unique set of categories which requires either to train a new model or to
reuse a pre-trained neural network with adjustments in the architecture to
solve classification problems.

• Difficulties in category tree transformation connected with the decision of
which categories include, exclude and merge.

• Categories which are unsuitable for automatic training purposes including
contextual, abstract and ambiguous labels.

• Contextual images which can not be classified only by visual features and
require additional information.

• Issues connected with the classification of objects and people located in the
background of the pictures.

• Duplicates of images in the dataset which can cause issues for both training
and testing processes.

Each of the discovered challenges can potentially influence the final classifica-
tion performance. Solutions for some of the issues can be automatized to a par-
ticular level. Results from the study also suggest that there is a potential in the
automatic method of filtering contextual images described in the research.

Results from the experiments show a big potential of using pre-trained convolu-
tional neural networks in solving the problem of multi-label image classification on
a real-world dataset. The real accuracy of the system for a particular dataset will
depend on its size and the extent of issues present including those discovered in
the study. However, the results chapter can give an indication of which classifica-
tion system performance level can be achieved when training on a dataset similar
to the one used in the research.

Results suggest that employing more modern network architecture do not nec-
essarily improve end classification performance. However, results also indicate that
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different neural networks can perform better in different conditions. The two neu-
ral network architectures tested in the research showed different classification per-
formance for various sizes of the training sample. A decision on which network
configuration to use depend on the requirements of the particular task.

The main limitation of the study is that all experiments were performed on a
single dataset. Therefore the generalizability of results, findings, and insights is in
question. Results are considered likely to be more generalizable to datasets simi-
lar to the one used in the study. Experiments were designed to maximize repro-
ducibility and internal validity. However, further studies should be done to validate
obtained results.
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