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ABSTRACT. The purpose of this thesis is to explore the relation between the
classical Hardy space of analytic functions and the Hardy space of Dirichlet series.
Two chapters are devoted to developing the basic properties of these spaces. In
the remaining two chapters we study Nehari’s theorem — both in the classical and
multiplicative setting — as a concrete example of the usefulness of the interplay
between the space of Dirichlet series and the space of analytic functions on the
infinite-dimensional polydisc.

SAMMENDRAG. Formalet med denne oppgaven er a& utforske sammenhengen
mellom Hardy rommet av analytiske funksjonene i polydisken og Hardy rommet
av Dirichlet rekker. To kapittler er satt av til & utforske egenskapene til disse
rommene. I de to gjenveerende kapittlene studeres Neharis teorem — bade i den
klassiske og multiplikative settingen — som et konkret eksempel pa nytterdien av
a utnytte samspillet mellom rommet av Dirichlet rekker og rommet av analytiske
funksjoner pa den uendelig-dimensjonale polydisken.

iii






Preface

This thesis was written from January to June 2017 under supervision of Ole Fredrik
Brevig, and marks the end of my time as a student at the Department of Mathe-
matical Science and at the Teacher Education program at NTNU.

I thank Brevig for suggesting the fascinating topic at hand, and have found working
with this thesis to be very educative, and it has allowed me to focus on the parts
of mathematics that I have come to enjoy the most. I am also indebted to Brevig
for taking his time to meet me twice a week, providing detailed feedback feedback
on my drafts, and offering enlightening discussions when things looked dark. In
addition, a big thanks to my friends here in Trondheim, who have made these years
very memorable, and the studies that much easier. Finally, thank you to my family
for always supporting me and building me up.

While there is nothing groundbreaking in this thesis, I feel like I have given the topic
a coherent treatise from the classical to the cutting-edge results, while simplifying
some proofs in the process. All in all I am fairly satisfied with the end product.

I hope you enjoy your reading.

Qistein Sgvik
Trondheim, 2017



Contents

Abstract iii
Sammendrag iii
Preface v
Contents viii
Symbols and abbreviations ix
Introduction 1
Hankel forms and Dirichlet series 1
Overview of the thesis 3
Chapter 1. Hardy spaces on the disc 5
1.1. Preliminaries 5
1.2. The Hardy space 9
1.3. The zeroes of functions in HP 12
1.4. Boundary functions 19
1.5. Carleman’s inequality 21
1.6. Hardy spaces on the polydisc 25
1.7. Helson’s inequality 27
Chapter 2. Hankel forms 29
2.1. Bilinear forms 29
2.2. The Hilbert matrix 31
2.3. Nehari’s theorem and weak product spaces 36
Chapter 3. The Hardy space of Dirichlet series 43
3.1. Preliminaries 43
3.2. The Hardy-Hilbert space J#2 45
3.3. The Hardy space 7 51
Chapter 4. Multiplicative Hankel forms 57
4.1. The multiplicative Hilbert matrix 58
4.2. Nehari’s theorem 62
4.3. Hilbert-Schmidt forms 67

4.4. Some related open problems 68

vi



CONTENTS

Appendix A. Preliminaries
1.1. Euler products
1.2. Inequalites
1.3. Integrals and sums
1.4. Functional analysis and measure theory

Bibliography

71
71
73
7
85

87






Symbols and abbreviations

Description Page
The natural numbers: 1,2,3,.... 5
The integers: ..., —3,—2,—1,0,1,2,3,.... 5
The real numbers. 5)
The unit disk. 5
Boundary of the unit disk. 5
Little O-notation: If g € o(f(z)) then g/f — 0 as x — oc. 35
Big O-notation: g € O(f(x)) if and only if there exists a positive 34
real number C' and a real number k such that |g(z)| < Cf(z) for

all z > k.

Normalized Lebesgue measure on T such that m(T) = 1. 5
Normalized Lebesgue measure on D such that o(D) = 1. 21
The space of Lebesgue integrable functions. 5
The Bergman space of analytic functions. 21
The Blaschke product. 14
The complex plane {c + it : o,t € R}. 8

The complex half plane {o +it: 0 > 6,t € R}. 44






Introduction

We begin by a short introduction to the topic at hand, through Hankel forms and
Dirichlet series. After this a short overview of each chapter is given.
Hankel forms and Dirichlet series

A Hankel form in 2 x £ — C is one of the form
p(aab) = Z ambmpm—i-na
m,n>0

and we say that the Hankel form is bounded if there exists a constant such that

0o - 3/ o 3
Z ambnanrm S C(Z |am2> (Z |bn|2> .
m,n=0 m=0 n=0

Further we let H?(D) denote the Hilbert space of functions analytic in D with
square-summable Taylor coefficients. Every function ¢ = 3 p;jz/ in H*(D) defines
a Hankel form H, by the relation

Hy(fg) =(fg,0)u>, f,g€ H?.

The most important theorem for Hankel forms is the Nehari’s theorem [33], which
states that every bounded Hankel form is generated by a bounded symbol 3 on
the torus T. More precisely H, extends to a bounded form on H?(T) x H*(T)
if and only if ¢ = P,y for a bounded function ¢ in L>°(T). Where P; denotes
the orthogonal projection L?(T) — H?(T). An interesting question is whether the
multiplicative Hankel forms

Q(aab) = Z ambmgmn7
m,n>1

exhibits the same properties as the (additive) Hankel forms. These can be viewed
as the classical Hankel forms now on the infinite-dimensional polydisc. We let #2
denote the Hilbert space of Dirichlet series with square-summable coefficients in the
half plane Cy /5 = {s € C, Res > 1/2}. Every Dirichlet series ¢ =" -, pon™° in
2 defines a multiplicative Hankel form Hy, by the relation

Hy(f,9) = (f9, V)2,  f.g€H?,

The main purpose of this thesis is to explore to what extent Nehari’s theorem
holds for these multiplicative Hankel forms. This study is started by exploring the
properties of the multiplicative analog of the Hilbert matrix whose analytic symbol
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2 INTRODUCTION

¢ is the primitive of ((s+ 1/2) — 1 in 2. As shown in [10] this Hankel form is
bounded with norm 7. More explicitly written

<n(Lleal) (S i0aP)’

n>2 n>2

Nl=

Z Flog (nm)

This raises the followmg question.
Question 1. Does the multiplicative Hilbert matrix have a bounded symbol?
To which the answer is still maybe. A key tool in the study of Dirichlet series
and Hardy spaces is the Bohr lift. For any n € N, the fundamental theorem of
arithmetic yields

n=]r}",

Jj=1
which associates the finite non-negative multi-index x(n) = (k1, K2, K3,...) to n.
The Bohr lift of the Dirichlet series is the power series

z) = Z an 2™

n>1

where z = (21, 22, 23, ...). Under the Bohr lift, a formal computation shows that

(BfPg, Bo)r21=) = ([9,0) 2
allowing us to compute the multiplicative Hankel form on the infinite polydisk T°°.

The study of Hankel forms on T was initiated by Helson [25, p. 52-54], who
raised the following questions:

Question 2. Does every bounded multiplicative Hankel form have bounded symbol
@ on the polytorus T>?

Question 3. Does every multiplicative Hankel form in the Hilbert Schmidt class
have a bounded symbol?

We answer these questions in full detail chapter 4. By realizing Hankel forms as
small operators on the polydisk and using ideas from Ortega-Cerda and Seip [36],
Bayart et al. [6], and Brevig and Perfekt [9] we answer Question 1 in the negative.
By extending Carleman’s inequality into the polydisk we obtain Helson’s inequality,
and using this inequality we prove that every multiplicative Hankel form in the
Hilbert Schmidt class have a bounded symbol, thus confirming Question 3.



OVERVIEW OF THE THESIS 3

Overview of the thesis

Chapter 1. The first chapter is an introduction to the classical Hardy spaces on
the disk. We prove the Riesz factorization theorem, and use the results to show that
the space of polynomials are dense in HP. We then extend the properties of the point
estimate and Carleman’s inequality to the polydisk; these results are respectively
known as the Cole-Gamelin estimate and Helson’s inequality.

Chapter 2. The second chapter introduces the Hankel forms and shows their rela-
tionship with functions in the Hardy space H?. We study the bona fide example of a
Hankel form, namely the Hilbert matrix. Then we use the weak-factorization of the
Hardy space on the disk to prove Nehari’s theorem for Hankel forms.

Chapter 3. In the third chapter, we study the Hardy space of Dirichlet series, and
prove that this space behaves similarly to the Hardy spaces. In particular we prove
Carlson’s theorem, and use it to show that .72 is the closure of Dirichlet polynomials
under the Besicovitch norm. Using an idea of Brevig and a bilinear form, a sharp
estimate for an embedding inequality is obtained.

The Bohr correspondence is then introduced, and we use it to obtain the point-
estimate for J#P. Using the Bohr correspondence and idea of Saksman and Seip
we offer an elementary proof that Hardy space 5P may be defined as the Banach
space completion of Dirichlet polynomials in the Besicovitch norm, thus extending
Carleson’s theorem.

Chapter 4. In the last chapter we introduce the multiplicative Hankel forms, and
study the multiplicative analogue to the Hilbert matrix. We prove that this Hankel
form is bounded with same norm as the Hilbert matrix. The chapter ends by proving
that Nehari’s theorem does not hold in full generality, this is done by studying Hankel
forms as small operators on the polydisc. We also show that Nehari’s theorem
holds under the restriction that the symbol is completely multiplicative or has square
summable coefficients.






CHAPTER 1

Hardy spaces on the disc

This chapter begins with some preliminaries, before the classical definition of the
Hardy space is presented together with some basic results on boundary behavior.
This work is done in preparation for proving the Riesz factorization theorem, which
has a number of interesting applications. In particular we show that every function
f € H! can be written as f = gh, where g,h € H% and ||f||1 = ||g||l2]|h|l2. At the
end we show that the Hardy spaces may be defined as the closure of the polynomials
in L?, and extend some of our results to the polydisc.

1.1. Preliminaries

This section is devoted to introducing a series of necessary prerequisites. In par-
ticular we briefly introduce harmonic functions, the Poisson kernel and Méobius
transformations. In particular we need some results about the radial limits of har-
monic, and thus also analytic functions. For brevity the proofs are omitted, see
Pavlovi¢ [38], Rudin [44, Chp. XI], or Duren [15, Chp. I] for reference.

Following the notation of standard literature we will denote the unit disk D as

D={zeC:|z|<1}.
Similarly T, rather than 0D will represent the boundary of the disk
T={z€C:|z|]=1}={e": t € R/27Z}.

Functions defined on T will be identified with functions on R/27Z, i.e. with func-
tions on the real line, periodic of period 27w. Here Z denotes the set of integers
{...,=1,0,1,...}, and similarly N represents the set positive integers {1,2,...}.

Integrals on T will be with respect dm= df/2m, the normalized Lebesgue
measure such that m(T) = 1. We will use the following notations to describe
integrals on T and over the real numbers R:

/dem ::% :Tf(e“’)de and /Rfdx = /_O;f(x)da:,

and the notation [} f(z)dm(z) will be used whenever the need to specify which
variable we are integrating over arises. Similarly, the notation

Y ofm)=Y fn) and YY" f(n,m)= Y f(n,m),

neZ n=-—oo n=0m=0 m,n>0

will frequently be used, and the latter expression will naturally be extended to as
many variables as needed. For 1 < p < oo, we will let LP(T) denote the Banach
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6 1. HARDY SPACES ON THE DISC

space consisting of all analytic functions satisfying

1Nl (r) = (/Tmpdm)p < 0.

When p = oo, we define L™ as the space of essentially bounded functions
I|fllLoe(ry == sup ’f(eie)} .
0<o<2m
For brevity we will write L? = LP(T) when no confusion is possible.

1.1.1. Harmonic functions and the Poisson kernel

DEFINITION (Harmonic functions). Let u be an analytic function in an open set
€, such that Ou?/0%z and du? /0%y exists at every point of 2. The Laplacian of u
is defined as

Pu  0%u

If u € C?%(Q) is a twice continuously differentiable function in Q and if Au=0,, at
every point of €2, then u is said to be harmonic in Q.

Ay =

THEOREM 1.1. A harmonic function u defined on a simply connected domain §2
can be represented in the form u(z) = h(2)+g(2), z € Q, where h and g are analytic
and uniquely determined up to an additive constant; conversely, if u = h+ g, where
h and g are analytic, then f is harmonic.

Using this theorem one can deduce various properties of harmonic functions
from the corresponding properties of analytic functions and vice versa.

THE POISSON INTEGRAL AND KERNEL. One of the most used and well
known harmonic functions is the Poisson kernel, see [1, p. 166-168], [44, p. 110-112,
Chp. XI] or Pavlovi¢ [38, Chp. III] for futher details.

DEFINITION. For all 0 <r <1 and 6 € [0,2n), the Poisson kernel is defined as

o0

P.(0) := Z rinleind —

n=—oo

1—72

_ 1.1
1—2rcosf +r?2 (1.1)

DEFINITION. The Poisson integral of a function ¢ € LP(¢) is the harmonic
function P[¢] defined by

P[¢] := P * ¢ := /TPT(L‘ —0)p(e?)dm (re? € D). (1.2)

The notation f * g is referred to as the convolution of f and g. Perhaps the
most useful property of the Poisson integral is that it can be used to solve the
Dirichlet problem for the disk:

THEOREM 1.2. If ¢ is a continuous function defined on T, then ¢ has a unique
continuous extension to D that is harmonic in D; this extension equals P[¢].

An immediate consequence is that set of all trigonometric polynomials is dense
in each of the spaces C(T), LP(T), this known Weierstrass approximation theorem.
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1.1.2. The harmonic Hardy spaces

DEFINITION. Let 1 < p < oo. We denote by kP the space of harmonic functions
in D such that

RP = {f: |lullpr < o0} . (1.3)

Here ||u||pe is the norm of u, and defined as
1/p
[ullnr = S Ifrlp dm ,

where the shorthand notation fr(ew) = f(re'?) was introduced. In the case p = co
the integral is to be interpreted as a supremum:

[lu|lpee == sup |u(2)].
zeD

That Theorem 1.2 extends to 1 < p < oo is shown in the following theorem:

THEOREM 1.3. The function u belongs to h? (1 < p < o0) if and only if it is
equal to the Poisson integral of some function ¢ € LP. And if f = P[¢], then

[ellne = M4l -

THEOREM 1.4 (Fatou’s Theorem [16], 1906). Let u € h? (1 < p < o0), then u
has a radial limit at almost every point €'?. In particular

lim f(re') = ¢(e?) for almost every 6 € [0, 27) .

r—1-

For a modern proof see Nikolski [34, p. 39]. The case L! is treated in Rudin
[44, p. 244], and Duren [15, p. 5]. While Theorem 1.3 fails to hold for p = 1, the
following is true:

COROLLARY 1.5. Each function u € h' has a radial limit almost everywhere.

COROLLARY 1.6. Ifu is the Poisson integral of a function ¢ € L', then u(re®) —
»(0) almost everywhere.

As an example let ¢ = > a,,e"™? be a function such that ¢ € L'. Then
Plg](re”) = /( S plnlt@-on )( Z ™) d
T =00
= Z ameint / el(m=n)0 1, Z T,\n|aneint 7
m,n=—o00 T Mt

So the operator P: L' — h' is injective, as every function ¢ € L' may be seen as
a boundary function of a function u € h'. However P is not onto as there exists
functions in k', whose boundary function does not lie in L®.
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1.1.3. Subharmonic functions
As usual a domain is an open connected set in the complex plane.

DEFINITION. A real-valued function g(z) is said to be subharmonic if it has the
following property: For each domain B with B C D, and for each function U(z)
harmonic in B, continuous in the closure B, such that g(z) < U(z) for B, then
9(2) <U(2)

holds throughout B.

In particular if there is a function U(z) harmonic in B with boundary values
g(z), then g(z) < U(z) in B.
PROPOSITION 1.7. If f is analytic in a domain D and p > 0, then |f|P is
subharmonic in D.

1.1.4. The Mdobius group

A transformation of the form
az+b
cz+d’

where a,b,c,d € C and ab — cd # 0, is called a Mobius transformation!. Where
C ={o +it: o,t € R} denotes the complex plane.

T(z) =

(1.4)

ProproOSITION 1.8. The Mdbius transformation is a conformal one-to-one map-
ping that sends circles and lines to circles or lines.

Before moving on we would like to present two useful Mobius transformations.

The shifted Cayley transformation
142
T(z) = ,
(2) =a+ 1—=2
is a conformal one-to-one mapping of the open unit disk onto the open half plane
Cq. In particular if z lies on the boundary T we have

T (™) = a+itan(t/2).

For any o € D, define
z—«

Yalz) = T (1.5)

Fix o € D. Then ¢, is a one-to-one mapping which carries T onto T, D onto D

and o to 0. We have
1—|af?

N(2) = —— 1.6

4(2) =~ (16

PROPOSITION 1.9 ( [44, Thm. 12.6] ). Suppose T is an Mdbius transformation

(¢ is one-to-one, (D) =D, o € D, and p(a) = 0). Then there exists a constant
6 € [0,27), such that

T(z) = ¥y (2) zeD. (1.7)

In other words, we obtain T'(z) by composing the mapping ¢, with a rotation.

IThis mapping is also referred to as a linear fractional transformation.
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1.2. The Hardy space

In 1915 Godfrey Harold Hardy, published in the Proceedings of the London Mathe-
matical Society a paper confirming a question posed by Landau [19]. In this paper,
not only did Hardy generalize Hadamard’s three-circle theorem, but he also put
in place the first brick of a new branch of mathematics which bears his name: the
theory of Hardy spaces HP. For three decades afterwards mathematicians such
as Hardy, Littlewood, Pdlya, Riesz, Privalov, F. and V. Smirnov, and G. Szegd,
expanded and developed the theory of the Hardy spaces. While most of this early
work is concerned with properties of individual functions of class HP, the develop-
ment of functional analysis has stimulated a new interest in the H? classes. For
the interested reader an excellent exposition of the classical Hardy space is the
monograph by Duren [15], other sources includes [29, 34] and the short treatise by
Rudin [44, Chp. XVII].

In this section we shall look at properties of spaces which are represented by
power series in I, i.e functions of the form

f(z)= Z anz", z=re?. (1.8)
n>0

When the power series in equation (1.8) converges we call f an analytic function.
As before we will work in the unit disk 0 < r < 1, and similar to how the || f| e
norm was defined, we introduce

1/p
[l e = ( sup /|fr’pdm> = sup || frllze- (1.9)
0<r<1JT 0<r<1
and when p = oo, we use let the norm be defined as the essential supremum of f:
| f ||z :=sup|f(2)]. (1.10)
z€D

DEFINITION. Let 1 < p < oo, the Hardy space HP(ID) consists of those analytic
functions in the unit disk D such that, || f||gr < +o0.

As we will only work on the unit disk D will omit the domain and simply write
HP? when no confusion is possible. We will first look at the particular case p = 2
and then extend the properties to 1 < p < 0.

1.2.1. The Hardy space H?.

With the norm of H? defined as above, the definition of the inner-product follows
naturally:

2 — : 2
<fag>H2 = }‘IHH{\/TJCT “grdm = lﬂ<fragr>L2 .
In addition, we introduce the notation f*(e?®) := lim,_,- f(re??). The most
essential properties of H? are encapsulated in the following theorem:

THEOREM 1.10. Let f = o anz" and g =, 5,bnz" be analytic for |z| <1,
where z = re'®. Then

(1) <f7 g>%l2 = ZnZO a’nbn-
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(2) [flm2 = o lanl® = [1£* -

(8) \lf+llL2 is a non-decreasing function of r.
(4) H? is a Hilbert space.

(5) 1F < N fllm=/v/1 = |2
It will be convenient to first prove the following lemma.
LEMMA 1.11. Let z € T, then {z7};>1 forms an orthonormal set in L?.

ProoF. We start by introducing the Kronecker delta symbol §;;, defined as 1 if
j =k, and 0 otherwise. Proving the lemma is the same as showing

(27, 2%) 2 :/zj'zkdm: ik
T

for every j,k € N. Since z € T we can write z = ¢, and our integral becomes

27
/zj ZFdm = i/ ek q¢ .
T 21 Jo

It is clear that the integral is 1 whenever j = k. Assume therefore that j # k,

2 2mi(j—k
L RS it
2 Jo 2ri j—k
which completes the proof since €27U—*) =1 for every integer pair j # k. O

PrRooF OoF THEOREM 1.10. We begin by applying Lemma 1.11 to the inner
product of f =37 Sjanz" and g =3 5;bnz™

(frr9r)7 :/medm: Z anbmrm'm/zn-fmdz: Zanbnr%,
T T

n,m>0 n>0

This proves that the inner product is increasing as a function of r, thus proving 3.
Since 0 < 7 < 1, we can apply the monotone convergence theorem on (f,, gr>2L2 to
obtain item 1. The computation above also shows

s F ez = 1fellZe = D lam[*r®™, (1.11)
m>0
and proves the first part of 2. Since L?(T) is a complete space, f* € L?(T) and we

can compute the Fourier coefficients to be

2T 2m

. de . . odf an - n>0
*(n) = * 610 e—n07 — lim 610 6_1"‘97 _ n = ,
Fay= [ prene s =t [ e T =
The second equality follows from the monotone convergence theorem since f* is
increasing. Combining this with Parseval’s theorem shows

1 e = lanl? = || /1l

n>0
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thus completing the proof of 2. To prove 4 we need to show that every sequence
fr — f,asr — 1is Cauchy in H?(T).? Using Lemma 1.11 from above, and obvious
modifications,

= £l = [ 13 (=) m = 3267 = ")l .

n>1 n>1

But as Y., o, lan|? < 0o we get by the dominated convergence theorem that the
last summand goes to zero when r, s — 1. Thus, H? is a complete Hilbert space as
*(e?) = f(e") almost everywhere.

To prove that point-wise evaluation of functions in H? is a bounded functional
we may apply the Cauchy—Schwarz inequality

@) <) lanz"| < (ZW!) (Z\anF) < 112|2||f|H2.

n>0 n>0 n>0

where the last equality followed from applying item 2 and the geometric series
> n>o™" =1/(1—r). This proves 5, and completes the proof of Theorem 1.10. [J

From the preceding discussion we see that the polynomials are dense in H?,
thus the mapping f — f* establishes an isometry between H? and the closure of
the polynomials in L?. Hence, H? may be defined as as:

(1) the set of analytic functions f in D such that lim,_,; [1.[f|* dm < co.
(2) the closure of the polynomials in L?(T).

That HP can be seen as the closure of the polynomials in LP and that Theorem 1.10
can be extended to 1 < p < oo is true, but not entirely trivial. A key part in
proving this will the the Riesz factorization theorem. A stepping stone in proving
this is the following theorem.

The class HP was introduced as the set of all functions f(z) analytic in |z] < 1
for which the means || f,||zr are bounded. As seen from 1.10, || f;||z2 is increasing
as a function of r, and the case p = oo is trivial as || f,||L~ increases with r from
the maximum modulus principle. A natural question is therefore whether || f; | »
is always a non-decreasing function of r. This was proven by Hardy [19] and is
considered the starting point of the theory of Hardy spaces.

THEOREM 1.12 (Hardy’s convexity theorem). For |z| < 1 let f(z) be analytic,
and let 1 <p < oo. Then ||fr||Lr is a non-decreasing function of r.

PROOF. As pointed out in section 1.1.3 | f|? (1 < p < 00) is subharmonic if f is
analytic. So it is enough to prove Theorem 1.12 for subharmonic functions. Let
g(z) be subharmonic in |z| < 1, and define

m(r)::/grdm, 0<r<1.
T

Choose 0 < 7y < 12 < 1. Since g(z) is subharmonic there exists a function U such
that, U(z) is harmonic in |z| < r2, continuous in |z| < rq, and equal to g(z) for

2That we may associate H2(T) with a subspace of L2(T) follows from 2, and Fatou’s Theorem 1.4
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|z| = ro. Hence, g(z) < U(z) for |z| < rq, so

m(ry) < /TUTI dm =U(0) = /11‘UT2 dm = m(rs),

by the mean-value property A.23. This proves that m(r) is non-decreasing, and so
lu||L» is also non-decreasing. O

While not needed, it is also true that log|| f-||z» is a convex function of logr,
see Hardy [19] or Duren [15, p. 9].

REMARK. Theorem 1.12 implies we may replace the sup in the definition of the
HP with a limit

11 = (1 [ 1512 am )"
T T

as the norm is increasing. The proof for p = oo follows again from the maximum
modulus principle.

1.3. The zeroes of functions in H?

Let f e LP, (1 < p < o0). We denote the zero sequence of f as Z(f) consisting of
the elements

{z €eD: f(2) =0}, (1.12)

in increasing order of magnitude. It is well known that for a analytic function in
the unit disk, either Z°(f) = D or Z(f) has no limit points in D. The first case
bears little interest as by the maximum modulus principle it implies f = 0. Thus,
the zeroes of a non-zero analytic function f € LP are isolated points in T, and if
the number of zeroes is infinite, the limit points have to lie outside DD i.e. on the
boundary T. From the theorem of Weierstrass [44, Chapter 15] this is all we can
say about the zeroes of analytic functions.

However, if we instead consider functions in H? we can say much more about the
distribution of zeroes in D, namely that the zeroes have to converge with a certain
rate toward the limit points on T. The basis of deriving the rate of conversion of
the zeroes of H? is the following formula.

THEOREM 1.13 (Jensen’s Formula). Let f be an analytic function in a region
which contains the closed disk D, of radius v and center 0. Denote |oy| < |az| <
... < |ag| the zeroes of f in the interior of D, repeated according to multiplicity,
and suppose that f(0) # 0. Then

n oy
log|£(0)] = Zlog'vﬂ—ﬂ +/Tlog|fr|dm . (1.13)
j=1
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PRrRoOOF. If f is an analytic function, then 1og| f ‘ is harmonic except at the zeroes
of f31If f is zero free in|z| < p and analytic, then

o2 £(0)| = [ toz £l dm., (1.14)

which is the mean-value property A.23 applied on the harmonic function log| f |
Order the zeros {a; })_; of f in D, (0) according to their distance from origo i.e.

such that || < -+ <|an| <7 and |apy1| = - -+ = |an| = r. Define the function
o —a N o
= — I 1.15
9(2) f(z)j[[l p— j:nl_I+1 P (1.15)

Inserting z = 0 into equation (1.15) and taking the logarithm gives

n

log’g(0)| = log ‘f(0)| | I —T‘ = 10g|f(0)| + En log —r' . (1.16)
J j=1 J

Jj=1

On the other hand ¢ has no zeroes in D and hence log|g| is harmonic, and so

oz g(0)| = | gl am. (1.17)
again by the mean value property. Combining equations (1.16) and (1.17) gives
/1og}gr{dmzlog\f(0)|fZIOg%. (1.18)
T .
j=1
Let |z| = r, then the factors in (1.15) for j € [n+ 1, N] have absolute value 1. Since
aj =re'% and z = re? it follows that for every n < j < N,

Qg o 1 - 1
aj—z l—z/a; 1—¢il0=0;)"

(1.19)

Using this and that the first product in equation (1.15) equates to one for z = re®,

we obtain the following expression for log’ g(rei)

)

N
1og|g(r6w)’ = log‘f(rew)| - Z log|1 — ei(g_ej)‘. (1.20)
Jj=n+1

Integrating this expression over T gives

N 1 2m )
_ _ il _ oi(0—0n)
/Tlog‘fddm = /Tlog|gr|dm Z 27r/0 log|1 — ¢’

j=n+1

dé .

The last integral is evidently independent of #; and thus zero by Lemma A.11.
Combining this with equation (1.18) completes the proof. O

SRecall that if D is a simply connected domain in C and h a non-vanishing holomorphic function
on D then h = e9 for some holomorphic function g. So, if D was simply connected we would
know that f = e? for some holomorphic g, and then log |f| = log|e?| = log(exp(Re(g)) = Re(g)
and since g is harmonic (g was holomorphic) we are done.
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The next lemma proves a necessary condition on the zeros of a function f
in order that f € HP for some 1 < p < oco. We will later use it to prove that
any function in HP may be written as the product of a Blaschke product and a
non-vanishing element of HP.

LEMMA 1.14 (G. Szego). Let f € HP (1 < p < o0) be an analytic function in
D such that f # 0 and f(0) £ 0. Further, let {a,}n>1 be the zeros of f, listed
according to their multiplicities. Then these zeros satisfy the Blaschke condition

> (1= an]) < . (1.21)

Proo¥F. If f has a finite number of zeroes, then the sum is finite and the result
follows. Therefore, we assume that f has an infinite number of zeroes, since f # 0
they converge toward some points in the unit circle. Which is to say lim,_, |z,| = 1.

Denote the number of zeroes of f in the closed disk D, by N(r), where r < 1.
Fix K € N, and choose r < 1 such that N(r) > K. By Jensen’s fomula 1.13, for
each r € (0,1), we have

K N(r)
oI = ol o - eXP<A10g|fr|dm> < oo,

where the right hand side is bounded as f € H? C H'. Hence, there exists some
constant C' < oo such that HnK:1 || > 7| f(0)|/C. As the sum now is finite we
can let 7 — 1. Since the inequality holds for all K, we can let K — oo.

[Tjenl = 2O~ 0.

n=1

Using 1 — z < e~ ” now gives

0< H/an| = H\l— (1 - Jan])|

n=1
o0
< Hexp (1= |owl)] §exp<—2(1—|an|)> .
n=1
Since e™" — 0 as * — 0o, the inequality above proves that Y7 | (1 — |a,|) < oo
as exp(— Yoo, (1 = |aw|) > 0. O

So the Blashke condition (1.21) is a necessary condition for the zeroes of an
analytic function to belong to a Hardy space HP. Surprisingly enough (1.21) is also
sufficient condition for the existence of a function f € HP, which has zeros only at

{O‘n}?LO=1~

DEFINITION. A Blaschke product B(z) is a product of Mébius transformations
of the form

lan| @ — 2
B(z) :== 2k H T

(674
n>1 n

We define B(z) = z¥, when a = {a;};>0 is empty.
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PrRoOPOSITION 1.15 (Blaschke product). Let {ay}52, be sequence of complex
numbers such that

0<|og] <lag] < - <1, a, €D,

for all n € N, satisfying the Blaschke condition (1.21). Then the Blaschke product
B(z) has only zeroes only at the points o, and a zero of order k at 0. In addition,
B(z) converges uniformly in each disk |z2| < R < 1, we have |B(e?)| = 1 almost
everywhere and |B(z)| < 1 for all z € D.

PrROOF. The function B(z) is the product of the factors

_ lan an >

bn(2) : (1.22)

an 1 —anz’

Each factor b, hgs a zero at z = «,, inside D, and a pole at z = @ ! outside the
closed unit disk D. Thus, each factor b, is analytic in D with precisely one zero at
Q. Assume that |z| < R then,

(an + \an\z) (1 - |an|)
an(l —ﬁz)

1+ z|ay|/an
1 —z|ay|/an

11— b (2)] = _ lon] an =2

a, 1 —a,z

1+1
’1 - |an|’ < m(l - |an‘>

IA

Since 3,5, (1 — [an]) < oo it follows that B(z) = [[,,5; bn(z) converges uniformly
in each disk |z| < R < 1. That |B(z)| < 1 is clear since

O | e ) =

n>1 n>1

as each partial product is less than 1 for |z| < 1. Hence, |B(e?)| < 1 by the
maximum modulus principle, and the radial limit B(e'?) exists almost everywhere
(1.4).

Let f € H® C H', from Theorem 1.12 || f,||z: is increasing and we have the
bound

I frllzr < I fllze- (1.23)

We can apply the inequality above on the function f = B/B,, where B,, = []}_, b.
Since | B, (e"?)| = 1 we get

1(B)r/(Bn)rllLr < Bzt (1.24)

where the slightly convoluted notation (B,), = B,(re!) was introduced. As
B, (z) = B(z) uniformly on |z| = r we have the inequality

1< Bz (1.25)

Since B(e'?) < 1 almost everywhere, this proves that | B(e??)| = 1 almost everywhere.
(]
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1.3.1. The Riesz factorization theorem

Lemma 1.14 shows that the zeroes of any nonzero function in in an Hardy space
forms a Blaschke product. Thus, we can try to divide out the zeros of f by dividing
f by the corresponding Blaschke product B. Of course, the resulting quotient
g = f/B is again an analytic function in D, and since B has absolute value 1 almost
everywhere on the unit circle, we may expect that g have the same HP-norm as the
original f. That this reasoning is indeed correct was proven by F. Riesz in (1923)

[41].
THEOREM 1.16 (F. Riesz). Let f € HP?, (1 <p <o0), f#0, and let B denote
the Blaschke product formed with the zeroes of f in D. If
9:=1[/B,
then g € HP, g is free of zeroes in D, and
lgllzr =11 zr -

PROOF. From Lemma 1.14 it is clear that f and B has excactly the same zeroes.
Clearly g is then analytic and free of zeroes on . Let {a, },>1 be the sequence if ze-
roes of f in D, and let b, (z) denote the factor of the Blaschke product corresponding
to the zero a,, as defined in equation (1.22). Further, let

N
By(z) =[] bnl2). z€eD,

be the partial Blaschke product formed with the first IV zeroes of f, and define
gn = f/Bn. Proposition 1.15 shows that for every fixed N, we have (By), =
By(re?®) — 1 uniformly as » — 1. It follows that (gn), — f and consequently
that

lgnllere = [ fll e -
Since |b,(z)| < 1 for all n and z € D, we have that
0<|g1(z)] < lga(2)] <--- < oo and |gn(2)] = l9(2)],

for every z € D. Fixing 0 < r < 1 and applying Lebesgue monotone convergence
theorem, one gets

(o) = i [ Vg rdm = [ g dm = i1,

Since gy is analytic in D and because ||fr|lzr < ||f|lze (see 1.12), the left-hand
side is bounded from above by | f||%, for every 0 < r < 1. Letting r — 1 we
obtain |\ g||lgr < ||f||mr. Moreover, since B(z) < 1 for all z € D, we also have
that |g(z)| > |f(2)| for all z € D, this proves that we have equality, i.e that
Il = 1o 0

COROLLARY 1.17. Suppose 1 < p < oo, f € H? and again let B be the Blaschke
product formed by the zeroes of f. Then there exists a zero-free function g € H?
such that

lim |
N—o0

f=B-g"?, (1.26)



1.3. THE ZEROES OF FUNCTIONS IN HF 17

and
£ = gl - (1.27)
In particular, every f € H' is a product
f=gh, (1.28)
in which both factors are in H? and
11l = lglas - 7]l a - (1.29)

ProOOF. By Theorem 1.16 f/B € H? and ||f/B| gr = ||f||ur a.e. Since f/B has
no zeroes in ID there exists an analytic 1) € D so that e¥ = f/B. Let g = eP%/2,
then

91> = |f/B, (1.30)

and so it follows that g € H? thus, proving equation (1.26). Equation (1.27) follows
directly from integrating equation (1.30) over T and taking the supremum over r.

To prove equation (1.28) we can write (1.26) in the form f = Bg = f1 fo with
fi = Bg'/? and fo = ¢g'/2. Since f1, fo € H? , we have

1/2
fllzzz = N fall, = Nglle = I£115; -

Using the last equation twice proves (1.29), and we are done. O

1.3.2. Applications of the Riesz factorization theorem

PROPOSITION 1.18 (Mean convergence property). If f € HP, (1 < p < o0) then

tim [ lee = £l (1.31)
and

tim [, — 7], = 0. (132
ProOF. We have [|g||2, = | f||%, from Corollary 1.17 so it is enough to prove

equation (1.31) for H?. However, this was shown in Theorem 1.10, and that we
may replace the supremum by a limit follows from Theorem 1.12 as the norm is
increasing as a function of 7.

If f(z) = 3,5, anz", then |a,|?> converges when f € H?. From Fatou’s
lemma A.26 , B

e = flze <Yiminf [1f; = foll = 3 lanf*(1 = r")* (1.33)

n=1

Letting r — 1 shows equation (1.32) for p = 2, since letting r — 1 is no problem
as the radial limit lim,_,1 f(re?) exists for almost every 6, 1.4.

We have proved equation (1.31) for all 1 < p < oo, and equation (1.32) for
p = 2. To deduce (1.32) from (1.31) we need the following lemma from measure
theory. O
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LeMMA 1.19 (Duren [15, p. 21]). Let  C R be a measurable subset, and let
on € LP(Q), 1 <p < o0, andn € N. As n — oo suppose that o, (x) = ¢(x) for
almost every x € Q) and

[len@lras = [ ol < o,

Then,
/Q’gan(x) - cp(:v)|pdx — 0.

See Duren [15, p. 21] for proof. proposition 1.18 now follows from this lemma
as f(re’) — f(e'?) almost everywhere from Fatou’s Theorem 1.4 and we have
already shown that lim, 1 || fr|lze = || f]|Le-

LEMMA 1.20. Let 1 <p<oo and 0 <r < 1. Then,

O FA (1.34)
PROOF. From the mean value theorem A.23 we have
£(0) = / frdm . (1.35)
T

Applying the triangle-inequality yields

£(0)] < /Tlfr\dm-

Using Holders inequality A.7 with 1/p+1/q = 1 the equation above can be written .

1/q

1/p
()] < ( / Ifrpdm> ( / que) | (1.36)

Raising both sides of the inequality to the power p completes the proof. O

With the help of the mean convergence property we are now ready to generalize
some properties from Theorem 1.10 to H? (1 < p < c0).

LEMMA 1.21 (Point-estimate). Suppose 1 < p < oo and f € HP, then

|f(z)§(1ﬂf|zlllg)1/p forallzeD.

PRrROOF. Following the lines of [49] we consider

Fw) = (2 R e et (137)
e 1—-Zzw (1-% )2/p =Y ¥z ’ ’

— 2w

for 0 < r < 1. The idea is now to integrate |F.(e?)|P = ’f(rwz(ew))|p|cp;(ei‘9)|
with the substitution ¢, (e?) — €? such that d§ +— ¢’ (e?)df. So

/ |F (e[ dp = / £ [P a8 = [ £,112 < 1. (1.38)
T T
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From Lemma 1.20 we get the following inequality for the integral
/T|Fr(€“’)|pdi9 > [F(0)]" = [£(re-(0)["L(0) = [f(2)["(1 = [2*).  (1.39)
Comparing equation (1.38) and (1.39) completes the proof. O

1.4. Boundary functions

From Theorem 1.4 we have seen that every function f € HP has a nontangential
limit f(e’) at almost every boundary point. Let H”(T) denote the set of boundary
functions f(e?). We know from Cauchy’s integral formula that a holomorphic
function is uniquely determined by its boundary value Proposition A.23, so a Hardy
space can be identified with a subspace of the LP(T).

For the study of Dirichlet series it will be of interest to characterize HP in
terms of these boundary functions. Let 1 < p < oo from Weierstrass approximation
theorem the set of trigonometric polynomials are dense in LP(T). Thus, a function
f in LP(T) may be written as

FE) = cre™? (1.40)
kEZ
where ¢y, are the Fourier coefficients. Similarly, HP contains functions on the form

P(e) = " are*?, (1.41)
k=0

where aj, are complex constants and these functions will be called polynomials in
T. The main result is that the polynomials (1.41) are dense in H?(D).

THEOREM 1.22. For every 1 < p < oo, HP(T) is the closure of the set of polyno-
mials in e

PROOF. We begin by considering the analytic function f(2) =3_ 5  an2", f €

H?(D) and let Sy f(z) = 22;1 anz"™ denote the n’th partial sum of the Taylor

series of f at the origin. Proving Theorem 1.22 is the same as proving that for
every € > 0, there exists a k € N, such that

ISnf = fllur <€,

for every N > k. The idea is to go a small distance A into the disk, and prove that
the result holds for every 0 < A < 1. In other words

1Snyf = fllar <€

As before we write, fa(z) = f(Az). Since f € H? has a bounded norm on the
boundary it follows from Proposition 1.18 that we can choose an e such that

£
lfx = fllae < 5

Similarly, since Sy f — f(2) uniformly on the circle |z| = A, we have by the Taylor
approximation that for every f(Az), 0 < A <1 then

9
ISm0f = Fallp < 5
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for sufficiently large enough Ny. Applying Minkowski’s inequality A.9 we obtain
ISnyf = Fllae < NISNyf = fallae + 15 = fllae <e. (1.42)

Thus, proving that the boundary function f(e'?) belongs to the LP closure of the
polynomials in e*.

To complete the proof we will show that for if Py (e?) = Y")'_, axe™*? is some
polynomial such that Py converges to f € LP then f € HP. The strategy will be

to show that all the negative Fourier-coefficients to f is zero.

1 2 . i 1 27 . . .
a_p = — f(eze)ezlw do = — / (f(eze) _ PN(eze))esz dt9,
27T 0 27T 0
the last equality follows since the negative Fourier-coefficients of Py are zero. By

taking the absolute value and using the triangle inequality we obtain

1 27 . .
ol < 5 [ 1) = Pu(e®)|d0 = f = Palls <17 = Pull
0

Since Py — f the norm above can be made arbitrary small, thus proving that
a_p =0 for all kK € N. Hence, f € HP and we are done. O

To show that Theorem 1.22 does not extend to p = oo consider the function
z—1

9(z) = exp (Z+ 1

It is clear that g(z) is analytic for z € D because it is the composition of analytic
functions, and the only singular point z = —1 lies on the boundary T. The function
in the exponent (z —1)/(z+1) is a Mébius transformation and maps D onto the left
half plane C_ = {z € C: Re(z) < 0}. Since the exponential function is bounded
on C_: |e?ti| = ¢ < 1, this shows that g(z) is also bounded.

In fact, on the boundary we have |g(e?®)| = 1, for almost every 6. Hence, g is
Lebesgue integrable and g € L*°. Does this imply that ¢ € H°>°? Hardly. Look
at g(r) as r — —1. Thus, there exists a function in L° which does not extend
analytically into H*° (D).

), zeDUT.

COROLLARY 1.23. If1 <p < o0, HP is a Banach space.

Consequently, HP could be defined as the subspace of those LP functions which
all negative Fourier coefficients are equal to zero:

DEFINITION. The Hardy space H? for 1 < p < oo is the subspace of L?(T)

consisting of functions f such that f(n) = = OQW f(t)em™tdt =0 for all n < 0.
HY ={feLl:f(n)=0Yn<0}. (1.43)

Since the polynomials are dense in H? for 1 < p < oo, we will henceforth make
no distinction between the spaces H?(D) and HP(T). Thus, formally defining H?
as the closure of all polynomials with respect to the norm on the boundary

1l = (/ fl”dm> "

We take the expression above as a radial limit when necessary, that is when p = oco.
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1.5. Carleman’s inequality

The purpose of this section is to prove Carlemans’s inequality, and we offer some
historical context for the inequality. The last part is devoted to viewing some
generalizations of this inequality.

The circle is uniquely characterized by the property that among all simple closed
plane curves of given length L, the circle of circumference L encloses maximum
area. This property is most succinctly expressed in the isoperimetric inequality

A< L*/4r. (1.44)

Here A is the area enclosed by a curve C of length L, and where equality holds if
and only if C is a circle. There are many known proofs of this fact. More than
one idea can be found in the expository paper by Osserman [37], along with a brief
histor of the problem. It was Carleman [12] who in 1921 gave the first proof based
on complex analysis, in the special case of a Jordan domain bounded by a smooth
curve. In this section we will see that the theory of the Hardy spaces gives an
elementary proof of the inequality. In modern notation equation (1.44) may be

rewritten as
1 27 i 2
/\T|Qda§ 7/ |T(ew)|de> (1.45)
D 21 Jo

where T is a conformal mapping of D onto A, and is known as Carleman’s inequality.
Here do denotes the Lebesgue measure on D normalized so that the measure of D
is 1. In terms of real (rectangular and polar) coordinates, we have

1 1 .
do = —dxdy = —rdrdf, z=x+iy =re?.
T T

Note that in light of Theorem 1.22 the right-handside of equation (1.44) is nothing

more than ||7|%,. Similarly, we define

1

Ifllari= ([ 1ras) " (1.46)

In the passing we mention that the space that contains all analytic functions such
that || f||la» < oo is called the Bergman space AP, and it has a theory nearly as rich
as the Hardy spaces, see Duren [15, p. 250] for a brief overview. We will only make
use of the Bergman spaces for its convenient notation though. Thus, Carleman’s
inequality (1.45) may be restated as

[fllaz < (I f]ar - (1.47)

LEMMA 1.24. Let f(2) = Y, 50 anz" be analytic in A*, then

nﬂA2=(§jfﬁi)é. (1.48)

Jj=0
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PRrROOF. Recall from Lemma 1.11 that fqr 27k dm = it by the orthogonality of
the trigonometric system. Thus,

ik Lo - 20k 6,
/zJE‘d0:2/ r”“/zjé dmdr = J =1
D 0 T 2+j+k 1+

Applying this to equation (1.46) the norm of the A% space becomes

% ‘ % 12 %
||fAz=(/le|2dU) =(Z“ﬂ'“'€/ﬂf”kd") :(ZHJ ‘

§,k>0 k>0
By using the Riesz factorization theorem among other results Vukoti¢ presented
in [48] a modern and natural way of generalizing (1.47).

PROPOSITION 1.25. For 1 < p < oo, every f € HP belongs to A%, and

I fllaze < (||l -

PRrROOF. We begin by considering the case p = 2 first. Since f is analytic, we can

write
fz) = anz",

n>0
which converges for z € D. Squaring this we obtain
f? = Z A, 2" where A, = Zakan,k. (1.49)
n>0 k=0
Using Lemma 1.24 on f2, now gives

4 1212 _ |An|2_ 1
Il =121 = 3 T =3 o

n>0 n>0

2

E AQn—k

k>0

The last equation can be turned into an inequality by applying the Cauchy-Schwarz
inequality n + 1 times

oo n 2
1l < 35 Jagan 4l = (Z |an|2) 1l

n=0 k=0 n>0

This proves the case p = 2. Assume that p > 1, if f = 0 we are done. If f # 0
then f has a finite number of zeroes, and in particular from Riesz factorization
theorem 1.16 we can write f(z) = g(z)B(z), where B is a Blaschke product and
g € H? is zero free in D. Furthermore, from Corollary 1.17 it is known that gP/2 is
in H!, since g does not vanish in D, and || f||g» = ||g||gr». Thus,

2 2
1 llaze < llgllazp = g7/ 2IP2 < 9”212 = Nigle = 1f 112z

where |B(z)] < 1 in D from 1.15 was used to prove the first inequality and the
second inequality follows from p = 2. Which completes the proof. O

The classical isoperimetric inequality now follows directly.
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COROLLARY 1.26. Let G be a Jordan domain with rectifiable boundary of length
L(0G), and area A(G) Then there holds the inequality

A(G) < L(9G)? /ar .

PRrROOF. Appealing to the Riemann mapping theorem, we can choose a conformal
mapping F of D onto 2. Then,

2m
L(OG) = lim L(F({]z]=r}) = lim / |F/(rei®)]d0 = 27| F'| 111 .

From Duren [15, p. 44] we have that if f(z) maps |z| < 1 conformally onto the
interior of a Jordan curve C, then C is rectifiable if and only if 7 € H*.

Also A(Q) = ||7|%2, so the isoperimetric inequality (1.44) follows from || f||32 <
| f113,: applied to f = 7. O

GENERALIZATIONS FOR THE WEIGHTED BERGMAN SPACE. While
not needed for this thesis, we offer a small digression as to how Carleman’s in-
equality extends to the weighted Bergman space. See the monograph Hedenmalm,
Korenblum, and Zhu [23] for further references on the Bergman spaces. Let o > 1
and 1 < p < oo, and define the (weighted) Bergman space AP (D) as the space of
analytic functions in D that are finite with respect to the norm

1/p
1flaz = ( / Fw)Pa—1)(1 w|2>“da<w>>

Here do denotes the Lebesgue area measure, normalized so that do(D) = 1. It will
be convenient to let do,(w) = (o — 1)(1 — |w|)*~2do and to let doy = dm denote
the normalized Lebesgue measure on the torus T.

The following inequality is due to Burbea [11, Cor. 3.4] who generalized
Carleman’s inequality.

PROPOSITION 1.27 (Burbea). Suppose that f € H?, then for every integer k > 2

L
2k

11l aze = < / P dak<z>> < [ Flla- (1.50)

Let Cy(j) denote the coeflicients of the binomial series
1

_ N N (it a-—1
m—;%(])z, Ca(])-( i ) (1.51)

Notice that C1(j) = 1 for every j. Identifying C,(j) as the coefficients of the
binomial series (1 — z)~%, we find that

Cor() = D, Cali1)Caliz) - Calir)- (1.52)
Jitjet++ik=J
In particular if « is an integer, then C,(j) denotes the number of ways to write j
as a sum of a non-negative integers. Hence,

S Cal)Ca(k) = CosalD).

Jt+k=l



24 1. HARDY SPACES ON THE DISC

To prove equation (1.50) we will need to compute the norm of the weighted Bergman
space

LEMMA 1.28. Let f = ano anz® be in A%, then

Ian|2

>0 Ca(n) -

PROOF. Since f € A2, we may interchange the integral and summation as needed.

112 = /D F(2)P dou(2)
= / Z an@r"+m6i(”_m)9(a - 1)1 = rH*"2do(w)
D

Ifl%e =

n,m>0
1
=2(a— 1)/ Z lan 272" (1 — 72)* 2r dr
0 n>0
1
=3 Janl(a - 1)/ (1 — 12 dt
n>0 0

Where the substitution 72 +— ¢ was used. Using Corollary A.20 the integral becomes

! 1 nta—1\" 1
n — a=2 = — = — = -
/0 t"(1-t)*"“dt=B(n+1,aa—1) a—l( " ) CESRTR

and we are done. O

PROOF OF PROPOSITION 1.27. Againlet f(z) =}, ajz?. The idea is to
use |f|** = |f*|?> and use Lemma 1.28.

1
||inkzk :Zm > ajy - Ay,

§>0 Ji+je++ik=J

SZ( > Iaj1|2~-|ajk|2>(Daﬂ?)%nﬂifz,

J20 \j1+je+-+jr=y 720

2

where equation (1.52) was used in the second to last inequality. O

Even though the above proof was relative easy, it is not known whether Propo-
sition 1.27 holds for non-integer k.
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1.6. Hardy spaces on the polydisc

In this section we give a brief introduction to the Hardy spaces of the countably
infinite polydisk, HP(ID*>°), which in recent years have recieved considerable interest
and study, emerging from the fundamental papers [24, 14]. Much of the renewed
interest is due to a simple observation of Bohr [7], which facilitates a link between
Dirichlet series and function theory in polydiscs.

The standard reference for the Hardy space on the polydisc is the classical
monograph [44] by Rudin. We will frequently use polynomials in several complex
variables, and for bookkeeping the following multi-index notation is introduced.
DEFINITION. An m’th order multi-index on C" is the following vector
a = (a1,as,...,a) where a; € {0,1,...,m}. Furthermore |a| = ay+ag+- - -+ay =
m. For z € C" we take

a . a1 (2
2T =2 2yt 2

[e29)
n -

Any m’th degree polynomial on T™ can thus be represented as
P(z) = Z agz%,
loe|<m

where we assume that there exists some a, # 0 and |a| = m. Similarly we denote
an analytic function on T™ as

f(z) = Zaaza,
a>0
with a = (a1, a9, ).

DEFINITION. Let U be an open subset of C". A function F': U — C is called
analytic if it is continuous and analytic in each variable.

In one dimension we have studied the unit disk and the unit torus:
D={zeC: | <1},
T={z€eC:|z| =1},
where it was clear that D = T, and we made no distinction between the spaces. It
is natural to consider:
D" :={z = (z1,22,...,2,) € C": z; € D},
T" :={z = (21,22,...,2n) € C": z; € T}.
However, if we let z = (1,0,...,0) then z is on D™ but not on T, so for n > 1,
we see that 7 ¢ dD". Thus, some extra care is needed to define H?(D>), since

functions in H? (D) will generally not be well defined in the whole set D>°.
However, similar to the one-dimensional case the radial boundary limit

ff(z) = lim f(rz),
r—1-
exists for almost every z € T¢, and we can write

oy = [, 717 (1.53)
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This means that H?(D?) is a subspace of LP(T%, m,). Moreover, again as in the
one-dimensional case, for every f € H?(D?) we have

li — Foll ey = 0. 1.54
tim N = fellar ey (1.54)

Which implies that the polynomials are dense in H?(ID?). Thus, it will be convenient

to define the space H?(DY) as the Banach space completion of the polynomials
_ N Kk(n) i

F(z)=3,_0anz in the norm

TP ( / d |fpdmd)‘ |

As before we make no distinction between HP(T?) and HP(D?). A convenient
method to obtain equations (1.53) and (1.54) is to apply the LP-boundedness of
the radial maximal function on H? (D) for all p > 0. By Fubini’s theorem, the
boundedness of the maximal function then reduces to the classical one-dimensional
estimate, see [42] for details.

To define D°°, it will be convenient to introduce the set g, which consists of
elements z = {z;},;>1 € D> such that z; # 0 only for finitely many j. It is clear
that the function f can be written as a convergent Taylor series

f(z)= Z an2®, z€Dgy,

€N

Nl

and the coeflicients ¢j determine f uniquely.

DEFINITION. Let p > 1. The space HP(D>) is the space of analytic functions
on DS obtained by taking the closure of all polynomials in the norm

llancesy = ( [ 11 ame )

Here dm, denotes the Haar measure, we refer to [24] for the details, mentioning
only that the Haar measure of T*° is simply the product of the normalized Lebesgue
measures in each variable.

LEMMA 1.29. For any multi-indices o and 3 on C* we have

/ 2% 2P dmg(2) = 0ap - (1.55)
Td

ProOF. Recall from Lemma 1.11 that in the one dimensional case

holds for all non-negative integers k£ and j, by the orthogonality of the trigonometric
system. Applying this for each of the d variables completes the proof. O
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1.6.1. The Cole-Gamelin estimate

We now wish to show that point evaluations at a point z in

DN ={zeD®: Y |z <+oo},

Jj=1

extends continuously to HP(T*). This was first shown by Cole and Gamelin in
[14].

PrROPOSITION 1.30 (Cole-Gamelin). Let f € HP(T*), where p > 1 then

o= (11 1_1|) AT

Jj=1
and the inequality is sharp.
PROOF. Let P(z) be a polynomial with z € D%,
|P(z1, 22, ,2a)P.

By applying the standard point-estimate 1.21 to z; we obtain
1
|P(z1, 22, ,za)|P < W/ |P(w1, 22, -, zq)|P dm(wy) . (1.56)
—lz117 Jr

Applying 1.21 to 22 in equation (1.56) gives
2
|P(21, 22, za)|P < H L |P(wi,wa, -+, za) [P dma (w1, we),
e I |Zj|2 T2
by repeating this process and applying the point estimate to each variable we obtain

d
1
P 9 < || - Pl?d .
| (217227 7Zd)| —m:11_|zm|2 /[Fd‘ ‘ mgq

Letting d — oo completes the proof. That this inequality is sharp follows since the
point-estimate in one variable is sharp. O

1.7. Helson’s inequality

The purpose of this section will be to generalize Carleman’s inequality (1.47)

(X k) < [1f1am, (157)
k>0

to T°°. In other words we wish to prove that

THEOREM 1.31 (Helson’s inequality). Given f € H'(D>) then

|aoz|2 2
(Z (1+a)(1 +a2)~-~> < Nl o=y 5 (1.58)

a>0

where a > 0 means the unbounded multi-index o = (aq, g, - -+ ).
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PROOF. As before it suffices to prove Theorem 1.31 in d variables, and then take
closure of the analytic polynomials. We let f(z) be a polynomial of j = 1,...,d
variables, and following Helson [26] define the operator T as

B3 et =X

a>0 a>0

Where again the multi-index notation defined in section 1.6 was used. Helson’s
inequality (1.58) can now be written as

1Ty~ Tafllazerey < | fllarcray - (1.59)

The idea is now to apply Carleman’s inequality (1.57) to the first variable of
f(z1,- -+, zq) in the left hand-side of equation (1.59)

2\
171 Tafll zz(ray < (/ (/d ) T2 Taf| dmdl) dm1> : (1.60)
T Td—

The next step is to use Minkowski’s continuous inequality A.10;

[/X (/Y|f<x,y>|dv<y>) e ] /(/ £ ()2 >)5dy<y),

to the right-hand side of (1.60), thus reversing the order of integration

1
2
Ty - Tafll g(ray < /(/ Ty -+ Ty f|? dm1> dmg_1 .
T \JTd-1

We now have one fewer T's, and one variable removed from the inner integral. Re-
peating this process of alternating between Carleman’s and Minkowski’s inequality
d — 1 times to the right hand-side of equation (1.59) we obtain

1
||T1 . "TdeHQ(Td) S/ (/ |Tdf|2dmd1) dm; .
Td-1 T

A final application of Carleman’s inequality and Minkowski’s inequality shows

1
T
IT1 - Tafllgzray < (/Td | f] dmd) = I fl a2 ¢rey -

Taking the closure of the analytic polynomials now completes the proof. O



CHAPTER 2

Hankel forms

The purpose of this section is to introduce the bilinear forms, the Hilbert matrix,
and prove Nehari’s theorem in its original form.

It was Hankel [18] who in 1861 began the study of finite matrices whose entries
depend only on the sum of the coordinates, and therefore such objects are called
Hankel matrices. In particular, Hankel forms was first represented by matrices
(@n+k)n.k>0 wWhere (an)n>0 is a sequence of complex numbers and was originaly
used to study moment problems.

The theory on Hankel forms had a latent development, but after the work of
Nehari [33] [1957] and Hartman [22] [1958], the theory rapidly evolved. The classical
framework for the theory of Hankel operators is the sequence space

= {x = (210 |72 = Z lzp|? < oo},.

k>0

We will identify ¢2 with the Hardy space H? of analytic functions in I

H? = {f(Z) =Y an2": | flfe = Y lanl* < 00}-

n>0 n>0

We see from the expression above that the vector f = (ag,a1,--+) € £? is iden-
tified with the analytic function f(z) = Y, an2"™ € H? and vice versa. This
identification was explicitly shown in Theorem 1.10 and will be used frequently.

2.1. Bilinear forms

DEFINITION. Let a = {an}n>1, b = {bn}n>0 be two sequences in £2. Then the
map A: £? x {2 = C defined by

A(G, b) = i i Am,nambn )

m=0n=0

is a bilinear form.

Where the double sequence { Ay, 5 }m.n>0 can be viewed as a matrix with indices
Ay m- As a reminder we will from here on out use the notation ), -, to denote
double series, when no confusion is possible. A bilinear form is said to be bounded

29
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if there exists a positive constant K such that

S Apnanb SK<Z |an|2> (DW) . (2.1)
m,n>0 n>0 n>0

The smallest number K for which the inequality holds is referred to as the norm,
and we write ||A|| = K. This is attained when |A(a,b)|/||a||||b]] is maximized, thus
we define the operator norm of A as

Ala, b
14 = sup @O A, (2.2)
a,bel? llallllo]] a,bel?
a,b#0 [lal|=]lbl|=1

where the norms of a and b is the /2 norm.

Among the numerous bilinear forms which have been studied [20, Chp. VIII,
IX], there are some whose coefficients A,, ,, of the special types a(n + m), where
the function a(n) is defined for integral values of n. We will denote these bilinear
forms as Hankel forms:

DEFINITION. For a sequence p = (p1, p2, p3,...) € £? its corresponding Hankel
form on £2 x ¢? is given by

p(a7b) = Z ambmpernu (23)
m,n>0

which initially is defined for a,b € £2.
PROPOSITION 2.1. Let f,g be in H%. Then,
Ho(f9) = (f9, ) > = pla,b), (2.4)
induces a Hankel form on €2 x £2 where
= Z/Tnz”
n>0

The function ¢ is called the symbol of H.

PROOF. Since f,g € H? this implies that f,g are analytic functions on the form

z):Zamzm and g(z sz

m>0 n>0

Using equation (2.4), a computation at the level of coefficients shows

Hw(fg):/fg pdm

Z am npk/ mEn sk dm = Z b prtm = pla,b).

m,n,k>0 m,n>0

The integral was evaluated using Lemma 1.11, since z™*" and z* are orthogonal
on L2 O
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Similar to equation (2.1), we define H,, to be bounded bounded if there exists
a real number k such that for all f,g € H?

[H(f9)| < Ellfll=lgllz

The smallest possible k is obtained by maximizing |H(fg)|/[|f|/[|gl|. Thus we define
the norm of H, as

(fg, ) 2]
||Hw|| = Ssup W = sup [(fg,¢) =1, (2.5)
f.geH? 9 f.g€H?
1,970 IFI=llgll=1

where the norm of f and g is the H? norm. If ¢ is in H>, we obtain a very simple
bound for ||Hy||.

PrROPOSITION 2.2. Let H, be a Hankel form, and let ¢ in H*. Then
[Hell < llell s - (2.6)

PROOF. A direct computation of the inner product yield,

H,(fg)) = \/Tf-wdm

< sup|</>

< sup o) ( / |f|2dm> (|g|2dm) ,

where the first inequality follows by takmg out by taking the supremum of ¢, and
the latter from Cauchy-Schwarz. As the last expression is |||z || || g2 ||g|| z2, the
proposition follows directly from equation (2.5). O

2.2. The Hilbert matrix

As seen in Proposition 2.1 every Hankel form can be viewed as the inner product
of two functions in H2. Another simple integral that produces Hankel forms is the
following,

1
H(fg) = [ fa)dz, L (27)
0
PROPOSITION 2.3. The integral (2.7) is a Hankel form with symbol
= k: + 1°

PRrROOF. To see that ¢ is the symbol, we compute H(fg) at the level of coefficients:

1
b

z)dz = - Smtn g, — amin. 2.8

e R P e

Where the interchange of the sum and integral follows since f, g € H2. Comparing
this with equation (2.3) we see that

1

_. 2.9
m+n+1 ( )

Pm+n =
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Thus the symbol can be written

o(z) = ;} H%Zk = /01 (;(zw)k> dw . O

We can view pp4m of H(fg) as the coefficients of the following matrix

DEFINITION. Let M: ¢? — ¢2 be the following matrix

1 1p 1/3
1 Y2 1zt
o (1) ™ |

We define M as the Hilbert matriz.

Since ¢ is not bounded, we obtain from Proposition 2.2 the un-interesting
bound ||H,|| < co. The purpose of the remaining part of this section is to prove
that ||H,|| in fact is bounded.

THEOREM 2.4. The Hankel form H, is a strictly positive and bounded on H?
and | H|| = .

This is the same as proving

1 1
e =(Zr) (Zme)
<7 a b , 2.10

n%;on+m+l_ glnl n%;'n' (2.10)
where the constant 7 can not be improved, in other words showing that | M| = .
Equation (2.10) is part of a family of inequalities all known as Hilbert’s inequality.
The history of the Hilbert’s inequality is briefly explained in Hardy, Littlewood,
and Pélya [20, Chp. IX]. According to this Hilbert first proved his double series
theorem in his lectures on integral equations. The theorem states that there exists
some positive constant C, such that for any real square summable sequence {a,, }

one has
Amanp 2
E < E . 2.11
m+n — ¢ G (2.11)

m,n>1 m>1

Hilbert proved this equation with the constant C' = 27, and later Shur improved
this bound, proving that the optimal constant was C = w. We will not prove
equation (2.10) here, but instead prove the weaker version (2.11). The reason for
this is twofold.

Firstly it was shown in Hardy, Littlewood, and Pélya [20, p. 233] that equa-
tion (2.11) may be sharpened into (2.10) by using a discretization of the continuous
version of (2.11) and the Hermite-Hadamard inequality. The details are omitted
as we will later prove the strongest version of Hilbert’s inequality using Nehari’s
theorem.

Secondly, the proof for the weaker version (2.11) has a natural extension to
Hankel forms for Dirichlet series. The same does not hold for equation (2.10), see
Brevig and Perfekt [9] for further details. To simplify the writing, Hilbert assumed
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in (2.11) that a,, = b,. While it is a well-known fact that this restriction does not
change the bound of the form, we will instead follow Steele [47] and prove

1 1
Qb 5\ 2 )\ ?
’Z il gﬁ<zam> (Z) | (2.12)
m,n>0 m>0 n>0
A naive first attempt to prove equation (2.12) would be to use Cauchy-Schwarz

(Z asﬁs)QS doar Y B, (2.13)

m,n>1 m,n>1 m,n>1

directly with
Am, 6 _ bn
\/n—l-m’ S_\/n—i—m7

By design, the products a0, recapture the terms one finds on the left-hand side
of Hilbert’s inequality, but the bound one obtains from Cauchy’s inequality (2.13)
turns out to be disappointing. Specifically with the choices above we have

bn \2 2 b2
(E: “"7") <y _%m Sy (2.14)
n—+m n—+m n+m
m,n>1 m,n>1 >1

m,n-~

o = s=(n,m).

where unfortunately the right-hand side diverges. The first factor diverges like an
harmonic series when we sum over n, and similarly 32 diverges when we sum over
m. Thus, we will instead look at the parametric family

a m\* b n\*
n—i—m(n) ) 65:n—|—m(m) s sz(n,m),

where 0 < A < 1 will be chosen later. The reason for the choice above is simple,
For large n, ag ~ am/n“‘l. So a, behaves like a real Dirichlet series for n, and
hence converges for A > 0. Applying Cauchy—Schwarz (2.13) on ) a3 yield

2
A bn a? m\ > b2 n\*
< m — n — . 2.1
(Zomte) < w i (0w 2 (a) en

m,n>1 ,n>1 m,n>1

Qg =

We will now bound the right-hand side by an integral estimate, and by symmetry, we
only need to consider one of the factors. For any non-negative decreasing function
f:]0,00) = R, we have

> fn) < / f(z)de . (2.16)
n>1 0
Specifically for the function f(z) = m?*2?*(m +2)71,

(m/m _ [ 0P ey [Ty
3 < /0 d /0 dy (2.17)

. )
et n-+m m-+x 14y sin 2w A

where the last equality follows from Lemma A.18. As sin27A is maximal when
A = 1/4, we obtain 7 as the constant. Even though A = 1/4 gives the best constant,
it does not prove that there does not exists a smaller constant C' < « that satisfies
(2.11).
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PROPOSITION 2.5 (Hilbert’s inequality). Let a,, b, be real square summable
sequences, then

< (Z ai)é(z ai)é, (2.18)

m>1 n>1

>

m,n>1

and the constant m can not be improved.

ProoF. Using the Cauchy—Schwarz inequality on the sequences

Oyyon = - ) ﬂmn: _ ’
’ n+m\n ’ n+m \m

we obtain the following bound

>l (say L m(Th X A2,

m,n>1 m>1 n>1 n>1 m>1

By taking the square root and applying the integral estimate equation (2.17), we
obtain (2.18). To prove that the inequality in (2.18) is sharp, we note that both
sides of converges for

an () := by (e) :=n~1+e)/2 e>0,

but fails for € = 0. The idea is to ’stress’ the inequality by seeing what happens as
¢ — 0. By the standard integral estimate (2.16)

Zm 1= E</ x_l_adle.
m>1 €

Thus, we obtain the following estimates for the sums
> a, = Zb2—7+0 1), (2.19)
m>1 m>1

where O(l) is some function that is bounded as ¢ — 0. Similarly,

/ / (zy) “*5)/2@:/oox—l—a/oou—uﬁ)m@.
m+n z+y 1 1/z 14+u

We now need an estimate for the last integral. A standard calculation shows

1/x , —(1—€)/2 1/ —1/2
/ — du < / xu_(1+8)/2 du = —2 3072 < / :
0 1+u ~—Jo 1-¢ 1/2

n, m>1

Hence the error in replacing the lower limit in the inner integral by 0 is less than
x~%/a, where « is positive and independent of €. Integration gives

o 1 1
/ w_l_‘g-x_o‘/adx:7<—2.
1

ala+e)  «
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Using this and Lemma A.18 we obtain

Z ambn _/ Lo-1-e (/ u—(1+e)/2 du +O(m_°‘/a))
m+n 1 0 1+u

n,m>1
1 = 1 7T
= 1/a?) = =4 ——— 1
Esinﬂ/2+0( /o) s{sinﬂ/2+0( )}’

for sufficiently small €. Here o(1) is some constant that tends to 0 as € — 0, to be
precise o(1) = ¢ - O(1/a?). Combining equations (2.19) and (2.20) we obtain

2 o e(x) (59)

n,m>1 n>1 n>1

(2.20)

for e sufficiently small. This proves that 7 is the best possible constant for (2.18). O

COROLLARY 2.6 (Hilbert’s inequality). Let a,, b, be real square summable se-
quences and 1 < p < oo. If ¢ € R satisfies 1/p+1/qg=1. Then,

amb T L 3
mon_ P)( be)", 2.21
Z>1n+m_sin7r/p(;a” ngl n ( )

m,n-=

and m/sin(7/p) is the best possible constant.
ProoOF. To prove the more general case we may apply Holders inequality for sums

(m/n)'/4 g (n/m)'/P i
5 e (L y ) (S W)

m,n>1 m>1 n>1 n>1 m>1

= (Si;;/qf <Sm7r/p) (;ap>p (;bgL)q

- sm?T/p (Z ap) (;b%)

The first equality follows from the integral estimate and Lemma A.18, the second
from equation (A.21). Proving that 7/ sin(w/p) is the best constant, can be done
similarly as in the case p = 2, now with the sequences

an =m~ /Py = (Fe)/a e>0. (2.22)
See Hardy, Littlewood, and Pélya [20, p. 232] for the details. O
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2.3. Nehari’s theorem and weak product spaces

In this section we aim to introduce and prove Nehari’s theorem, and use it to study
the strongest form of Hilbert’s’” inequality. From Proposition 2.2 we have that the
Hankel form

pla,b) = Z AmbnPmin

m,n>0

is bounded if the symbol

p(2) =Y 2",

n>0

is bounded in the essential supremum norm. Nehari’s theorem gives the reverse
implication, namely that every bounded Hankel form has a bounded symbol, and
the smallest such symbol coincides with the norm. As we will see this is equivalent
to that H'(T) admits weak factorization. Before we can give the formal definition
of Nehari’s theorem, we need to introduce the following projection.

DEFINITION (Riesz projection). We define, P, : L*(T) — H?(T), by

P+f(z):chzk, zeT,

k>0

as the Riesz projection. Here f(z) =3, o, cx2" is a complex-valued function on T,
and {cg }rez are the Fourier coefficients of f € LP(T).

LEMMA 2.7. The Riesz projection Py, is a nonzero orthogonal projection. In
other words | P|| = 1.

ProoOF. It is clear from the definition of the Riesz projection that P_f = P,
and (Py f,g9)12 = (f, Pry)r2 holds for all f,g € L2 Thus showing that P, is an
orthogonal projection from L? to H?. For the second statement let f € H? and
P, f #0, then the use of the Cauchy-Schwarz inequality implies that

<P+fap+f> <f7P-12-f> <fap+f>

1Py fIl = = = < I fllze -
P4l 1P fI 1P A
Therefore ||Py|| < 1. However if P, # 0, then there exists an f € L? with P, f # 0
and [Py (Pyf)]| = [Py = 1. O

THEOREM 2.8 (Nehari’s Theorem). The Hankel form H, is bounded on H? if
and only if there exists a function ¢ € L such that Py = ¢ and

H,| = inf o, 2.23
[ Holl P+¢:¢”w”L (2.23)

where Py: L?> — H? is the Riesz projection.
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2.3.1. Weak product spaces

Weak products on Hardy spaces have their origin in the work of Coifman, Rochberg,
and Weiss [13]. We define the weak product H2® H? as the Banach space completion
of the finite sums f = >, grhy where fi, g, € H?, under the norm

1fll20mz = inf Y lgklls |kl (2.24)
k

where the infimum is taken over all finite representations of f as a sum of products.
In other words H?® H? is the closure of all finite sums f = > 9ihy, for g hj € H?
under the norm (2.24).

PROPOSITION 2.9. Suppose that g € HP and h € H? with 1 < p < q < 00 and
1p+1/g=1/s < 1. Then |lghllu- < lgllus||Bllis, and gh € H>.

Proor. This follows directly from Hoélders inequality
lghllzs < llgllae - 1Rl e, -
Since g € H? and h € HY, then || g||g»||h]|ge < 0o and so gh € H*. O
Proposition 2.9 allows us now to prove the following tautology.

PROPOSITION 2.10. Let H?> ® H? be defined as above. Then H' = H?> ® H?,
meaning every function in H' lies in H> ® H? and vice versa. In addition the
norms are equal:

| fllzzomz = || fllar -

PROOF. Proposition 2.9 proves the inclusion H?> ® H? C H!. However from
Corollary 1.17, every function f in H' can be written as a product gh, where g
and h are functions in H2. This proves the inclusion H' ¢ H? ® H?, and thus
we have H' = H? ® H2. Corollary 1.17 says that every function f € H' we have
£z = llgllz2|[l| 2. Thus,

Il = llglle=lhll g2 = ir;fz g3l 211l 2 = | Fll 2012 -
J
From the definition we have f =3 ;95 h;, and the triangle inequality

1A = (1D gihill g <D0 gslle 1z -
J J

Taking the infinum with respect to all representations g;, h; proves that || f||z: <
| fll 2o e u
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2.3.2. Nehari’s Theorem
LEMMA 2.11. Suppose that ¢ generates a Hankel form on H? x H?. Then,

[Holl = lloll (2o m2)- - (2.25)
ProOF. By explicitly writing out both sides of equation (2.25), we have
|(fg. o) m2|
[Hpll = sup rm—rr—, (2.26)
U pgene [ flluz gl
lolomy = sip Al 2.27)

remzon? ||fllrzom)
To prove 2.11 we will first prove that (2.26) is greater or equal to equation (2.27),
and then prove the reverse inequality. Let f € H?> ® H?, since f = Y ;95 hj, we get

(Foo)mel <Y [gihis @)z |< 1HGN Y lgill eIl e -
i j

Where the first inequality follows from the definition of f and the triangle-inequality,
and the second from (2.26). By taking the infinum over all finite representations
we obtain

[(fs o)z | < [ Hollll fll2om2

by the definition of the norm of H?® H?. This proves the inequality ||¢||(m2om2) <
|Hy||. Similarly,

[{gh, )i | < llghll 2oz ol (2o m2)-
< llglazllbllmz el (2 ome)- -
First inequality follows from equation (2.27), and the second from the definition

of H? ® H?. Proposition 2.10. Since inf 225 lgillllAsll < [lgllz2| f|[ 2. This proves
that || H,|| < [|¢l|(z2@m2)- and thus our claim is proven. O

Before we can prove Nehari’s theorem we need to recall a few general concepts
about Banach space from functional analysis. Let X be a Banach space, and let
S be a closed subspace. A coset of X modulo S is a subset £ = x + S consisting
of all x + y, where x is some fixed member of X and y € S. Two cosets are either
identical or disjoint. The quotient space X/S has as ts elements all distinct cosets
of X modulo S. Finally, the norm of a coset £ = x + S is defined by

= inf . 2.28
1]l = Inf [|lz + ] (2.28)

Under this given norm, X/S is complete, and therefore itself a Banach space.
The annhilator of the subspace S is the set S+ of all linear functionals ¢ € X*
such that ¢(z) = 0 for all x € S. Tt can be verified that S+ is a subspace of X*.

PROPOSITION 2.12 (Duren [15, p. 113]). The space (X/S)* is isometrically
isomorphic to S*. Furthermore, for each fived v € X,

max z)|. = inf ||z +
wes%llw\lﬁlkp( )| yesll yll,

Where max indicates that the supremum s attained.
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PRrROOF. For each fixed ¢ € S*, the class of all extensions ¢ € X™* is a coset
in X*/S+. Tt is clear that this correspondence between S* and X*/S* is an
isomorphism. In fact, ||¢|| < ||¢] for every extension #; and, by the Hahn-Banach
theorem, there is at least one extension for which [|¢|| = ||¥||. Thus, for the coset of
extensions of ¢, the infimum defining the norm is attained, and is equal to ||¢|. O

As we saw in Chapter 1, the polynomials are dense in H?, if 1 < p < co and
H? is a Banach space. If 1 < p < oo, the set of boundary functions of H? is the
subspace of LP for which

27
cn:/ emef(ew)d@:O7 n=12,...,
0

the negative Fourier-coefficients vanish. In particular if each f € HP is identified
with its boundary function, H? can be regarded as a subspace of LP. According
to the Riesz representation theorem, every bounded linear functional ¢ on LP
(1 < p < o0) has a unique representation

W) = /T fgdm, gelt, (2.29)

where 1/p+1/g = 1. In fact, ||¢| = |94, and (LP)* is isometrically isomorphic to
L. Since HP is a subspace of LP, then Proposition 2.12 can be used to describe
(HP)* if the annhilator of H? in (LP)* can be determined. But if g € L? annhilates
every HP function, then surely

2m
/ emge®)dd =0 n=1,2,....
0

Therefore g(e'?) is the boundary function of some g(z) € HY, and g(0) = 0. We
will denote this class of functions as H{. Conversely, if g € H{, it follows that

/fgdm:o,
T

for every f € HP. Hence H{ is the annhiliator of H?, and it follows form Propo-
sition 2.12, that (HP)* is isometrically isomorphic to L?/H{. Actually, we can do
a little better and replace LY/HJ by L?/HY, since the correspondence £ <> e¥¢
between cosets of the two spaces itself is an isometric isomorphism. In summary:

LEMMA 2.13. For 1 < p < oo, the space (HP)* is isometrically isomorphic to
L1/HY, where 1/p+1/q=1.

PROOF OF NEHARI’S THEOREM 2.8. Combining Propositions 2.10 and 2.10
we see that

[Ho |l = llpll ez -

From Lemma 2.13 we have shown that the dual space of H' is isometrically isomor-
phic to L>°/H®° Since this is a subspace of L> the Hahn-Banach theorem A.21
states that ¢ extends to a bounded linear functional on L*°. Thus proving that

H,| = inf o, 2.30
IHgll = inf el (230

where P, : L? — H? is the Riesz projection. This completes the proof. (]
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2.3.3. Bounded symbol of the Hilbert matrix

Let us indicate an alternative proof (in fact, the original approach of Hilbert) of the
fact that the usual Hilbert matrix has norm 7. The strongest version of Hilbert’s
inequality is

Gmbn 2 H 2 H
E — < E E 2.31
’ m+n _C< am> ( |bn|> " (2:31)
nzizio m>0 n>0

which also can be stated for two-tailed sequences {a.m, }mez and {by, }nez. Similar
to the classical Hilbert inequality the symbol to equation (2.31) is

1, N n i
0(0) = Z ﬁeme = Z @(n)e™” =log(1 —e').
n>1 n>1

Note however that gives the bound C < ||¢||L~ = co. To obtain a better bound
we note that since ¢ € H? we have ¢(n) = 0 for all n = —1,—2,.... Thus we may
add as many negative Fourier coefficients to ¢ and still have a symbol for (2.31).
By adding every negative Fourier coefficient we obtain

L1 1 1
inf in6 in6
— - Z = = . 2.32
¥(0) E € + E e E e (2.32)
n=-—00 n=1 neZ
n#0
Thus, on one hand we have

p(0) = Pry(0), (2.33)

while on the other

b0) =23 S0 g

Here the first equality follows from splitting and regrouping the series, while the
second follows from Proposition A.15. We thus obtain the following bound

[H] < |[¢llgee =7

Similar what was done in section 2.2 we can prove that the constant 7 in equa-
tion (2.31) is sharp, by stressing the inequality. Since the inequality is sharp,
Nehari’s theorem tells us that we have found a function ¢ € L? such that ¢ = P,
and [[Hy|| = |||z~ = 7

2.3.4. Nehari’s theorem on the polydisc
We briefly mention that the proof above can be extended into the polydisc d > 1,
and as in the one dimensional case the following two statements are equivalent:

e Hy is a bounded Hankel form if and only if the symbol ¢ in L>(T?) is
bounded.
e H!(T?) admits weak factorization.
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Factorization on the polydisc D¢ is however a much subtler matter. That H*!(D?)
admits a weak factorization is a a highly nontrivial result that was first proven for
d = 2 by Ferguson and Lacey [17], and extended to d > 2 by Lacey and Terwilleger
[30].

THEOREM 2.14 (Ferguson-Lacey, LaceyTerwilleger). H'(D?) admits weak fac-
torization, in other words
HY(DY) = H*(DY) © H*(DY), l<d<oo.
Our purpose is to explore to explore whether the two statements above are
equivalent in the infinite dimensional polydisc T°.






CHAPTER 3

The Hardy space of Dirichlet series

In this chapter we will study Dirichlet series of the form

f(s)=> anm™*, (3.1)

n>1

where s = o + it is a complex variable. Such series has a long history beginning
in the nineteenth century, and the interest was due mainly to the central role that
Dirichlet series play in analytic number theory. The general theory of Dirichlet
series was developed by Hadamard, Landau, Hardy, Riesz, Schnee, and Bohr, to
name a few. However, this research took place before the modern interplay between
function theory and functional analysis, as well as the advent of the field of several
complex variables, and thus the field was in many ways dormant until the late 1990s
[46].

Much renewed interest in Dirichlet series is due to the 1997 paper of Hedenmalm,
Lindqvist, and Seip [24] which introduced #2, the Hilbert space of Dirichlet series
with square summable coefficients!. This chapter starts with the study this classical
space. Then he Bohr correspondence is introduced, which we will use to create an
analouge space to HP for Dirichlet series.

3.1. Preliminaries

Similar to Chapter 1, we will briefly recall some classical facts about the Dirichlet
series. Our main reference is Apostol [2, Chp. XI].

DEFINITION. An arithmetical function is a function f: N — C.

DEFINITION. An arithmetical function f is called multiplicative if f is not iden-
tically zero and if

f(mn) = f(m)f(n), ged(m,n) = 1. (3.2)
A multiplicative function f is called completely multiplicative if we also have
f(mn) = f(n)f(m), m,n € N.

REMARK. We note that the function f(n) = n=*, where s is a fixed real or complex
number is completely multiplicative. Fixing n = 1, we see that (3.2) implies that

F1) = 1.

INote that Hedenmalm, Lindqvist, and Seip used the notation for . for this space. After the
work of Bayart [4] the notation changed to J#2.

43
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The study of half-planes will be important in this chapter, and for that reason
we introduce the notation

Cy:={s=o0+it: o >0}, (3.3)

where 6 can be any real number. In contrast to the power series the regions
of convergence for Dirichlet series differ when we consider pointwise convergence,
uniform convergence or absolute convergence. Given f(s) we can define at least
three abcissas o, , 0y, 0, of convergence.

(1) o. is the smallest o such that f(s) is convergent in C,,.

(2) oy is the smallest o such that f(s) converges uniformly in C,, . for any
e>0.

(3) 04 is the smallest o such that f(s) converges absolutely in C,, .

THEOREM 3.1. If the series ), -, apn™° does not converge everywhere or diverge
everywhere, then there exists a real number o., called the abscissa of convergence,
such that the series converges for all s in the half-plane o > o. and diverges for all
s in the half-plane o < o..

THEOREM 3.2. Suppose the series Y. |amn~ 2| does not converge for all s or
diverge for all s. Then there exists a real number o, called the abscissa of absolute
convergence, such that the series > amn™° converges absolutely if o > o4, but does
not converge absolutely if o < .

Since absolute convergence implies convergence we have trivially —oco < g, <
oy < 04 < 00. See figure 1 for a comparison of the different abscissas.

Divergence Convergence
(;Coiﬁ,(iiggﬁi Absolute convergence
Oc Oq
FI1GURE 1.

REMARK. The function f(s) may continue analytically in a region bigger than
Co.. Let g(s) =>_,51(=1)"n"% =2((s)(27° — 1/2), then 0. = 0, but 0, = 0, = 1.
We want to clearify what the relation between o, and o, is. Of relevance is
the abscissa of regularity and boundedness which was studied by Bohr:
(4) oy is the smallest o such that f(s) converges at some point s and it is
bounded in Cg, 1. for any € > 0.
Bohr [7] proved further that

LEMMA 3.3. For all Dirichlet series f(s) =3_,5; ann™*, we have o, = 0y

In particular this means that whenever we have an analytic function f that
coincides with a Dirichlet series in a half plane C, and it is holomorphic and bounded
up to Cp with b < a, then the Dirichlet series converges uniformly to f up to Cy.
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3.2. The Hardy-Hilbert space .7
As done by Hedenmalm, Lindqvist, and Seip [24], we introduce the space
P { e Dl < o0}
n>1 n>1

In other words %2 is the Hilbert space of Dirichlet series with square summable
coefficients, and is a natural analogue of H?(T) for Dirichlet series.

DEFINITION. Given two Dirichlet series f(s) = Y. a,n"* and g(s) = Y. b,,m™*
in 22, We define

(f.9)e2 =) anbm (3.4)

m,n>1

as the inner product on s#2. This induces the following norm on 472

£lle2 = (s Foer = lanl*. (3.5)

n>1

In Theorem 1.10 we showed the basic properties of the Hardy space. The
purpose of this section is to develop similar results for .2

THEOREM 3.4. Let f(s) = 3,51 amn ™%, g(s5) = ., 51 ann™® be in A Then

(1) The largest half-plane of convergence for a Dirichlet series f(s) in 2 is
Ci/2. Meaning there exists Dirichlet series in 2 that does not converge
in the any half-plane bigger than Cy /5.

(2) We have the point estimate

|f(o +it)| < C(20) 2| f]|ee -

(3) The space 32 is the closure of Dirichlet polynomials P(s) = Z:Ll apn=*®
under the norm

Y
1P|z = <T15noo2T/T |P(it)| dt) (3.6)

(4) For o > 1/2 we have the following embedding inequalities

1 12
= [irarz+ior;

5 < ClflZe

T+1
sug/ |f (o +it)2dt < C?||f|%p2-
TE T

By applying Cauchy—Schwarz on (3.1) we obtain two important properties

1

<> ann| (Z\an\) ()" (3.7)

n>1 n>1 n>1
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Since n® = e*logn = elotit)logn — pogitlogn implies |n®| = |n?|. So the abscissa
of absolute convergence is at most 1/2 for Dirichlet series in 2. In addition this
shows the point-estimate

()] < 1€ flle2
where again s = o + it is a complex variable. To prove that C;/; is the largest
half-plane of convergence for .72 consider f(s) = ((1/2+¢e+s) € 2, where € > 0.
Then f converges in the half-plane Cy /5. and diverges otherwise. Before we can
define the inner product on .2 it will be useful to show the following:

THEOREM 3.5. Given two Dirichlet series f(s) = . 5 a,n™° and g(s) =

Y oms1 byyn~° with abscissae of absolute convergence o1 and oo, respectively. Then
for all a > o1 and B > o9 we have

lim —/ Fla+it)g(B +it) = ZZZ% (3.8)

T—o0 2T
n>1

ProOOF. Expanding we have

it
favioglrm = | 5o | [t ) = 5 o (%)
n>1 n>1 n,m>1
00 it
B anbn ambn (1
Syl Yy e (1)
n>1 m,n=1
m#n

Now by the triangle-inequality

> 15

m,n>1

Z lam| Z 12

m>1 n>1

manb

so the series is absolute convergent, and this convergence is also uniform for all ¢.
Hence we may integrate term by term and divide by 27 to obtain

dt anb 2 ambn [T dt
_ - E n E ' m7n ettlog(n/m) 2
/ Hla+itg(s Zt)?l n“‘*‘ﬁ L= mnt [T 21 (39)
n;,;én

For m # n we can write the last integral as

1 /T itlog(n/m) gy _ sin[T'log(n/m)] _0 < 1)
-T

2T T log(n/m) T

Again the double series converges uniformly with respect to T since (sinz)/x is
bounded for every x. Hence, we can let T — oo in equation (3.9) to obtain the
statement of the theorem. g

COROLLARY 3.6 (Carlson’s theorem). Let f(s) = > an,n™* be analytic in Cy
and bounded in every half-plane Re(s) > § with § > 0. Then, for each § > 0,

T
> lan>n ™7 = lim i[ |f(o +dt)|?dt . (3.10)

n>1
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Letting o — 0 in (3.10), and comparing with (3.5) immediately gives the corollary.

COROLLARY 3.7. If f(s) = Y07, apn™* is convergent and bounded in Cy, then
f e st? and

—0\ T—oo 2T

T 1/2
1£1%02 = lim ( lim L/ flo+it)f(o +it) dt) . (3.11)
g -T

Note that this together with Lemma 3.3, implies Bohr’s inequality |0, — 04| <
1/2. However as the largest halfplance of convergence for Dirichlet series in 52 is
C1/2, we introduce & the set of all Dirichlet polynomials,

P(s) = Z apn”?°, seC.
n=1
As the Dirichlet polynomials converges in C, and is bounded we obtain from
Corollary 3.7 the following equivalent definition of .72

DEFINITION. The space #? is the closure of Dirichlet polynomials P(s) =
N —S
Y n—1 ann”® under the norm

1
2

N B
1P| = <T15n002T/ |P(it)] dt) (3.12)

T

3.2.1. The embedding constant

As mentioned in the introduction, functions in J#? are analytic in the half-plane
Cy 2. It is therefore interesting to investigate how they behave along the along the
abscissa ¢ = 1/2. In this context, the most important question is the embedding
problem, first considered implicitly by Montgomery and Vaughan, and addressed
again by Hedenmalm, Lindqvist, and Seip. We will see in this section a practical
application of a bilinear form to obtain a sharp estimate for one such embedding.
The Embedding inequality can be formulated as follows:

THEOREM 3.8. The embedding inequality

T+1
wg/ F(o+ i) dt < C|[f 3 (3.13)
T€R J+

holds for every f in 7%, ¢ > 1/2 and C is a constant independent of o.

An important consequence of this theorem is that it shows that the Dirichlet
series in 2 are locally L%-integrable on the line Re(s) = 1/2. It suffices to obtain
(3.13) for finite Dirichlet series f, since on compact subsets of C /5, elements of % 2
are uniformly approximated by them. Moreover, by the Poisson integral formula,
we see that it suffices to consider the limit case o0 = 1/2. Thus the embedding
inequality may be restated as:

T+1 1/2
(/ unmwmﬁ dt < C|fll e (3.14)
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There are several proof of equation (3.14) in standard litterature, Hedenmalm,
Lindgvist, and Seip used a version of the classical Plancherel-Polya inequality [24,
Thm. 4.11], while Olsen and Saksman prefered methods from Fourier analysis [35,
pp. 36-37]. Lastly one may also prove the inequality using a general Hilbert—type
inequality due to Montgomery and Vaughan [31]. It should be pointed out that
these proofs do not give a precise value for the constant.

However, by employing the embedding of #2 into the conformally invariant
Hardy space of Cy /3, Brevig [8] was able to obtain an optimal value for the equivalent
embedding:

THEOREM 3.9 (The Embedding Inequality). Suppose that f(s) = 2?21 apn=*®
is in 2. Then

d : ~
(}T / |f(1/2+ix)|21fx2> < Cllfllsez (3.15)

and the constant C = V2 is optimal.

We will first prove Theorem 3.9 and then show that equation (3.14) holds if
and only if Theorem 3.9 is true.

The left-hand side of equation (3.15) is the norm of the conformally invariant
Hardy space in the half plane C,/,, which we denote H?. Tt consists of those
functions f such that f o .7 € H?(T), where .7 is the following mapping from D
to Cy /2,

1+1—z
2 1+ =z

T (z) =

The shifted Cayley transform 7 appeared in the transference principle of Queffélec
and Seip [40]. Now, the norm of H? can be evaluated as follows:

1z s = 1f o Tll e

_<21W / |f(1/2+itan(t/2)2dt> —(i/R'f(l/2+”>21izm2> |

Hence the embedding inequality in equation (3.15) may be restated as

1l < Clf e (3.16)

To prove the embedding inequality 3.9 we begin by estimating the following Hilbert—type
inequality.

LEMMA 3.10. Let a ={an}n>1, b = {bn}n>1 be sequences in 2. Then

2 o ma:(/min <2<Z|aml2> (Zlb |2> , (3.17)

m,n>1 m>1 n>1

where the constant 2 is optimal.
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PrRoOOF. This is a Hilbert—type (see [20, Ch. IX]) bilinear form, and may be
proven in the same fashion as Hilbert’s inequality studied in section 2.2. Denote
the double sum as

Bup:= Y amby—Y Vinmn
@b " n[max(m n)]?
m,n>1

By the Cauchy—Schwarz inequality, we find

Bayl < (Z aml* 2 enacn )(

m>1 n>1

1

ST a2y [max(:;l 7n)]2> . (3.18)

n>1 m>1

and by symmetry, we only need to consider one of the factors. Since max(n,m) =m
for all 1 < n <m and max(n,m) = n for all n > m,

m . m = m dx orym > dy
P — — + —<1+m/ 1+/ — =2.
T; [max(m, TL)P n;l m? 71:;+1 n? m 'TQ 1 y2

Applying this inequality to equation (3.18) gives (3.17). The only thing that remains
is to prove that this constant 2 is optimal. Choose a, = b, = n~11)/2 then both
sides of (3.17) converges for all € > 0. Trivially,

(Z) (anﬁ) =2+ o), (3.19)

m>1 n>1

by the integral estimate. The left-hand side may be evaluated similarly

b [ ( [ /y°°) )y 12 YTy

0o Y Sy 4
_ —e/2, —2—¢/2 d —2-¢/2, —€/2 d dy== ——.
/1 (/1 x 7y T+ /y z Y x) Y e(e+2)

Comparing this with equation (3.19) yields

Z fim n[ma;/(Tn 2 = 5+2(Z |am|2) (Z b, > +o(1) (3.20)

m,n>1 m>1 n>1

for a, = b, = n~/27¢/2 and small enough ¢. As equation (3.20) holds for every
€ > 0 proves that the constant 2 is optimal. O

Proor or THEOREM 3.9. Expanding we find

I = 5 [ 1702+ 0P -3 . LG san

Since z = eitllog 2l it follows from Lemma A.13 that

it i
}/ (n/m)* o —log(m/m) _ T _ {”/m itmzn (3.22)
R

T 14 ¢2 max(m, n)? m/n if m<n
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Combining equation (3.21) with (3.22) and applying Lemma 3.10 we find

A7 = > ambn<ma;/(:m <2<Zam2> <Zb,,2> =2||f % .

m,n>1 m>1 n>1
Taking the square root completes the proof. That the constant v/2 is optimal follows
from equation (3.17). O

To conclude this section we will spend some time proving the equivalence of
equation (3.15) and (3.14).

PROPOSITION 3.11. Let f € 2. Then equation (3.14) holds if and only if
equation (3.15) holds. In particular the constant C in (3.14) satisfies

2 _ce2m
cothm

PROOF. We start by proving that (3.14) = (3.15). Splitting the integral into
intervals of length 1 gives

11 = 5 [ 1F/2 + P

< *ZH,@ / 7172+ D)2 dt < coth(m)C2| 2

where the embedding constant C' from (3.14) was used in the last inequality, and
the last sum follows from »°, ., 1/(k* +1%) = a~! coth(an) in Lemma A.14. To
prove the reverse inequality (3.14) <= (3.15) we assume that Theorem 3.9 holds.

Then |f|%, < C[[£]3», and
1 [y2 dt
= 1/2 4+ it) | —— < 2||f|I 3.23
2 MO/ 0P <20 e (323)
where C' = /2. By mapping equation (3.14) onto [—1/2,1/2] we have

T+1 1/2
/ |f(1/2+it)|2dt:/ |hr(1/2 +it)|* dt, (3.24)

~1/2
where the shifted function h.(t) = f(t 4+ ¢(1/2 + 7)) was introduced. Thus,

1 1 T+1 1 U2 ho(1/2 + it) |2
*7/ |f(1/2 +it)*dt = 7/ [h-(/2+ i)
7T1+1/22 T T 71/2 1+(1/2)2

1 /1/2 |he(1/2 4 it)[?
~1/2 1+¢2

Where equation (3.23) was used in the last equality. As ||g-||sz2 = || f]| 2, we have
shown that equation (3.15) implies (3.14). In particular we have shown that

T+1 o ~257T
[l inpat< G e,

Combining this with Brevig’s result completes the proof. O

dt < 2[lg- |-
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3.3. The Hardy space 7

In chapter 3 we studied s#2, the Hilbert space of Dirichlet series with square
summable coefficients, and saw this space is a natural analogue of H2. One of the
main difficulties in constructing spaces #P (1 < p < co) analogous to H? is the
abscence of any Blaschke factorization: we cannot deduce theorems for J#7 from
theorems for 472 as easily as in the case of HP.

Bayart [4] extended the definition of J£? to every p > 1, by defining J#? as
the closure of all Dirichlet polynomials f(s) = 2521 a,n~° under the norm?

1 [T :
| fll e = (Tlgnmﬂ/Tlf(it)l”dt> . (3.25)

For p = 2, this is Carlson’s theorem 3.6, and thus gives back the original definition
of #72. However it is far from clear that equation (3.25) is the right one, or that
it even yields spaces of convergent Dirichlet series in any right half-plane. The
clarification of these matters is provided by the Bohr correspondence.

3.3.1. The Bohr correspondence

In this section, we introduce a new way to view Dirichlet polynomials, which is due
to Bohr [7]. Fix N and consider the Dirichlet polynomial P € &,

N
P(s) = Z anpn”*. (3.26)

The fundamental theorem of arithmetic allows us to uniquely factor any integer
into prime factors

w(n)
n = H PRt (3.27)
k=1

where 7(n) denotes the the prime-counting function. If we now translate each prime
number into a variable,

—s —s —s
Zl:2 ,22:3 y Tty Rk =Pr oy

we will have at most 7(V) variables in the corresponding polynomial. Thus, the
factorization (3.27) allows us to bijectively associate each integer to the following
multi-index

n — an) = (k1,K2, . Krn)) - (3.28)

Thus, this gives us the Bohr correspondence,
N N
P(s) = Z apn~® —  BP(z) = Z 2™ | (3.29)
n=1 n=1

which yields a polynomial of at most w(N) variables. From now on, for a given
element P € 72, we let 2P denote the corresponding power series, and we drop

2The norm in is actually a quasi-norm for 0 < p < 1, however we are only concerned with the case
p=>1.
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the relationship between z and s. Letting N — oo we see that multiplicative
structure of the integers allows us to view an ordinary Dirichlet series as a Fourier
series in infinitely many variables.

This transformation — the so-called Bohr correspondence — gives an isometric
isomorphism between 7 and the Hardy space HP(T°). In this section we will
show that it ensures an unambiguous definition of J#? for 1 < p < cc.

PROPOSITION 3.12. Let P and Q be defined as the following Dirichlet polynomials
P(s) = fo:l amm™*, Q(s) = Zﬁle b,n~%. We then have the equality

PRrROOF. Recall from Lemma 1.29 that we have

/ 20(n) | za(m) dma(z) = Omn
’]I‘d

by orthogonality of the one-dimensional case and z*(") . z2(5) = 22(rs) from (3.28).
A direct computation of the coefficients now yields

(BP, BQ) > (Td) = Z ambn, / ya(m)  za(n) dma(z Z Gnbn,

m,n>1

To complete the proof recall from section 3.2 the norm of J#2,
(P,Q) yp2 = Zaj O

By taking the closure of the Dirichlet polynomials and Corollary 3.6, we thus have

IFllre = 185 ey = ( [ 18P amec ) (331

Bayart [4] extended equation (3.31) to hold for 1 < p < oo using Birkhoff’s ergodic
theorem and Kronecker’s lemma. However Saksman and Seip outlined in [45, Sec.
3] a more elementary approach using an interpolation argument.

PROPOSITION 3.13. For every 1 < p < oo then,

s =12 sy = ([ 181 amac) " (3.32)

PROOF. As before it will suffice to prove this for all f € &2 that are Dirichlet
polynomials, and then take the closure of the Dirichlet polynomials. It is clear that
equation (3.25) holds for every even p = 2n,

: 1 > - 2n T 1 > <\ 1\ 2 _ n|2
TIET;CQT</OO|P<”>| dt) g;rgozT(/w(Pw ) dt) — P72

Thus, for every n € N we have

nl/n nnl/n
1Pl = [|P"[ 55 = | BP" | ey = | 8P|l mronme), -
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Now pick p freely such that 1 < p < co. By Weierstrass approximation theorem
there exists a polynomial Q(z) = Z}I:o bjz’ on the interval [0,L] — where L =
ZnN:1 lan|? — such that for every & > oo,

|2P/2 — Q(z)| < e. (3.33)
For any 1 < p < co we can rewrite the limit as

1 ([~ 1 [ p/2
. L NP _ 1 L SN2
A0 5T (/OO|P(”)| dt) A 5T (/_Oo ('PW)' ) dt) ’

where P(s) = EnN:1 a,n~*% is some finite Dirichlet polynomial. By using equa-

tion (3.33) it is clear that the error in replacing |P(it)|P with Q(P(it)?) in the
equation above is at most O(g).

lim 1(/00 |P(z’t)|pdt> ~— lim i/_TQ(P(it)QHO(g) at

T—oo 2T — oo T—o0 2T

1 (T .
=0(e) 4+ lim 7/ > by | P(it)[¥ dt
=0

J
.
=0(e) + Y _ b 8P| ) -
j=0

The last norm is simply ||P||i;2j, by the previous discussion and the Bohr corre-
spondence. Thus, letting € — 0 wee see that every p can be uniformly approximated
by the even p values by taking the closure of the Dirichlet polynomials. O

The fact that we can identify #? with H?(T*) follows now directly.

THEOREM 3.14. The mapping B: &2 — HP(T°) extends to an isometric isomor-
phism from F€P onto HP(T°).

PrRoOF. From Proposition 3.13, £ is an isometric isomorphism from the Dirichlet
polynomials & onto #(Z?). Where the last notation denotes the Dirichlet poly-
nomials on T°, under the norm || B f|| g»(re). Since P is the completion of &

under the norm
T 3
(/ | P(it)|? dt) ,
-7

and HP(T*) is the completion of Z(#) for || - || g»(r~) the assertion is proved. [

To complete the picture, we define J#°° as the space of Dirichlet series f(s) =
>oo% ann~* that represents bounded analytic functions in the half plane C . This
space is naturally endowed with the norm

| flloee :=sup|f(s)], s=o0+it,
a>0

and then the Bohr correspondence allows us to associate with s#°° with the space
H>(T*). We refer to Queffélec and Queffélec [39] for a further study of this space.
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3.3.2. The properties of 7P

We are now ready to try to extend the properties of .72 from Theorem 3.4 onto
JCP. First the domain of definition of an element in S#Z°P is supplied by the following
point estimate.

THEOREM 3.15. Let f € 5£P. Then, the Dirichlet series which defines f converges
in the half-plane C, )5, and if Re(s) > 1/2, then
[F($)” < C(2Re(s))[1f15n- (3.34)

ProoOF. We first let s € Cy/p, F'= Zf and z = (27°,37°,...) € D™ N ¢2- Since
F is in HP(T*°), we can apply the Cole-Gamelin estimate 1.30

1 — e(s
FP <] WII]‘HH@(DM) =Y RO, .
j>1 P n>1
The last equality follows from the Euler product
1 1
=Y AT
n>1 P

see Corollary A.3 for details. This proves that the abscissa of boundedness for f is

less than 1/2 and Lemma 3.3 implies that f converges in the half-plane C, /5.
To show that C,/, is the best possible consider the Dirichlet series f(s)

C(1/2 4 & + 5)?/P € AP and rewriting the sum in terms of its Euler product.

oo

REMARK. From the previous proof and Lemma 3.3 it follows that if f(s)
Y ns>1 ann”® belongs to AP, then o, (f) < 1/2. Similarly if p > 2, then {a, },>1
¢2, and by the by the Cauchy-Schwarz inequality gives o, < 1/2. Otherwise if
1 < p < 2, we have by Riesz-Thorin theorem {a,},>1 € ¢¢ where 1/¢+ 1/p =1,
for which it follows directly by Holders inequality that in this case o, < 1/p. Note
that this also can be shown using the Hausdorff—Young inequality.

m 1

This extends the first three properties of Theorem 3.4 onto sP. The last
property to study is the embedding problem for J#7, this was first studied by Bayart
[4] and is of primary importance. It will be enough to formulate the question for
polynomials, since existence of non-tangential boundary values almost everywhere
would be an immediate consequence of a positive answer, and the inequality could
then be stated for all Dirichlet series in .77P.

QUESTION 1. Fiz an exponent p > 2. Does there exist a constant 1 < C}, < 400
such that,

1
[ a2+l <k, (3.5

holds for every Dirichlet polynomial f € & ?

In the case p = 2n with n € N the answer is trivially positive: apply the case
p = 2 from Theorem 3.8 to the function f™ € 2. This provides evidence in favour
of a positive answer.
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Let us indicate some properties of P that makes Question 1 difficult to
answer. It can be shown that for p > 1 the isometric subspace 7 (D) C LP(T)
is not complemented in LP(T*) unless p = 2. Assume that such a bounded
projection existed, then one could apply the same interpolation technique shown
in equation (3.32) to prove that the L?—orthogonal projection is bounded in LP.
In other words, the infinite product of one-dimensional Riesz projections would be
bounded in LP. By considering products of functions each depending on one variable,
we see that the only possibility is that the norm of the dimensional projection is 1.
However as shown by Hollenbeck and Verbitsky [28] the norm of the dimensional
projection is 1 only for p = 2. This fact makes it difficult to apply interpolation
between the already known values p = 2,4,6, .. ..

The reason we only ask whether equation (3.35) holds for p > 2 and not p > 0 is
due to Harper [21], who proved that equation (3.35) fails to hold for every 0 < p < 2.
Whether equation (3.35) holds for any p > 2 is still unknown.

In analytic number theory there are a couple of famous unsolved conjectures,
due to Montgomery regarding norm inequalities for Dirichlet polynomials [32, pp.
129]. One of Montgomery’s conjectures states that for every e > 0 and p € (2,4)
there exists a constant C = C(e) such that for all finite Dirichlet polynomials

f(s) = Zf:;l amn~ % with |a,| <1 one has
T
/ |f(it)|Pdt < C- NP/2+(T + NP/2) for T > 1.
0

This inequality is known to be true for p = 2,4 and if true would imply the density
hypothesis for the zeros of the Riemann zeta function. The similarities suggest
for a possible connection between Montgomery’s conjectures and our embedding
problem. This indicates that answering the embedding problem is likely highly
non-trivial.






CHAPTER 4

Multiplicative Hankel forms

We are now ready to introduce the multiplicative Hankel forms. The purpose of this
chapter will be to study the most prominent example of an infinite multiplicative
Hankel form; the multiplicative Hilbert matrix. With the aid of the Bohr lift, we will
see that every multiplicative Hankel matrix can be uniquely associated with either
a Hankel form on H?(T*) x H?(T*) or equivalently a (small) Hankel operator
acting on H2(T>). This will be used to determine to which extent Nehari’s theorem
remains valid in the multiplicative setting.

In two papers, published in 2006 [26] and (posthumously) in 2010 [27], Henry
Helson initiated a study of multiplicative Hankel matrices, which are finite or infinite
matrices whose entries a,, , only depend on the product nm. For ¢ € H?(D?) the
corresponding Hankel form is

pat) = Y aabapurs
«,3>0

If we now write the positive integers in multi-index notation mn = p®p? = po+8
and let d — co we obtain

Q(a7b): Z A bn Onm (41)

m,n>1

Thus, we see that on the infinite dimensional polydisc, the Hankel forms becomes
multiplicative.

DEFINITION. Each sequence o = (91, 02, --) induces a (not necessarily bounded)
multiplicative Hankel form on ¢2 x ¢2,

o(a,b) = Z @ Gn Onm a,be 2. (4.2)

m,n>1

We define the multiplicative Hankel form (4.2) to be bounded if there is a
constant C' < oo such that

lo(a,t) = | Y ambnowm <C<Zlaml2>

m,n:l m=1

(NI

(Z |bn|2> . (4.3)

As in the one dimensional case the smallest number C' for which the inequality
holds is referred to as the norm of p.

57
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If f and g are Dirichlet series with coefficient sequences a and b, respectively,
then (4.3) can be rewritten

H@(fg) = <fgv()0>3f2 = Z( Z ambn) Ok = Z amanmna .

k>1 “mn=k m,n>1

From which we see that the multiplicative Hankel form is bounded if and only if
H, is a bounded form on J#2 x 2.

Under the Bohr correspondence from section 3.3.1, J#P corresponds to the
infinite-dimensional Hardy space H?(T°), which we view as a subspace of L?(T).
Following the exact same steps as in Proposition 3.12, a formal computation shows

<<@f<@9»<@¢>m(1rd) =(fg, )2,

allowing us to compute the multiplicative Hankel form (4.2) on T* or s#? . This
interplay will be used extensively to study Nehari’s theorem. We begin by studying
the most prominent example of a bounded multiplicative Hankel form using the
Dirichlet series.

4.1. The multiplicative Hilbert matrix

In section 2.2 we studied the classical Hilbert matrix

1
B <m+n+1)m,nzo

which is the prime example of an (additive) Hankel form. The first bona fide
example of a multiplicative Hankel form was obtained by Brevig, Perfekt, Seip,
Siskakis, and Vukotié, who in [10] found an infinite matrix with entries g, , that
depended only on the product mn and with properties parallel to those of M. The
purpose of this section is to study this particular Hankel form. For convergence
reasons it will be natural to work with Dirichlet series without constant term

DEFINITION. The subspace £ consists of those f € #2 with a; = f(4+00) =0
and bounded norm

1l =D lanf® < oo. (4.4)

n>2

It follows from Cauchy-Schwarz that every f in 7 is analytic in the half plane
Ci /2, see Theorem 3.4 for an equivalent proof for 7’ 2. Similar to how the integral
in (2.7) induced the Hankel form for the Hilbert matrix, the analog in J#? is

Hy(fg) = » fw)gw)dw,  f,g€ . (4.5)

THEOREM 4.1. The bilinear form equation (4.5) is a multiplicative Hankel form
with symbol

1/2

) 1 .,
o(s) = ((s+w)—1dw= ; Wgn)n (4.6)
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PRrROOF. To see that ¢ is the symbol, we compute H,(fg) at the level of coeffi-
cients:

A,
f( w)dw = / man(mn)~" dw = — (4.7)
1/2 1/2 m;>2 mzn;Z IOg TL’ITL)
Comparing this with equation (4.2) we see that

1
Omn = log(nm)

Thus the symbol can be written

= k=t 0) doy = C(s+w)—1dw,
kz>2 \flog 1; 1/2 1/2

as wanted. O

Hence, the matrix of H(fg) with respect to the orthonormal basis {n=*},>2 is

1
S )

We will refer to this matrix as the multiplicative Hilbert matriz. Similar to the Hilbert
matrix, we will be interested in understanding .# as an symbol on £2 := ¢2(N\{1}),
which means that, equivalently, we will be concerned with the properties of the
Hankel form H acting on J#?. That the form H, is bounded on 47 x JF is
shown in the next theorem.

THEOREM 4.2. The Hankel form H,, is a strictly positive and bounded on J;* x
A2 and [Holl sz = .

PROOF. The proof relies as in Hardy, Littlewood, and Pdlya [20, Chp. IX] on
the following Mellin-transformation

> dx ™
—1/p = 4.8
/0 v 1+2 sin(w/p)’ (48)

see Lemma A.18 for details. As before we will prove that ||.#||;z = 7 as this implies
that [|H|| s2. By the Cauchy-Schwarz inequality we have

1
Z |am||b | <Za ‘22 llogm>2
n,m>2 " IOg nm m>2 n>2 TLlOg logn

1

logn :
b |? \/ )
<7;2 i rnz>:1 mlog(mn) logm )

(4.9)




60 4. MULTIPLICATIVE HANKEL FORMS

and from symmetry we only need to consider one of the factors. The standard
integral estimate gives

Z logm / logm
= logn nlog log x 1og me)

/ _1/2 du </OO _1/2 du _ T —
= [ iog2 14+u = Jp 1+u sinw/2 ’

logm

where u — log z/ log m and equation (4.8) were used. Applying this to equation (4.9)
gives the estimate

_(Ej%ﬂ)(XNMﬁ

n>2 n>2

This now proves the inequality [|M[[;z < 7, and thus [|H|| 2 < 7. To prove that
the norm is bounded below we stress the inequality, with the following sequences

U = by = m ™2 (logm)~(1+e)/2
Applying the standard integral estimate again we obtain
1
lal; = 1013 = = +0(1), (4.10)
when & — 0. Inserting this sequence into the left-hand side of (4.9) we find

—(14¢)/2
Z by, _ Z (log(nm)) e/
waZaVn Vnmlog(nm) no,  Vmn log(mn)

—(1+¢e)/2
/ / a:y dz dy
log3 Jlog 3 T+y

This iterated integral can computed as the corresponding integral in Hardy, Lit-
tlewood, and Pélya [20, p. 233], using Lemma A.18 twice. Thus, we obtain the
following estimate

1 T
2 Flog nm) E(sim/g +O(1)) (4.11)

n,m>2

For the details of the computation above, see Proposition 2.5, we use the same
estimates as done there, only twice.
Comparing equations (4.10) and (4.11) gives

n;g \/710g nm) ‘— <n§>:gam2> <nz;2|b |2>

thus the inequality is sharp, and the constant 7 can not be improved. This proves
that || M|,z = 7, and hence completes our proof. O
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4.1.1. Bounded symbol

DEFINITION. Let H, be a multiplicative Hankel form. We say that H, has a
bounded symbol ¢ if there exists a symbol ¢ € L% (T>°) such that Py¢ = ¢, where
P, is the Riesz-projection.

Note that the existence of such a bounded symbol would imply that the corre-
sponding multiplicative Hankel form is bounded, this is known as the converse of
Nehari’s theorem. Let ¢ be in L>°(T°), then by the Cauchy—Schwarz inequality

[Hy (f9)| = {9, V)] < [ fllm2poe gl 2 o) 9] oo (e

thus proving ||| < [ (r=).
A natural question which we are unable to settle is the following: Does .#
have a bounded symbol? As it was shown in [10] that if the embedding

1
/ IP(1/2 + it)] dt < C||P|| e , (4.12)
0

holds then .# has a bounded symbol. Whether equation (4.12) holds was an open
problem for many years, and just solved in the negative Harper [21]. See [45] for
more details on the embedding problem. Nevertheless, for completeness sake we
will prove that if the following equivalent embedding holds,

1 d
Il = = [ 10072401755 < Clle, (1.13)

then .# has a bounded symbol. Note that proving that ¢ € (')* and thus that
A has a bounded symbol is the same as proving that

/ ;0 F(s)ds

From Theorem 3.15 and in particular equation (3.34) we have

‘/100f(s)ds

thus we only need to bound the interval [1/2,1]. By Hilbert’s classical inequality

= (£, )02 < Clifllggz -

< Cflle,

we have
1
| PG| <Pl
0

As before we apply the shifted Cayley transformation . =1/2 + %_T_j to obtain

3/2

f(s)ds| < Cllfllarc, )
1/2

Hence, if || f| H,(C, ) 18 bounded this implies that .# admits a bounded symbol.
However, as mentioned earlier Harper [21] found a sequence of functions such that
the embedding inequality equation (4.12) and thus also equation (4.13) failed to
hold for all 0 < p < 2. Thus, the preceding discussion gives no answer as to whether
A has a bounded symbol.
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4.2. Nehari’s theorem

We now come to the question of to which extent Nehari’s theorem remains valid in
the multiplicative setting. Under the Bohr correspondence, s corresponds to the
infinite dimensional Hardy space H?(T°), which we view as a subspace of L?(T>).
As a reminder we have

(BfBG, Bo) 210y = (f9,0) 7 -

allowing us to compute the multiplicative Hankel form (4.1) on T or s#2. In the
remainder of this section we work exclusively in the polydisc, with no reference to
Dirichlet series. We therefore drop the notation % and study Hankel forms

HAP: <fgv<p>L2(Td)7 fvg€H2(Td)'

The Hankel form H, may be realized as a small Hankel operator H,, on the poly-
disk. When this operator is bounded it acts as an operator from H2(D>) to the
antianalytic space (L*(T*>) & H?(T>)) which consists of all antianalytic elements
in L?(T*°), i.e., all functions in L? for which all Fourier coefficients with at least
one positive index vanish.

LEMMA 4.3. Let ¢ € H*(D?), where d € NU{cc}, and define the operator H, by
H,(f) == P(®f).

where P denotes the orthogonal projection of L*(T>), onto H2(D*®). Then the
Hankel form H,(fg) = (fg,¢)m2m2) has the same norm as Hy,.

PROOF. For the ease of notation we assume that ¢ is a normalized function such
that HQHF(Dd) = 1. Then

IHeflgzgm = sw [(P®@f).9)] = suwp [@f.9)l,
g€ H2 (DY) g2 (D7)

since P is an orthogonal projection and f € H2(D). If g € H2(D?), then § €
H?(DY), thus

1M, flimmm = s [@ho)l= sw [{fg.0)| = |Ha(fo),
geH?(D4) gEH?(D4)

where the second equality follows from the integral representation
g.e)= [ fo-pdma= [ of-Fdmi=(p19). e
T T

LEMMA 4.4. Suppose that p1,p2, - ,om are symbols that depend on mutually
separate variables and which generate multiplicative Hankel forms H,. , 1 < j < m.
Then

1H, =TT I1He 1.

j=1

where ¢ =[] ;.
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PROOF. For ease of notation we let p(z1,22) = ¢1(21)92(22) and note that the
proof may be extended to as many variables as necessary. In two variables we have
P = P, P, where P; exclusively work on z; and P, on z;. Thus, by the orthogonality
of P and the linearity of ¢

H,(f) = P(¢f) = P.Pi(9201f) = Pa(@2Pi(91f)) = Hy, (Hy, (f))

Introduce the function g(z2) = Hy, (f(21,22)). Then the norm of H, becomes

B = 1B @ = [ e @) dm,
< P [ 1o dms
T2
— [FG [ F (7)) dme

< B P P [ 1517 dm.

This proves the inequality |[Hy|| < [[He,|/[|[Hy, ||
To prove the reverse inequality is slightly simpler, let f;, and g; be the functions
such that H, (fj,g;) is maximized. This means that H,(fg) is optimal with

f= Hf]7 nga
fg :H P; f]g]
j=1

hence
[Hell = sup  [Hy(fg)l
Ifl1=llgll=1
> f]gj
Hf]” HQJH 1 H
TT e 1 (s0)1 = H I, |

Hf;l\ llg;\l 155

Recalling [|[Hy|| = ||H,|| from Lemma 4.3 completes the proof. O

We are now ready to prove that Nehari’s theorem holds for multiplicative
Hankel forms in the special case where the symbol is completely multiplicative.

THEOREM 4.5. Suppose that a(n) is a multiplicative function and define

p(s) = a(n)n~*
n>1
such that ¢ € %, If Hgp, is a bounded Hankel form on H?(T>) x H?(T>), then
there exists a ¥ € L>(T*) such that By = P, V.
Moreover, if the function a(n) is completely multiplicative, then the Hankel
form Hg, is always bounded on H?(T>) x H?(T>).
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PROOF. Assume that «(n) is a multiplicative function, then it follows from Theo-
rem A.1 that the symbol ¢(s) =", -, a(n)n™° may be factored into the following
Euler product B

o) =TI (1+ X a1, ™) = [Testo)

j>1 k>1 i>1

Since each ¢; only depends on the variable z; we may apply the Bohr correspondence

O(2) = Bo(z) = [[ 2i(2)
j=1
where ®; = ;. For each j, H,, is a one variable Hankel form, and so Nehari’s
theorem applies. Thus, there exists some ¥; in L° such that Hy, = Hy, and
|Ha, | = | Hy, ||oo- Define W(z) i= [0, ¥(2).

It now follows directly from the one variable case and Lemma 4.4 that there
exists some ® = P,V such that ||Hs|| = ||[Hw||oo- This shows that the multiplicative
Hankel form is bounded given that the symbol is multiplicative.

The second statement of Theorem 4.5 is just a reformulation of the fact that
the set of bounded point evaluations for H*(T*) is in D> N ¢2. In details, since ¢;
is completely multiplicative we have

1
e(z) =l 77—~
j1:[1 1 —a(p))z;
Using the formula for the geometric series again the norm can be written
1
el %= = Za(n)Q = H T a2 =%
n>1 i>1 o(p;)
> J>

where again the Bohr correspondence was applied. From Theorem 3.15 we have
the following point-estimate

1
[f(e(p1), alpa), )| < <H g> I £ller = llele - 1f e
1 — |e(py]
where again the Euler-product A.3 was used. Since [|¢[|(g1)+ < [[¢|%2, the calcu-
lation above shows that Hg,, is always bounded on H?(T*) x H?(T*) when the
symbol is completely multiplicative. U

J=1

We now turn to proving that Nehari’s theorem does not hold in full generality
by doing a proof by contradiction.

LEMMA 4.6. Given that Nehari’s theorem holds on T then there exists a constant
C' such that

inf oo (Too) < H X 4.14
Pﬁ:wHZ/JHL () < Cl|Hopl|(r20m2) (4.14)

holds for all p € (H? ® H?)*.
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PrROOF. We define

X = L>®(T>)/(L*(T>*) © H*(T™)),
where L?(T*) & H?(T>) denotes the orthogonal compliment of H? in L?(T).
The space X was chosen such that

lellx = in

f oo (oo
P+w:¢||(p”L (T>=)

By assumption Nehari’s theorem holds and thus H, has a symbol ¢ € L?(T),
hence the map T: (H?> ® H?) — X is well defined. The graph of T is closed in
H? ® H?, and thus T is continuous and bounded. In other words there exists a
constant C' such that equation (4.14) holds, since

ITellx < CllHell (2o m2)- - O

As noted earlier Ferguson and Lacey [17] and Lacey and Terwilleger [30] was
able to prove the remarkable fact that Nehari’s theorem extends to 1 < d < oc.
In other words Hy, extends to a bounded form on H?(D?) x H?(D?) if and only if
1 = P, ¢ for some bounded function on ¢ on T¢; here P, is the Riesz projection
on T?¢. We define Cy as the smallest constant C' that can be chosen in the estimate

pinf (Yl Lo (rey < CallHoll 2 ()0 2 (ra))- (4.15)
+Y=p

For d = 1, this is Nehari’s original theorem and so C; = 1. Ortega-Cerda and
Seip was the first to prove that there is no analogue of Nehari’s theorem on the
infinite-dimensional polydisc [36].

THEOREM 4.7 (Ortega-Cerda and Seip). For every integer d > 2, the constant
Cy in equation (4.15) is at least (w2 /8)%/*.

This gives a nontrivial lower bound for the constant appearing in the norm
estimate in Nehari’s theorem. As (72/8)Y/% > 1, we see that Cy — oo when d — co.
Thus, by Lemma 4.6 the theorem above proves that Nehari’s theorem does not
extend to the infinite-dimensional polydisc.

We will offer a more instructive proof of Theorem 4.7 here, using the multi-
plicative nature of the Hankel form. To show that Nehari’s theorem fails on T,
it will be enough to find a polynomial ¢ such at the constant C' in equation (4.14)
exceeds 1. Assume that such a symbol exists, in other words

H@H(Hl(nrd))*

>1448, §>0. 4.16
A (4.16)

Where ¢(z) = ¢(z1,22,...,24). Further we define ¢,, as the product of n such
symbols with distinct variables,

on(2) = p(zM)p(z®)) -+ (™)

Here z(®) is simply the short-hand notation for d-distinct variables, z() = 21, ..., 24,
similarly z(2) = Zd+41,-- -5 224 and so forth. From Lemma 4.4 it now follows that
[Hy,, || = [ H,|I"
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and similarly by taking the norm of ¢, (2) the inequality ||@nl|(z1)- > (||l (a1)-)"
is clear. Thus, equation (4.16) becomes

||<Pn || (H1(T7d))*

> (146", 6>0.
A

This contradicts Theorem 4.5 as (1 4+ §)™ — oo as n — oo, and gives a non-trivial
lower bound for the constant in Nehari’s theorem. Thus, finding such a symbol
would prove that Nehari’s theorem fails to hold on T°°. The exsistence of such a
symbol is shown in the following lemma.

LEMMA 4.8. Let ¢(z1,22) = 21 + 22 then

el =
I~ 22

PROOF. A rough but sufficient estimate shows

>1

15D - Lo o)l oll%e
el iy = sup > _
e e ~ el el

Where we have estimated the (H 1(']T))*—norm by testing ¢ against itself. As p(z >
1,22) = 21 + 22, we clearly have [|¢[|};, = 2, see Theorem 1.10 for details. The
matrix of H, with respect to the standard basis of H?(T) is

0 11
M=1]1 0 0
1 00

As the spectral norm of a symmetric matrix is ||M|| = max; |A;|, where \; are the
eigenvalues of A, a straightforward computation gives

1H, || = 1M = V2
That the largest eigenvalue is v/2 can be seen from the characteristic polynomial
A(A% — 2) of M. While a computation at the level of coefficients shows
4

- (4.17)

o]l zrn :/ \zl+z2|dm2:/|1+z|dm:
T2 T

where the second equality follows by symmetry, see Lemma A.12 for details. We
are now done, since

lell ey Nl -
Cy > > AR > :
| Hyll lella: = 2v2

Notice that the proof above also shows that the factorization in the polydisc is
not norm-preserving, and therefore the weak factorization

O

H(T*) = H*(T*) © H*(T>)

does not hold.
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4.3. Hilbert-Schmidt forms

While Nehari’s theorem fails to hold in full generality on T, we will show that it
holds for a restrictive class of Hankel forms. By applying Cauchy—Schwarz on the
multiplicative Hankel form we obtain the following crude estimate

2
’ Z Omnmbn| < Z |pmn|22|am|22|bn|2'

m,n>1 n,m>1 m>1 n>1

From which it is clear that if
S Joma|* < o0, (4.18)
m,n>1

then the multiplicative hankel form is bounded, with bound at most the square
root of the sum. We say that a multiplicative Hankel form with kernel ¢ is of
Hilbert-Schmidt type if equation (4.18) holds. The study of the Hilbert—Schmidt
class 82, was initiated by Helson in [25] where he asked the following question:

Does every multiplicative Hankel form in S? have a bounded symbol?
Helson himself gave a positive answer to this in [26], and this section is dedicated
to a reformulation of his proof. The terms of the sum in (4.18) are the same for all
pairs (m,n) such that the product mn has a given value k. The number of ways
to write k as a product of two integers is precisely the number of divisors, since
k=a-k/a for every divisor a. Thus (4.18) becomes

Z |Q'rrm|2 = Z|Qn’2d(n)a (419)
m,n>1 n>1

where d(n) is the number of divisors of n. The next is to prove that the last sum
is related to Helson’s inequality 1.31.

LEMMA 4.9. Given f € HY(D*) with coefficients a,,, then

2 (1+ a1|)c(bi|+ az)- > lanl*/d(n). (4.20)

a>0 n>1

PROOF. Let n have the prime factoring n =[] p?j . The divisors of n are obtained
by replacing each «; by all 3; satisfying 0 < 8; < «;. Thus, the number of divisors
is
dn) = [(1+ay).
J
where only a finite number of the numbers o differ from 0. Using this representation
of d(n) on the right-hand side of equation (4.20) completes the proof. O

Thus, using the Cauchy—Schwarz on (4.19) and Lemma 4.9 we obtain

012 (S Y (S ua) < st

n>1 n>1

This shows that ||¢[|( 1)« < C, thus every multiplicative Hankel form in 2 indeed
have a bounded symbol.
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REMARK. The restriction in equation (4.18) is very strict. Let A = {\,},>1 be
the eigenvalues to the matrix (0mn)m,n>1, then an Hankel form is bounded if X is
bounded — in fact the matrix norm is maxy, |A,|. In comparison Hankel forms in
the Hilbert-Schmidt class S? requires A € £2.

4.4. Some related open problems

We end this chapter by including some remarks on a few open problems related to
the topics in this thesis.

The Embedding constant for p = 2. Determine the smallest constant, such that

1 2
([ 1rar2+i0R) < Cllore (a.21)
0
is sharp for all f € #%. A rough estimate as done in [35] shows that

1 d
11z = 5 [ sz inp o

142
1 1 hl ) )
<o om0+ 0P < cothmC e
kezZ

thus giving the estimate v/2/1/coth(r) < C. Since /coth(r) ~ 1.0018 one might
conjecture that the bound can be improved to 1 such that equation (4.21) is sharp
with constant /2. However this is still an open problem.

The Embedding problem. Fix an exponent p > 2. Does there exists a constant
Cp < oo such that

(/01 |f(1/2+it)|p>é < Cpllfllsew (4.22)

for every Dirichlet polynomial f? In the case p = 2k the answer is trivially true:
just apply the case p = 2 to the function f* in #2. This provides some evidence
in favour of a positive answer, however due note that a recent result by Harper [21]
proved that for all 0 < p < 2 there exists functions such that equation (4.22) fails
to hold.

This problem was discussed in more depth in section 3.3.2 and it seems likely
that further progress will require novel and unconventional combinations of tools
from functional, and complex analysis, as well as from analytic number theory. See
[45] for a further discussion on the problem.

Bounded Hankel forms without a bounded symbol. The proof showed in sec-
tion 4.2 first proven by Ortega-Cerda and Seip [36] is non-constructive. Meaning
that no concrete example of a bounded Hankel form without a bounded has been
found.
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Bounded symbol for the multiplicative Hankel matrix Is the symbol ¢(s) =
> so(logn)~tn=1/2=% js the Riesz projection of a function in L (T>)?

"This is a natural question as it was shown to hold true for the Hilbert matrix, see
section 2.3.3. As ¢(s) neither is completely multiplicative or has square summable
coefficients neither Theorem 4.5 nor section 4.3 answers the question above. An
equivalent formulation is to ask whether there exists a constant C' < 400 such that

< Cllflloer, (4.23)

an

S

= V/n'logn

holds for every Dirichlet polynomial f(s) = ZT]:[:I ann~® when p = 17 Clearly

equation (4.23) holds for p = 2, and it was shown recently by Bayart and Brevig [5]

that equation (4.23) holds for all p > 1. Whether equation (4.23) holds for p = 1 is
still unclear.






APPENDIX A

Preliminaries

1.1. Euler products

The next theorem, discovered by Euler in 1737, is sometimes called the analytic
version of the fundamental theorem of arithmetic.

THEOREM A.l. Let f be a multiplicative arithmetical function such thaty_ f(n) is
absolutely convergent. Then the sum of the series can be expressed as an absolutely
convergent infinite product,

o) =T[{1+ @)+ f0*) +--}, (A1)
n>1 p
extended over all primes. If f is completely multiplicative, the product simplifies to
1
St =] —— (A.2)
= 1= f(p)
REMARK. In each case the product is called the Fuler product of the series.

PrRoOOF. Consider the product
P(z)=[[1+ f0) + f@*) + -
p<z

extended over all primes p < x. Since this is the product of a finite number of
absolutely convergent series we may rearrange the terms in any fashion without
altering the sum. By the fundamental theorem of arithmetic we can write

P(x) =Y f(n)
neA
where A consists of those n having all their prime factors less than x. Hence
Y fn)=P(x)=Y_ f(n),
n>1 neB
where B is the set of n having at least one prime factor > x. Therefore

S f) - P@)| < S 1) < 3 £

n>1 neB n>x

and thus P(z) — Y f(n) as * — oo. This follows since f(n) converges absolutely
and the sum on the right tends to zero as n — co. As seen earlier [ [ 1+a,, converges

71
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absolutely whenever > a,, converges absolutely. In this case,
M@ + @) <Y 1@+ @] <D 1F ()
p<w p<z n=2

which follows from the triangle inequality. Since all the partial sums are bounded,
the series of positive terms

S Ifw) + F @)+

converges, and this implies absolute convergence of the product in equation (A.1).
When f is a completely multiplicative function we have f(p™) = f(p)™ and each
series on the right of (A.1) is a convergent geometric series, in detail

Yo f) =11+ )+ f0*) + -}
n>1 p
n 1

P n>0 P

In particular if we apply Theorem A.1 to absolutely convergent Dirichlet series
we immediately obtain

THEOREM A.2. Assume an fn)n=* converges absolutely for o > o,. If f is
multiplicative we have

2
ZL(Z‘) :H{1+f(f) +—f(§p) +} if o> 04,
n>1 n p p p
and if f is completely multiplicative we have

Zf,(;b) :1;[1_]01 if o> 04

= (p)p~*

Taking f(n) = 1 we immediately obtain the following Euler product.
COROLLARY A.3. IfRe(s) > 1 then

1 1
C(S):Zﬁznlfpfs'

n>1 p
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1.2. Inequalites

Three of the most famous “classical inequalitues” are those of Cauchy, Holder and
Minkowski. These inequalities are omitted from the main part due to their general
or elementary nature, but are used so frequently that a short treatise is justified.
Our main reference is Hardy, Littlewood, and Pélya [20], for an excellent
introduction to these inequalities see the monograph by Steele [47]. Throughout

this section, we assume that p > 1 and p, ¢ are real constants satisfying
1 1
,4+4,::1
p q

unless otherwise stated. We denote p and ¢ as the Holder conjugates.

)

LEMMA A4 (Young’s inequality). Let a and b be real non-negative constants.

Then
P B
ab< = 4=, (A.3)
P q

where equality holds if and only if a? = b?. Here p and q are the Hélder conjugates.
PROOF. As (a—b)? = a? +b*> — 2ab > 0, the claim is true for p = ¢ = 2. This is
often used as the start in proving Cauchy-Schwarz inequality. Similarly the claim
is certainly true if b = 0 or a = 0, we therefore assume that a > 0 and b > 0. Since

(logz)" = —1/2?%, the logarithm is convex for all x > 0, thus for all § € [0, 1] and
z,y € Ry the following inequality always hold

log[(1 — @)z +0y] > (1 —0)logz + Ology. (A.4)
Set x =aP and y =b9,if 1 —0 =1/p then § = 1/q. So (A.4) becomes

a? bl 1 1
log<— + —) > —loga? + —logb? = loga + logb = log(ab) , (A.5)

p q p q
with equality if and only if a? = b?. Young’s inequality follows by exponentiation.
O

THEOREM A.5 (Holder’s inequality). Let p,q be the Hélder conjugates, and a € £P,
b € 07 be sequences. Then

i lanbn| < (Z |an|p) 1/p (Z |bn|q> 1/q (A.6)
n=0

n>0 n>0

Proo¥F. For simplicity we begin by defining
1/p 1/q
S = (Z \an\P) T = (Z |bn|q) . (A7)
n>0 n>0

By replacing a and b in (A.3) by |a,|/S and |b,|/T respectively, we get the inequal-

ities
|an| ! |bn| !
— - = =1,2,...
( S +q T (n 250+
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Adding up the right and left-hand sides of the inequalities for all n € N, using (A.7)
and 1/p+1/q¢ =1, we get

1N |an? 13| 1 1
*Zlanbnlgfm PorXla 1 1
STn:O p SP q T4 P q

Finally multiplying the equation above by ST, we obtain Hélder’s inequality. O

COROLLARY A.6 (Cauchy-Schwarz inequality). Let @ = {am }m>0, b = {bn}n>0
be families of complex numbers. If a,b € (% then

S ab] = (S leal) (0 )
n=0 n=0 n=0

THEOREM A.7 (Holders inequality). Let (X, 3, u) be a measure space and suppose
f and g are X-measurable complex valued functions on X. Then

IIE (/X|f|pdu)'1’(/x |g|qdu>‘1’

where p,q are the Holder conjugates. Equality holds when |f(x)|P = |g(x)|? holds
for almost every x € X.

PROOF. Similar to our proof for the discrete case we introduce the normalized
functions f = f/||fll, and g = g/||gllp, such that

/X|f|pdu=/x|§!qdu=1. (A.8)

Applying Young’s inequality A.4 to fand g yields
~ ] 1~ 1,
7] < |+ =[q]"
p q
Since inequalities are preserved under integration, we can integrate
~ 1 1
/ ’f-g’dquJrf:l
X p q
where equation (A.8) was used in the first inequality. Multiplying by || f|»|lgll; and
using the definition of f and g completes the proof. O

COROLLARY A.8 (Cauchy—Schwarz inequality). Let (X,3, u) be a measure space
and suppose f and g are X-measurable complex valued functions on X. Then

/)(Ifgldué(/)(lflzdu);</)( |g|2du>;

Equality holds when |f(z)|? = |g(x)|? holds for almost every x € X.

THEOREM A.9 (Minkowski’s inequality). Let (X,X,u) be a measure space and
suppose f and g are X-measurable complex valued functions on X. Then

(/X|f+g|”du>p§</X|fpdu);+</x|g|pdu)‘l’ (A.9)
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where p,q are the Holder conjugates. Equality holds when |f(z)|P = |g(z)|P holds
for almost every x € X.

PROOF. For short the inequality above can be written ||f + g, < || fll, + |9lp-
The case p = 1 follows directly from the triangle inequality. Assume therefore that
p > 1,since |f + g|P = |f + g||f + g|P~! we can again use the triangle inequality,

/ f+glPdu< / I+l dut / gl1f + g dp (A.10)
X X X

If we then apply Hoélder’s inequality A.7 separately to each of the bounding sums,
we find that

5 (p—1)/p
p—14 P alp=1) g4 )
Jutrvarrans ([ ae) ([ ir+ama

L (r=1)/p

r=14 P a(p=1) g ) )
Jralissarrans (1) ([ 1+ g an

Thus, in our shorthand notation (A.10) an be written

1F +gllp < flIpf +alls™ + llgllpllf + gl (A.11)

Since Minkowski’s inequality (A.9) is trivial when ||f + g||, = 0, we can assume
without loss of generality that ||f + g||, > 0. Thus, we can divide both sides of the
bound (A.11) by ||f 4 g[[5~" to complete the proof. O

THEOREM A.10 (Minkowski’s continuous Inequality). Let (X, %, u) and (Y,,v)
be o-finite measure spaces, and assume that f: X XY — C is a measurable function.
For1 < p < oo we have

[/X (f |f(:z:,y)|du(y)>pdu(x)-;§ [/ |f(1:,y)|l’>;dy(y) (A12)

Informally we can repeatedly apply Minkowski’s inequality A.9 to get

‘ Sl <SS,
k Pk
Then using the scaling property of || - ||,, we can write
‘ STRAR <Dl A
k k

So we can write a Riemann sum for the integral inequality (A.12) and pass to the
limit to get the desired integral inequality. A more formal proof is shown below.

p

PROOF. Since our measure space are o-finite and |f(z,y)] < 0 we can apply
Tonelli’s theorem where needed. In particular, the case p = 1 follows directly from
Tonelli’s theorem with equality. Assume therefore that p > 1. Now, if

[ ([ 1) ane <o,



76 A. PRELIMINARIES

we are done. Assume therefore that it is strictly positive and define

-(/ |f<x,y>du<y>)pl .

By observing that (p — 1)¢ = p the norm of g can be computed

ol = | /. g(zwm@r— I (f If(z,y)IdV(y))pdu(w)]; %

The inequality now follows by applying Tonelli’s theorem and Hoélder’s inequality

I—//If:vylg W) = [ [ 1 la@ant) avy)
< [( L1 |pdu<x>) (/ g(m)qduu))q}du(y)
- [ (/. If(x,y)lpdu(w)>l||g||quV i [ ([ s mran )) av(y)

Dividing by I/ and using that I/1'/9 = ['=1/¢ = J'/P completes the proof. [
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1.3. Integrals and sums

LEMMA A.11.
1 2 .
7/ log|l —e*|df =0.
27T 0

ProoF. Expanding the logarithm as a Taylor series gives a quick proof

27 27 27TZ’IL7
/ log|1—ew|d9=—/ (Z >d0—zz
0 0

n>1 n>1

However, the justification of termwise integration is not entirely trivial as the series
is not absolutely convergent. For a more formal proof using Cauchy’s residue
theorem see [44, p. 307]. A slightly longer solution would be to note that

T

2 2m
/ log|1 — ew| dé = / log|2sin(6/2)|df = 2w log2 + 2/ logsinzdz (A.13)
0 0 0

The last integral is quite famous, see [1, p. 206]. More elementary

/ logsinz dx = (/ >logsmzdx
0 0
/2 /2 -
= / log sin x +/ log sin ( + ;v) dz
0 0 2

/2 1. - 1 T )
= log = sin(2z)dz = ——log2 + = log sin z dx
0 2 2 Jo

2
Where u — x—m/2, sin(n/2+x) = cosx and sin(2x) = 2sin z cos z were used. Thus,
foﬂ log sin x de = —7 log 2, meaning equation (A.13) is zero and we are done. O

LEMMA A.12. Let p(z) = z1 + 29

/T/T‘zl+22|dm(21)dm(22):/T|1+z|dm(z):%, (A.14)

PRrROOF. The first equality follows by symmetry. Since |e~%| = 1, we have the
equality |e™™ + e~ | = |e=®=¥) 4 1|. Thus,

1 2 2m )
[/ |zl+z2|dm<zl>dm<22>=w [ et gy
TJT
y+2m 2
e / / |1+ e |dedy

1
LT e ”|dx—/|1+z\dm( ),
27T

by the linear substitution x + = — y. For the last equality in (A.14) we have,

I 2 (7 4
/T\l—i—z\dm(z):%/o QCOS(;C) dx:;/o cos(2>d:r—ﬂ O
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LEMMA A.13. Let a € R/{0}, and g(z) = 1/(2* + a?), then

§(s) = / T qe= Lelasl, (A.15)

R 0° + z? |al

PRrRoOOF. This integral is often used to show the benefits of contour integration.
Since a # 0 we can remove the variable a, through the substitution x +— ulal,

—zuk
|a\ / 1 +u2 (A.16)

Where the variable k = |a|s was introduced. Suppose s > 0 and define the contour
CR that goes along the real line from —R to R and then counterclockwise along a
semicircle centered at 0 from R to —R. See figure 1. Take R to be greater than 1, so

Y

Cr

-R \ \ R
I 4

T
F1GurE 1. The half-circle contour

that the imaginary unit 7 is enclosed within the curve. Since 1+ 22 = (1—1i2)(1+1iz)
the only singularity within Cg is at z = 4, and by the Cauchy residue theorem

e—zk:z ' e_k .
flz)dz = T —— dz = 2mi - Resf()-Zm-T:We .
Cr z 1

The contour Cr may be split into two parts,

0= [ i@ [ s, (A17)
Cr —a arc

and using some simple estimations, we have

eikz
[ <
arc 14z

/ 1 & < dz 7R
n arc|1+z2‘ - arcR271_R271.

Thus, letting R — oo in equation (A.17) we obtain

e—iws
/ ——5dr= e k.
r1+z

If s < 0 then a similar argument with an arc Cr/ that winds around —i rather than

1 shows that
efi:vk
/ — dz = wef
r1+x

Combining the last two equations with equation (A.16) completes the proof.
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PrRoOOF: 2. This integral may also be evaluated without the use of complex
analysis. Note by symmetry that

/ it dtz/ cos(xt) + i sin(xt) dt:/cos(xt) Jt
r1+t2 R 1+ ¢2 r 1+12

since sin(at)/(1+ %) is odd. Using the Laplace-transform £ (f) = [;° f(z)e™** dz,
on the last integral we obtain

> cos(zt) Y > . dt
Z (/0 T dt) —/0 </o cos(xt)e dx) o

7/00 s a7 1
Jo s2Ht21412 2145

Since Z(e~ ) = [ e~le=t* dt = 1/(1+s), taking the inverse .#-transform yields
cos xt T 1
e dz =22 (=—— ) =me 7l Al
/Rl+t2 . (214—3) e (A.18)

To evaluate the .Z-transform the order of integration was interchanged, the justifi-
cation follows from Fubini since the integrand is absolutely integrable

t —ST —XT
/ cos(wt)e™ )62 d(z, 1) g/ € d@t) =2 <.
SEREY w2 L1 2

Where the short-hand notation R = [0, 00) X [0, 00) was used. O
LEMMA A.14. Let a € R/{0} then

1 s
Z m = g COth(Tf'CL)
nez

PRrROOF. This follows from the Poisson summation formula (Rudin [44, p. 194])

Y fn) =" ferw),

nezZ WEZL
and Lemma A.13. Then

2m|al

T 1 3 2ol el T th(ra)
n?2+a?  |a lal e?mlel =1 a

neZ wEZ

where we used the extended geometric formula

Zr‘”|:1+22r”:1—t:,

nez n>0

and the absolute value was dropped since coth(—a) = — coth(a). O
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PROPOSITION A.15. For all § € (0,27) we have,

Zsin(n@) T (A.19)

n 2
n>1

PROOF. This result follows immediately from using the Poisson summation for-
mula on f(6) = 1j_ (7 —60)/2. However it is possible to calculate the sum without
knowing the result in advance. By the Abel’s theorem
=\ sinnb =\ sinné
0) := = lim e "%,
o= 53000 gy S50

n=1

Utilizing the Taylor expansion of the logarithm, gives

e e en(i97s)

sinnf »
e ™ =1Im = —Imlog(l — "~
= 2 e

—s gin 0
= —Imlog(l — e *cosf — ie”®sinf) = arctan LA
1—e 5cosb

Thus letting s — 07,

in@ 0 —0
f(0) = arctan (15111) = arctan <cot 2> = arctan <tan T 5 ) .

— cosf

As 6 € (0,2m) this completes our proof. O

THE GAMMA FUNCTION. Let s = o + it with o,t € R. We define the
I'-function for o > 0 by

I'(s) ::/ et hdt
0

The T function is analytic for ¢ > 0, and it’s most important properties are shown
in the following theorem.

THEOREM A.16 (Bohr-Mollerup). Let f : (0,00) — (0,00) satisfy the following
properties

(1) (1) =1

(2) fz+1) = f(z)

(8) log f is convex.
Then f(x) =T(x) for all x € (0,00).

PrROPOSITION A.17 (Euler’s reflection formula). For every 0 < s < 1, then

rs)ra—-s)=——.
()01 =) sin(7s)
The standard way to prove A.17 is to use the Weierstrass product formula for
sin(mz) and I'(x) see Artin [3] for details. While this computation is very straight-
forward, the derivation of these product formulas are cumbersome, instead we will
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rewrite I'(s)T'(1 — s) as the following integral.

o s—1 (%) e’}
/ $ dx = / / e~ 2y s=1 4z dy
0 1+2 0 0

o) 00 s—1

[

0o Jo Y )

= (/ e Yy™* dy) (/ e Uyt du) =T(s)['(1 —s)

0 0

where [ exp(—(z 4+ 1)y)dy = 1/(1 + z) and & — u/y was used to rewrite the
integral. We note that the integral in question is the Mellin transform of 1/(1 4+ x).

DEFINITION. Suppose f: [1,00) is locally Lebesgue integrable, and satisfies the
growth condition |f(z)| < AzB. We define Mellin transformation of f to be

M;(s) = /000 il(fz dz .

Hence Proposition A.17 is proven by the following lemma.

LEMMA A.18. Let f(x,y) = (z +y)~* be the homogenity kernel. Then

M) i= [ LB g L7 (A.20)

o wl-s yl=ssinws’

for every 0 < Re(s) < 1. Ify = 1 then there exists constants 1/p+ 1/q = 1 such
that,

M;(1/p) = M;(1/q). (A.21)
PrROOF. Equation (A.21) follows directly from (A.20), since
sin(m/p) = sin(w(1 — 1/q) = sinmwcosw/q — cosmsinm/q = sin(n/q) ,

and the fact that y = 1. Using the substitution = + y - ¢, we obtain

1 <1 dt 1
My = = [ i = M),

and the Mellin transform of g(z) = 1/(1 + «) will be evaluated using complex
analysis. Consider the branch of 2571 /(z + 1) defined on the slit plane C\[0, c0) by

7nsflei(sfl)@

fa) ="

)

where z = re'?, and 6 € (0,27). For small e and R > 1, we consider the keyhole
domain C, consisting of z in the slit plane C\[0, c0) satisfying ¢ < |z| < R, see
figure 2. Since f has a simple pole at = —1, Cauchy’s residue theorem yields

/ f(2) = 27i Res f(z) = —2mie™*. (A.22)
C z=—1
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Y

Cr

N

F1GURE 2. The keyhole contour

The integral over C' breaks into the sum of 4 integrals

Rxs—l Zs—l
dz = d —d
/Cf(z)z /5517"'1 QH_/CRZ—FIZ

€ 2mi(s—1) ps—1 451 (A'23)
—d d
+/R 11 a:—l—/cs S z,

and for the integrals over C'r and C. we obtain the following estimates

Zs—l s—1
dz| < 2rR = O(R?), A24
/CszleR—l7r () (A.24)
zs—l 55—1
/ dz .| < 2me = O(e®) (A.25)
c. z2+1 1—¢
Letting R — oo and € — 0 in equation (A.23) gives
o] s—1
(1 - 627”.(571)> / T e = —2mie™ ;
o =+1
since (A.24) and (A.25) vanish as R — oo and € — 0, for all 0 < s < 1. Thus
o gl 24 ™
Mg(S) /(; 14z eTis—2Ti _ o—Tis sin(ﬂ's) ’
and since M (s) = y* 1 M,(s) we are done.
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THE BETA FUNCTION. Let x,y be complex variables. We define the (-
function! as

Bz, y) ::/0 £ 1 =" dt, Re(z),Re(y) > 0. (A.26)

Note that by using the substitution 1+ — ¢t~1, equation (A.20) can be written as
oo l,fs 1 1
de = t (1 —¢t)"°dt = B(s,1 — ).
| o= [ eta 0= s

Using Lemma A.18, this shows that 8(s,1—s) = T'(s)I'(1 —s)/(I'(s+ [1 — s]). That
this result extends to all z,y € R is proven in the next proposition.

PROPOSITION A.19. Let u,v € C, such that Re(u),Re(v) > 0. Then

_ I'w)(v)
B(u,v) = m :
ProoF. Let f(u) = f(u,v)I'(u+v)/T(v). By proving that f satisfies the three
conditions in the Bohr—Mullerup theorem A.16, it follows that f(u) = I'(v). Thus
proving the claim, see Rudin [43, p. 194] for details.

PROOF 2: Let f*xg= fot f(1)g(t — 7) dr. By using the convolution theorem
L(f*xg)=2L(f) ZL(g), on t* xt” we have

(A.27)

& </0 sHt — )" ds> =Z2t")ZLt ) = —-
where .Z(t%) = T'(a + 1)/s**! was used. Thus
/f (g — g1 ds = 1 (F(umv)) _ T ot

gutv I(u+v)

Setting ¢ = 1 completes the proof.
PROOF 3: We apply the change of variables t = zy and s = z(1 — y) to the
integral

D) (v) = / / e~ () =101 gy 45
o Jo
Note that t +s = 2z, 0 < t < co and 0 < s < oo imply that 0 < x < oo and
0 <y < 1. The Jacobian is
a(t,s) y x
owy) |1-y -~
and since z > 0 we conclude that dtds = |J(z,y)| dz dy = x dx dy. Thus,

1 00
L(u)l(v) = / / e Tty T (1 — ) e da dy
o Jo

J(I,y) =

:71‘7

1
- / et dp / g1 — )" dy = D+ 0)B(u,v). O

0 0

IThe notation B was choosen for the Beta-function to avoid confusion with the Blaschke product.
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COROLLARY A.20. For every n,k € C, such that Re(n),Re(k) > 0, we have

ﬁ(n,k):;<n2611>_1. (A.28)

PRrOOF. We begin by using n! = I'(n + 1) = nI'(n) and expanding the binomial

(n) B n! B I'in+1) 1 1 1
kln—r) TkE+DTMm—k)(n—r) Bm—rke+1)(n—r)’
where the 8(x,y) = I'(z)['(y)/T'(x 4+ y) was used. Solving the equation with respect
to the S-function and setting n = k+n — 1 and kK = n — 1 proves the claim. O

R
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1.4. Functional analysis and measure theory

DEFINITION. Let (X,].||) be a normed linear space. A linear functional ¢ on X
is said to be bounded if

sup{|¢(z)|: = € X, ||=| < 1} (A.29)

is finite. When this is the case, the above quantity is called the norm of ¥ and
denoted by ||¢]|.

THEOREM A.21 (Hahn-Banach theorem). Let (X,].||) be a normed linear space,
Y a subspace of X and v a bounded linear functional defined on Y. Then there
exists a bounded linear functional 1 defined on X such that ¢(y) = ¥(y) for all

yeY and [¢] = el

DEFINITION. For any operator T: X — Y, we define the graph of T" as the set
{(z,y) e X xy: Tx =y} .

THEOREM A.22 (Closed graph theorem). Let X and Y be Banach spaces, and
T: X =Y alinear operator. Then T is continuous if and only if its graph is closed
in X xY.

PROPOSITION A.23 (Mean value theorem). Let f(2) be analytic in a disk D, let
aeDand 0<r <1 then

1 2m

fla) fla+re?)ds. (A.30)

:% ;

PROOF. As f(z) is analytic we get by the Cauchy integral formula

a) = 1 Mdz
sw=gf

211 zZ—a

1 [* fla+re?)

2mi Jo  (a+rei?) —a (a+re”)
L[ flatre®) 1 [ 0
_ L[ etrer) g — - ) 49.
21 Jo rei0 ' ° 21 Jo flatret)

For the parametrised circle with centre a, we have d§ = dz /i(z — a), so the integral
of dz over a circle vanishes, while the integral of df does not. O

THEOREM A.24 (Weierstrass Approximation Theorem). The set of polynomial
functions on a closed interval [a,b] are dense in the set of continuous functions
C([a,b).

For every continuous function f: [a,b] = R ande > 0, there exists a polynomial
p: [a,b] = R such that

1f(2) = p(@)]le <,

for all z € [a,b].
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THEOREM A.25 (Lebesgue’s Monotone Convergence Theorem). Let {f,} be a
sequence of monotonely increasing sequence functions, such that
fo(x) = f(x) as n — oo for every X. Then f is measurable, and

/fdu= lim / fodu

LEMMA A.26 (Fatou’s Lemma). If f, : X — [0, 00] is measurable for every n € N
then

/ liminf f,, dp < lim inf/ fndu (A.31)
X 11— 00 X

n—oo 7

THEOREM A.27 (Lebesgue’s Dominated Convergence Theorem). Let f, be a
sequence of real-valued measurable functions on a measure space (X,3, ). Suppose
that the sequence converges pointwise to a function f and is dominated by some
integrable function g in the sence that |fn(x)| < g(z) foralln €N, and all z € X.
Then f is lebesgue integrable and

i [ 1fo ~ flan=0

this also implies

n—roo

lim fndu = / fdu
X X

THEOREM A.28 (Tonelli’s theorem). Let (X, A, u) and (Y, A,v) be o-finite mea-
sure space. If f from X xY — [0,00) is non-negative and measurable, then

/}((/Yf(a:,y)dy>da::L(Lf(m,y)dx)dy:/Xxyf(x’y)d@c’y)_

THEOREM A.29 (Fubini’s theorem). Let (X, A, 1) and (Y, A, v) be o-finite measure
space, and X XY is the given product measure. If f(x,y) is measurable and if any
of the three integrals

/}((/Ylf(:v,y)dy>dx, /}/(/X|f(a:,y)|dx>dy, /xwlf(m’y”d(x’y)’

1s finite, then

/X</Yf(x’y)dy>dx/Y</Xf($»y)dfﬂ>dy/Xxyf(:c,y)d(x,y).
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