
Context-awareness for Mobile Ticketing 
Systems

Øyvind Høisæther
Eirik Vigeland

Master of Science in Computer Science

Supervisor: Asbjørn Thomassen, IDI

Department of Computer and Information Science

Submission date: June 2014

Norwegian University of Science and Technology



 



Eirik Vigeland, Øyvind Høisæther

Context-awareness for Mobile
Ticketing Systems

Master Thesis, spring 2014

Software Engineering
Department of Computer and Information Science
Faculty of Information Technology, Mathematics and Electrical Engineering





i

Abstract

One of the most pervasive technological devices that exist is the mobile smart-
phone. With the emergence and embedding of multiple sensors and connection
possibilities found in today’s phone, the boundaries of what we can accomplish
are nearing a limitless horizon.

This thesis looks at how we can advance an application of a smart device to
achieve another degree of functionality. By exploring context-awareness, its ap-
proaches and practical uses, we wish to enhance the User Experience (UX) of such
an application. To do this, we survey and explore context, context-awareness,
the roots of how it came about, and what context is considered to be.

We focus on a case-study of mobile ticketing systems, and review the current situ-
ation of these in Norway. By providing a foundation of approaches and technology
that can benefit context-aware applications, we confirm our research questions
with a Proof of Concept (POC) application that take advantage of a certain level
of context-awareness. With the help of Bluetooth Low Energy (BLE) beacons, we
show how to accomplish validation of tickets in our system to provide a seamless
process for users and event organizers. We end by verifying our hypotheses that
context-awareness can give a better UX by accomplishing an above average score
in a System Usability Scale (SUS) test.
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Introduction

“The way to get started is to quit talking and begin doing.”

– Walt Disney , co-founder of The Walt Disney Company

In 1859 Charles Darwin published the book On the Origin of Species where he
explained that the species who survive are not the ones that are strongest or most
intelligent, but those that respond to change. Being aware of the environment,
and adapting to it, is not only central for humans, but has in recent years become
a major part of software applications. Adding the concept of context-awareness
to applications opens up a world of possibilities for both users and developers as
the application can be perceived as smarter by being attentive and responsive to
the world outside of its confinement.

Our work will start by looking at mobile ticketing systems in Norway. Having a
mobile ticketing application for events can be beneficial for both attendees and
the event organizers, and might help the event save money, time, and effort. We
will investigate whether or not current systems use any form of context-awareness,
and limitations in general. Also, we will attempt to convey the meaning of context
and the term context-awareness, how they are normally used and how they could
be utilized in a mobile ticketing system for events.

Context-awareness, as a part of ubiquitous- and pervasive- computing, has had
a large impact on distributed- and mobile- computer systems, and with this
the emergence of many interesting technologies and approaches, which will be
discussed in this thesis.

We shall also describe a POC for ticket validation using theory, practices, and
technology, that we use to approach context-awareness.

1



2 1. INTRODUCTION

1.1 Background and motivation

This project is written in collaboration with WTW AS, a company based in
Trondheim, Norway. WTW is one of the leading companies in mobile ticketing
in Norway, which mainly focuses on public transportation and parking services,
in both cases allowing the users to pay for a ticket using their smartphone.

Throughout the fall of 2013, we, the authors of this thesis, were working on our
specialization project, also in collaboration with WTW, which focused on how
Neo4j compares with MySQL when implementing a simple recommender system
for events. Our focus has since shifted and we are now looking into how mobile
ticketing systems can be improved with context-awareness, especially for events.
Context-awareness is an exciting, emerging, and a future-oriented way of working
with software. In everyday life, smartphones and computers are found everywhere
and the possibilities of sensing with such devices are vast. In research, context-
awareness and pervasive technology is still considered to be somewhat in its infant
stage, which makes it both a challenging and interesting subject to look into.
To date, there exist no de facto standard for doing or using context-awareness;
technology, definitions, and approaches exist in many shapes and colors and are
therefore highly debatable.

We knew before starting this thesis that there are a limited number of mobile
ticketing applications for events in Norway, but unlimited possibilities (so to
speak) to create the next-generation ticketing system for events, or at least the
foundation of one.

1.2 Goals and research questions

Goal Explore context-awareness, its approaches and practical uses for mobile
ticketing systems.

Research question 1 Review mobile ticketing in Norway; are there any advan-
tages and disadvantages?

Research question 2 How has context-aware computer systems developed through
history up until now?

Research question 3 What approaches, technology and practices can be used
for context-awareness in mobile devices?

Research question 4 How can context-awareness improve the mobile ticketing
experience?
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1.3 Research method

Our approach for this thesis is based on literary, analytic, and experimental
research. We must first of all provide a theoretical foundation. We should do
this by:

• Investigate the current market of commercial mobile ticketing systems.

• Survey and study context-aware research.

• Explore present technological practices and possibilities to implement context-
awareness for smartphones.

• Validate context-aware practices with a POC of selected approaches for
mobile ticketing.

1.4 Contributions

We will briefly summarize the contributions that this thesis can be expected to
provide. The contributions will be further evaluated in chapter 9.

1. A thorough survey of the field of context-awareness, featuring its origin,
development, and approaches.

2. An attempt to classify context on the basis of the combined effort of research
articles, papers, and books that we used for our survey of context-awareness.
We will see that the classification will build on previous attempts and pro-
vide additions to these.

3. A guide to approach context-awareness for mobile devices, on the back-
ground of the sensors they incorporate and the smart spaces available for
them to sense.

4. The implementation and evaluation of a POC to demonstrate the ease
and seamlessness that context-awareness can provide to smartphones, in
contrast to other solutions.
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1.5 Thesis structure

In the next chapter, we will present a concept for a mobile ticketing system
that we have partly based our work on. This includes mockups and textual
descriptions of a product design concept created for WTW by an industrial design
master’s degree student.

In chapter three, we review mobile ticketing systems currently used in Norway, in
the transportation- and event- categories. We also describe the various methods
of validation used, as well as how tickets can be purchased. At the end of the
chapter, we present and discuss the limitations of current ticketing systems, and
try to convey the benefits of having a mobile ticketing system, as opposed to a
paper-based one.

Further on, in chapter four, we explore context-awareness, its roots and develop-
ment up until now. We will look at which branches of computer science that the
field originated from, and discuss general ways of handling, modeling, acquiring,
and adapting to context. At the end, we will conclude the chapter by looking at
the research challenges that exist.

Chapter five starts by explaining the different approaches to achieving context-
awareness, followed by the technologies that are available to us through modern
devices.

In chapter six, we describe a prototype of the ticketing application, Pling, in which
we take advantage of the context-aware approaches and technologies discussed
in the previous chapter. We will explain its capabilities through screenshots and
user walkthroughs, as well as portraying a future vision of what Pling has the
potential to become.

Chapter seven dives into the implementation-specific details of the prototype, by
explaining how the context-aware features are implemented and built.

In chapter eight, we present the SUS, what it was originally used for, how it
works, and the scores from our user testing.

Chapter nine contains a thorough discussion of our work, our contributions, and
the future work that can be conducted.



2

Original concept

“We choose to go to the moon in this decade and do the other things.
Not because they are easy, but because they are hard.”

– John F. Kennedy , 35th President of the United States

In this chapter, we begin by explaining the original concept that we, to some
extent, base our work on.

2.1 Concept and mockups

In 2012, an industrial design master’s degree student created a product design
concept for WTW which allows people to purchase tickets to events, as well as
products offered at the event (e.g. food and beverages), by using their smart-
phones. The concept focused on sporting events such as soccer and handball, but
should also be suitable for other events, i.e. concerts.

This section contains selected mockups, to help the reader gain a better under-
standing of the original concept, and how the system was intended to work.

5



6 2. ORIGINAL CONCEPT

From the event attendee’s perspective:

• Browsing events and purchasing tickets.

• Purchasing at-event items, e.g. food and beverages.

From the event organizer’s perspective:

• Validation of tickets when users arrive at the event.

• Validation of purchases of at-event items.

The text within the mockups is written in Norwegian, but the captions and images
themselves should enable the reader to grasp the core idea of the system.

2.1.1 User perspective

All mockups in this section originate from the original concept.

Figure 2.1: The user has just
started the app, content is
loading.

Figure 2.2: Main menu, the
user needs to register or log
in.

Once the app has loaded, as in Figure 2.2, the user is looking at the main menu
where he or she has the options to log in, register, or just explore the app without
being logged in. However, if the user registers, then he or she will be automatically
logged in the next time the app is launched.
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Once logged in, or the user selects to explore the app without being logged in,
he or she will be presented with a list of upcoming events.

Figure 2.3: The user is
browsing the events in
the near future, and se-
lects one of them.

Figure 2.4: The user
chooses to purchase
tickets.

Figure 2.5: The user has
selected to purchase 2
tickets for adults.

The following screenshots illustrate how the user can have his or her ticket vali-
dated by an event organizer, after having confirmed the purchase of tickets.
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Figure 2.6: The user has
the receipt of the ticket
available in the app.

Figure 2.7: The user has
clicked on the QR-code
to enlarge it prior to val-
idation.

Figure 2.8: The ticket
has been validated, and
now marked as used.

Once the ticket has been purchased, and the user has had his or her ticket val-
idated by the event organizers, it’s possible for the user to view and purchase
at-event items, such as food and beverages.
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Figure 2.9: The user
wants to purchase one cof-
fee, and one slice of pizza.

Figure 2.10: The user
has confirmed the pur-
chase, and a receipt with
scannable QR-code is dis-
played.

Figure 2.11: The user has
had his QR-code scanned
at the POS. The order is
marked as completed.

There are several other aspects of the system which are not covered in this section,
such as how the user logs in, adds credit-cards, creates a mobile account, and
how he or she manages the settings of the app. We only covered the key aspects
of how the system is to be used and what it aims to achieve.
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2.1.2 Event organizer perspective

All mockups in this section originate from the original concept.

Upon the arrival of an attendee at the event, the organizer will have to validate
ticket(s) of the attendee. This is done by having the attendee place his or her
mobile screen (with the Quick Response (QR)-code of his ticket enlarged) in front
of the camera of the tablet used by the organizer. The app will read the QR-code,
and confirm the validity of the ticket.

Figure 2.12: The or-
ganizer’s mobile app is
ready to scan tickets.

Figure 2.13: Attendee
has placed his mobile
phone displaying the
ticket QR-code in front
of the camera of the
tablet.

Figure 2.14: Once vali-
dated, the app is ready
to continue validating
new tickets with up-
dated attendee count.

At-event purchases are validated in the same fashion by having the attendee en-
large the QR-code of the receipt he received once the purchase was confirmed.
The mobile account of the attendee will not be debited until he or she has ap-
peared at the Point of Sale (POS) and had his or her receipt scanned. Once
scanned, and purchase is confirmed by the POS cashier, the transaction is com-
plete - and the mobile account will be debited.
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Figure 2.15: The or-
ganizer’s mobile app is
ready to scan receipts.

Figure 2.16: Attendee
has placed his mobile
phone displaying the re-
ceipt QR-code in front
of the camera of the
tablet. The cashier
needs to confirm the
purchase or cancel it.

Figure 2.17: Once the
purchase has been val-
idated, and confirmed,
the attendee is given his
ordered food and bever-
ages.

There are many more aspects to the system than covered in this section, such as,
but not limited to:

• Managing the event.

Adding/Removing merchandise from the inventory.

• Creating/deleting an event.

• Altering an event.
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Current ticketing systems

“Computing is not about computers any more. It is about living.”

– Nicholas Negroponte, co-founder MIT Media Labs

This chapter will take a closer look at the mobile ticketing systems which are
currently, per February of 2014, in use in Norway, the way users can buy tickets,
how tickets are validated, and the limitations that exist, if any.

3.1 Overview of mobile ticketing systems

This section will provide an overview of the mobile ticketing systems we have
investigated, mostly focusing on the Norwegian market, as systems used abroad
might be applicable to other privacy laws and regulations. Another reason is the
fact that Norway is ranked among the top 10 countries regarding smartphone
penetration in several rankings [1, 2].

3.1.1 Public transportation

AtB Mobillett
AtB is the management company for public transport in Sør-Trøndelag, Norway,
and had 21.4 million passengers in 2012. In November 2011, AtB started sell-
ing tickets via their mobile application AtB Mobillett for Android and iPhone,

13
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which at the end of 2012 stood for almost 30% of ticket revenues in Trondheim,
accounting for 55% of single ticket sales [3].

Skyss Billett
Skyss is a public authority, owned by Hordaland county council, which admin-
isters the public transport (trains, buses, ferries, and express ferries) in Horda-
land county. The passenger growth has been steady in recent years, and in
2012 the total number of passenger-boarding was 47.2 million. On January 23rd
2013, Skyss launched Skyss Billett, a mobile ticketing application for Android and
iPhone which allows passengers to purchase single tickets (EnkeltsSkyss) within
the Bergen zone [4].

FFK Mobillett
Finnmark Fylkeskommune (FFK) administers the public transport in Vadsø,
Kirkenes, Honningsv̊ag, Hammerfest, and Alta. On January 2nd 2014, FFK
launched FFK Mobillett, a mobile ticketing application which allows passengers
to purchase single tickets on both Android and iPhone devices [5].

Kolumbus Billett
Kolumbus is a county management company for public transport in Rogaland
county and has about 65 000 daily passengers [6]. There were 18.5 million trips by
bus in Sør-Rogaland in 2012, while the number of trips in northern Sør-Rogaland
declined by 0.4% compared to 2011. In total, the number of trips increased by
4.1% [7] for the whole county. On the 19th of December 2013, Kolumbus launched
a mobile ticketing application for Android and iPhone.

RuterBillett
Ruter AS is a management company for public transport in Oslo and Akershus,
owned by the city of Oslo (60%) and Akershus Fylkeskommune (40%) [8], and had
in total 301 million boarding in 2012 [9]. On the 17th of December 2012, Ruter
launched their mobile ticketing application Ruterbillett for Android, iPhone, and
Windows Phone. Ruterbillett allows users to purchase single tickets for pub-
lic transport. In 2013, an updated version of the app allowed for purchase of
periodic/seasonal tickets [10].

NSB
Norges Statsbaner (NSB), owned by the Ministry of Transport, is the largest
railroad actor in Norway. In November 2011, NSB launched their mobile ap-
plication NSB Billett which allowed users to purchase train tickets [11]. In the
annual report for 2012, NSB reported to have increased its number of train pas-
sengers by 2.6% to 53.8 million from 2011. NSB’s bus operations reported to have
transported 126 million travelers, an increase by 5.6% from 2011 [12].



3.1. OVERVIEW OF MOBILE TICKETING SYSTEMS 15

AKT Mobilbillett
Agder Kollektivtrafikk (AKT) is the administration company for public trans-
port in Agder. AKT is owned by Vest-Agder fylkeskommune (40%), Aust-Agder
fylkeskommune (40%), and Kristiansand kommune (20%) [13]. In November
2012, AKT launched their mobile application AKT Mobilbillett, which allowed
users to purchase bus tickets in the Kristiansand area [14].

Flybussen
Flybussen is a collaboration between Scandinavian Airlines System (SAS) and
bus companies to transport passengers to and from airports throughout Norway.
In 2013, Flybussen launched an app which allowed passengers to pay for their
bus fare to and from the airport in both Oslo [15] and Bergen [16].

Kystbussen
Kystbussen (the coast bus in Norwegian) is part of NOR-WAY express buses,
a leading company in the express bus service in Norway. NOR-WAY express
buses operate nationwide routes in the southern part of Norway with 3.5 million
passengers annually. In 2013, Kystbussen accounted for almost 460 thousand
passengers on its route from Stavanger, via Haugesund, to Bergen [17, 18]. As
well as providing ticket services online and with SMS, Kystbussen launched a
mobile application in June 2012 [19].

SAS Scandinavian Airlines
SAS is a multinational corporation operating in Norway, Sweden, and Denmark.
Its major shareholders are the Swedish government (21.4%), Danish government
(14,3%), and Norwegian government (14,3%) [20].

Additional facts about SAS, according to their corporate presentation [21]:

• SAS has 136 destinations, covering all continents.

• 28 million passengers annually.

• 45 new routes in 2013.

• 30-50% market share in home markets.

In 2013, SAS launched a mobile application which allowed users to purchase
airplane tickets. Although SAS already had mobile applications in App Store /
Google Play, these versions did not support ticket purchasing [22].

Norwegian Travel Assistant
Norwegian is the second largest airline in Scandinavia and the third largest low-
cost airline in Europe with around 3500 employees.

Quick facts about Norwegian, according to [23]:
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• 416 routes to 126 destinations in Europe, North-Africa, the Middle East,
Thailand, and USA.

• Over 20 million passengers in 2013.

• Publicly listed in 2003.

In July 2012, Norwegian launched the mobile application Norwegian Travel As-
sistant (TA) which contains all relevant information associated with your flight,
such as travel documents, boarding pass, and which gate the flight is scheduled
for [24]. It does not currently support ticket purchasing, but according to [22],
this is something Norwegian is looking into.

3.1.2 Events

This section contains short descriptions of the ticketing systems we found for
events in Norway. Public transportation is currently the main sector which uses
mobile ticketing applications in Norway. This means that most of the following
systems do not offer an app for the users to allows in-app purchases of tickets.
With this section, we hope to show that ticketing systems for events should follow
more so in the footsteps of public transportation by supplying mobile ticketing
applications.

BillettService (TicketMaster)
BillettService makes 5 million tickets available to over 1000 events, rendering it
the leading marketplace for events in sports, culture, music, and festivals [25].
BillettService is owned by TicketMaster, and even though they provide customers
with a mobile application in countries like USA and Mexico, there is no appli-
cation for the Norwegian market. However, BillettService does allow for the
ticket to be sent to your smartphone for scanning at the event, which also means
that the event needs to have scanning equipment available to validate the ticket
[26].

TicketCo
TicketCo was founded in 2011, and is headquartered in Bergen. The founders of
TicketCo had previously been event managers, but as they could not find a decent
system to manage the events, they decided to create an alternative themselves.
Shortly after, TicketCo was made available for everyone who needs a ticketing
system for their events [27]. TicketCo offers an application for event hosts, to
scan and validate tickets.
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Hoopla
Hoopla was founded in 2011 with a vision and goal to make it easier for people to
manage events [28]. Hoopla offers an application for those hosting events which
can scan and validate tickets.

eArrangement
eArrangement AS is a company focusing on developing an Internet-based event
management system for festivals [29]. eArrangement AS is the only ticketing
system for events that we investigated which offers an application to customers
which allows for purchasing- and viewing- tickets.
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3.2 Ways of purchasing tickets

In this section, we will provide an overview of how each of the ticketing systems
mentioned in the previous section support purchasing tickets.

3.2.1 Transportation

Based on our findings after investigating the different mobile ticketing applica-
tions, the following are the categories we chose for mobile payment methods in
the transportation category:

• SMS: The mobile subscription will be charged when the user receives an
SMS, which completes the transaction.

• Credit-card (CC): The user’s credit-card will be charged.

• Mobile account: The user has a mobile payment account which will be
charged when purchasing tickets.

• Online: The user can (or must) purchase tickets online via a website, which
can then be downloaded to the mobile ticketing application.

Ticketing system SMS CC Mobile Account Online
AtB Mobillett 3 3 3 8
Skyss 3 3 3 8
FFK Mobillett 3 3 3 8
Kolumbus Billett 8 3 3 8
RuterBillett 8 3 8 3
NSB 8 3 8 3
Akt Mobilbillett 3 3 8 8
Flybussen 8 3 8 8
Kystbussen 3 3 8 3
SAS 8 3 8 3
Norwegian TA 8 8 8 3

Table 3.1: Purchasing methods in the transportation category.
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3.2.2 Events

The following are the categories we chose for payment methods in the event
category:

• Online: Tickets can be bought online through the ticketing system website.

• In App: Tickets can be bought through a mobile application.

• In Store: Tickets can be paid for, or picked up, at a store/kiosk.

Ticketing system Online In App In Store
BillettService 3 8 31

TicketCo 3 8 8
Hoopla 3 8 8
eArrangement 3 3 8

Table 3.2: Purchasing methods for events.

1Narvesen/7-11
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3.3 Ways of validating tickets

In this section, we take a closer look at the main ways of validating tickets.

3.3.1 Barcodes

The definition of a barcode is given in International Organization for Standardiza-
tion (ISO) and International Electrotechnical Commission (IEC) (ISO/IEC 1976
2-2), but only covers 1D-codes, and as such the definition by Japanese Standards
Association (JSA) is preferred: “A barcode is a machine-readable representation
of information that is formed by combinations of high and low reflectance regions
of the surface of an object, which are converted to ’1’s and ’0’s” [30].

In the beginning, information was encoded into arrays of adjacent bars and spaces
where the width of the barcode would differ depending on the design. This type
of barcode is called linear one-dimensional barcode, and can be read by a scanner
that sends a beam of light across the barcode. In 2D-codes, the bars and spaces
have been replaced with dots and spaces arranged in a matrix or array, resulting in
increased density of data. To be able to read a 2D-code, the scanning equipment
needs to be able to read in two dimensions, as opposed to reading 1D-codes in
one dimension [30].

1D-barcodes

Figure 3.1: The first bar-
code.

The very first barcode was created by Norman J
Woodland and Silver Bernard in the late 1940s,
and in 1952 their patent (US 2612994 A) was pub-
lished [31]. Barcodes as we know them usually
consist of straight lines, but the barcode described
in [31] can also be modified into a circular pat-
tern, thus the orientation of the package carrying
the barcode is not of importance when scanning
it.

Although the concept of barcodes was invented in
the late 1940s, they were first successfully used
commercially in 1974. On June 26th the same year
the world would change, as the first upc-barcoded merchandise, a 10-pack of
Wrigley’s Juicy Fruit gum, would be placed on a conveyor belt. The pack of gum,
once scanned, would be identified by the cash register to a price of 67 cents [32].
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The barcode has since then become ubiquitous, and many varieties exist. Prob-
ably the most important 1D-barcodes are the Universal Product Code (UPC)-
and International Article Number (EAN)- barcodes, as depicted below.

Figure 3.2: Example of an UPC-A-
barcode.

Figure 3.3: Example of an EAN-
barcode.

Although 1D-codes are used throughout the world in retailing, we don’t see them
being used for validation of tickets anymore, or at least, in very little degree.
Ticketmaster (BillettService) is the only ticketing system that we found which
still uses 1D-barcodes on their paper-based tickets.

2D-barcodes

In recent years, 2D-codes have become more widespread and common in our
daily lives, and are more sophisticated than the 1D-codes. Whereas data is only
stored horizontally in 1D-codes, data is stored both vertically and horizontally
in 2D-codes. As a consequence, 2D-codes are capable of holding a lot more data,
but require more advanced scanning equipment [33].

Figure 3.4: Example of
a Datamatrix-code.

Figure 3.5: Example of
a QR-code.

Figure 3.6: Example of
an Aztec-code.
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The QR-, Datamatrix-, and Aztec- codes are part of the Bar-coded Boarding Pass
(BCBP) standard used by more than 200 airlines, which defines the 2D-barcode
either printed on your boarding pass or sent to your mobile phone. In 2007, the
International Air Transport Association (IATA) announced a global standard for
mobile phone check-in using 2D-barcodes [34], and set a deadline of the end of
2010 to implement 100% bar coded boarding passes. Once fully implemented,
BCBP was expected to save the industry over $500 million annually.

In the BCBP standard, the QR-, Datamatrix-, and Aztec- codes are meant to be
used on mobile phones, while the PDF417 standard was selected by the industry
for paper-based boarding cards in 2005 [34].

Figure 3.7: PDF417-barcode.

A QR-code is a 2D- matrix code introduced in 1994 which has gained wide ac-
ceptance in many industries such as retailing, marketing, health-care, and trans-
portation.

Figure 3.8: A ticket in the
AtB Mobillett application.

The QR-code can hold much more data than other
2D-codes, and certain characteristics of the QR-
code, like the advanced error-correction method,
makes reading QR-codes more reliable and at
higher speeds than other codes. In fact, depending
on the error-correction level, up to 30% of a QR-
code can be dirty or damaged and still be possible
to decode [35].

The QR-code is used for validation in mobile tick-
eting systems such as AtB mobillett, Kolumbus
billett, and Skyss billett. The QR-code contains
information that a scanner checks to verify that
the ticket is legitimate.

The biggest difference between the QR-code and
Aztec (as seen in Figure 3.6), is that QR-codes are
better for being read by consumer’s phones, while
Aztec is better for being displayed on consumer’s
phones [33].
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Another difference is where the finder pattern is located - the squares that help
the scanner find and orient the barcode, adjust for any skew, rotation or scaling.
For QR, all four corners are needed - as the finder pattern consists of three
squares in three of the corners. In addition, QR- and Datamatrix- barcodes need
a quiet zone, an area of white around the code to distinguish itself from what’s
surrounding the code. For the Aztec code, the finder pattern is placed in the
center of the code, and there’s only one square the scanner needs to find to orient
the barcode. All the user has to do is to place the phone screen roughly in the
center of the reader to scan the barcode. According to [33], this gives Aztec fewer
problems and faster scan times, making it ideal for mass-market use as a mobile
ticket.

Advantages and disadvantages of barcodes

The 1D- and 2D- barcode technology works differently, each with their own
strengths and weaknesses, but all barcodes have the following advantages and
disadvantages [30].

Advantages

1. Data entry can be achieved fast, accurate, and reliable.

2. Barcode technology can be used for multiple purposes with low cost since
it is based on paper and ink.

3. Barcode technology supports real-time operations, allowing suitable decision-
making.

4. Barcodes have the same deterioration and lifespan as printed articles.

5. Data in a barcode cannot be changed without physical alteration, and thus
the technology can offer secure operations.

6. Neglecting physical alterations, barcodes are considered read-only. Once
printed, a barcode is difficult to alter, hence offering security.

Disadvantages

1. A clear line of sight is required to read barcodes.

2. No more than one barcode can be scanned at a time.

3. Barcode technology is unable to scan objects inside a container.
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4. The reading distance is short and some scanners even need physical contact
with the barcode to read it.

3.3.2 Mobile ticketing validation

By looking into the current mobile ticketing systems in use in Norway, we can
better illustrate which ways tickets are normally validated. We can distinguish
between the following categories for validation methods:

• 1D-barcode: The 1D-barcode is largely used in retailing and paper tick-
eting, but only accounts for one of the eleven systems we looked in to.

• QR: QR-codes have become very common, and are used in 8 out of 11 of
the ticketing systems in Table 3.3.

• Aztec: Used by most airliners, but not so much in other mobile applica-
tions.

• Animation: An animation is displayed when a ticket is to be validated.
Usually, the user will be asked to press a button in the application to trigger
the animation to be displayed.

• BLE: Not used in any of the applications we investigated.

• Near Field Communication (NFC): Not used in any of the applications
we investigated.

Ticketing system 1D QR Aztec Animation BLE NFC
AtB Mobillett 8 3 8 8 8 8
Skyss Billett 8 3 8 8 8 8
FFK Mobillett 8 3 8 8 8 8
Kolumbus Billett 8 3 8 8 8 8
RuterBillet 8 3 8 3 8 8
NSB 8 3 8 3 8 8
Akt Mobilbillett 8 3 8 8 8 8
Flybussen 8 3 8 8 8 8
Kystbussen 3 8 8 8 8 8
SAS 8 8 3 8 8 8
Norwegian TA 8 8 3 8 8 8

Table 3.3: Validation methods in the transportation category.
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3.4 Limitations of current ticketing systems

This section will attempt to reveal the limitations of current ticketing systems,
what should be improved, and what users are missing out on.

3.4.1 Cash is not king

One of the major reasons why bus companies in Norway are starting to provide
users with mobile ticketing possibilities is the threat of robbery. It has recently
been proposed that it should be legal for buses to refuse cash for payment, but
the Norwegian government has rejected this proposal [36]. Bus companies are
however allowed to make it less attractive to pay with cash, by i.e. raise the price
for cash payments compared to mobile payment, which has been done by AtB in
Trondheim [37], Skyss in Bergen [38], Ruter in Oslo [39], and NSB (also applies
when paying with credit-cards in the case for NSB).

The combination of the threat of robbery and the fact that accepting and handling
cash at events is tedious, make many event organizers choose Cashless as their
temporary POS system [40]. Although Cashless eliminates these two problems,
another one emerges from the event organizers point of view, as you would need
one or more Cashless POS cash registers to be able to accept money at all. Some
events even have their own (physical) shop where you can purchase Cashless
cards, such as the UKA festival in Trondheim which lasts for about 3.5 weeks.
Event organizers also want the time per sale, or validation, to be as low as
possible - which Cashless helps achieve, as you only need to swipe your card,
and the purchase is done. A major drawback in using the Cashless solution (for
users) is that users have to pay to pay, since they would first have to pay for the
Cashless card itself. Users would not have to pay to pay if they use a mobile
ticketing application, because most people already have a smartphone (Android,
iOS, or Windows Phone).
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3.4.2 Information and ease of access

Events, event organizers, and event ticketing systems seem to neglect the fact
that people are using their mobile phones for tasks that they previously would
have to use their computer for. By having a mobile phone application, we argue
that the event, or entity behind the application, is much more accessible. Mobile
applications open up a new world of possibilities, including:

• Ticketing (purchasing/selling/reselling).

• Buying food and beverages.

• Information based on location-awareness.

• Easy access to event information.

In addition, a mobile application enables the usage of context-aware methods
with the sensors now available in smart-phones, as well as new sensors included
in the new Samsung Galaxy S5:

• Accelerometer

• Gyro

• Proximity

• Compass

• Barometer

• Hall

• RGB ambient light

• Gestures

• Fingerprint

• Heart Rate Sensor
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Context-awareness

“Our company has, indeed, stumbled onto some of its new products. But
never forget that you can only stumble if you’re moving.”

– Richard P. Carlton, former CEO, 3M Corporation

4.1 Ubiquitous systems - The foundation

“The most profound technologies are those that disappear. They weave them-
selves into the fabric of everyday life until they are indistinguishable from it”
[41]. This is how it all started with Mark Weiser’s paper, describing his vision of
ubiquitous computing. The paper founded a new research area called Ubiquitous
computing, also known as Ubicomp.

In the paper, Weiser envisions a future in which computing should be an integral,
invisible part of the way people live their lives. He claims that whenever people
learn something sufficiently well, they cease to be aware of it. As an example,
consider street signs: when glancing at it, you absorb its information without
being conscious of the act of reading. This concept has been given several names,
such as compiling, tacit dimension, visual invariants, the horizon, ready-to-hand,
and periphery. These names say, in essence, that “only when things disappear in
this way are we freed to use them without thinking and so to focus beyond them
on new goals”.

27
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According to Weiser, we will see a change when moving towards the Ubicomp era
in which we advance from having one personal computer per person, to having
many computers per person [42]. Weiser substantiates this claim by proposing
that Ubiquitous computers will come in different sizes, and each suitable for a
specific task. These computers are called:

• Tabs: Inch-scale computers, approximately the size of Post-It notes.

• Pads: Foot-scale computers behaving like books, magazines, or sheets of
paper.

• Board: Yard-scale displays that act as bulletin boards or blackboards.

Although Weiser does not mention context-awareness directly, he talks about an
experiment with clip-on computers roughly the size of an employee ID card, called
badges. These badges can identify themselves to receivers placed throughout the
building which makes it possible for the system to keep track of where each
badge-wearing person is located. When entering a room, an employee can be
greeted by the room. When someone is trying to phone the person, the system
can forward the call to the room where the person is located. The badge can also
be used as an access control mechanism, in which doors only open to the right
badge wearer.
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4.2 Pervasive systems

The terms ubiquitous and pervasive are often used interchangeably and some
claim that there are only subtle differences or distinctions between the two [43],
while others say that ubiquitous computing is now also known as pervasive com-
puting [44]. We previously discussed that Mark Weiser was responsible for coining
the term ubiquitous computing, but the origin of pervasive computing is more
obscured. There are claims that Mark Weiser was too far ahead of his time, so
the technology industry coined the term pervasive computing as a term for the
omnipresence of information processing [45]. Others say that the term originated
at IBM concurrent to Weiser’s Ubicomp [46].

Starting off by defining the two: ubiquitous means “present, appearing, or found
everywhere”, while pervasive means “spreading widely throughout an area or a
group of people” [47]. Even though the definitions yield similar, if not the same,
we can in fact distinguish between how the two are used. Ubiquitous comput-
ing is often referred to when speaking of the interactions of augmented ordinary
artifacts and the digital world [48]. This means that computer applications are
tied to physical system components by, as Gellerson et al. explains, “embodying
physical context and interactions with given physical locale” [49]. Pervasive com-
puting on the other hand often concerns the integration of systems into human
surroundings with regards to distribution of capabilities, investigating systems,
and architecture [48]. The two fields clearly overlap in some ways, which make
them easy to confuse and use interchangeably.

From a personal standpoint, we perceive ubiquitous systems, as Weiser envisioned
it, to focus (on a larger scale than pervasive computing) on getting the computer
systems out of the view and into the background. Weiser mentioned that the
computer as it is today fails to get out of the way of the work that needs to be
done, as it stays the focus of our attention [50]. Computers should be as the
common phrase would have it: out of sight, out of mind - to remove screens and
the input devices that consume our focus. Weiser described that “even the most
powerful notebook computer, with access to a worldwide information network,
still focuses attention on a single box” [41], which would also make smartphones
inadequate as ubiquitous computers. It is basically a question of getting things
done as effectively as possible - if Eirik were to ask Øyvind to borrow his juice
maker, does Eirik want to use the juice maker or does Eirik really just want some
juice?

Pervasive computing has a less strict view on the matter, where research does
not focus entirely on hiding the computer, but rather make its advances widely
available in a focus to assist and support user initiative. The primary motivation
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behind pervasive computing is that of being context-aware, to get a feel for the
physical world and supply users with real-time information as assistance [51].
What this requires is the infrastructure that ubiquitous computing is struggling
with, by embedding it in the physical world. We have encountered several occa-
sions where focus-consuming devices such as smartphones have been mentioned
as the primary use in ubiquitous settings, which parts from the vision of Mark
Weiser, as previously discussed. The way we understand it, systems that are in
fact attention-consuming, but still make use of ubiquitous concepts, should be
more likely placed under the umbrella of pervasive computers. There still exist
compelling arguments for the contrary, in that we require transparency for hard-
ware to escape our consciousness [52]. The notion of masking uneven conditions
in the case of, for example, a slow network connection that gets in the way of our
primary task, is an unnecessary diversion of focus.

The topic of whether or not pervasive and ubiquitous computing are separate
entities is clearly up for debate and we shall not spend more ink dwelling on it,
but we leave it as a hanging thought for the reader to be aware of. Another
field of study that is out of the scope of this thesis, although still important to
be informed of, is ambient intelligence. Ambient intelligence is closely related
to ubiquitous- and pervasive- computing, and extends pervasive systems with
reasoning and intelligence as a next generation of computing [48]. Continuing on,
we will shift our focus to look at what it means for computers to become pervasive
and how computers have evolved since Mark Weiser envisioned the new paradigm.
It is a brave new world and an exciting way to rethink computers which brings
forth new challenges that will be discussed more in length throughout Section
4.4.

We have seen a move from the large room-sized mainframe computers, to the
personal computer, and now even more mobility with smartphones and tablet
computers. Pervasive computing is rooted, and share key infrastructural aspects
with distributed- and mobile- computing as early advancements of the paradigm.
Still, pervasive computing also shares common ground with Human-Computer
Interaction (HCI), expert systems, and software agents [44]. A thing to realize
is that advances in the fields where pervasive systems are rooted, have made
elements that once were exotic a reality, and thus it seems we are only missing
key elements to piece everything together.



4.2. PERVASIVE SYSTEMS 31

Figure 4.1: Taxonomy of research in pervasive computing, adapted from [44].

Figure 4.1 show the taxonomy of computer systems research problems in perva-
sive computing, as Satyanarayanan describes in his paper: Pervasive computing:
vision and challenges [44]. One moves from left to right in the figure, where
each junction adds to the collection of structural challenges and so adding to the
complexity. Starting at the left, distributed systems emerged in the mid-1970’s
out of the intersection between personal computers and networks, bringing about
new areas of research that had to be tackled such as: remote communication,
fault tolerance, high availability, remote information access, and distributed se-
curity. As mobile clients and wireless network connections came into existence
in the early 90’s it added to the discipline of distributed computing with aspects
such as: mobile networking, mobile information access, adaptive applications,
energy-aware systems, and location sensitivity to accommodate computers on
the move.

As Satyanarayanan mentions in his paper, there are four particular niches to
be aware of that make computer systems pervasive: invisibility, masking uneven
conditions, localized scalability, and smart spaces. We can also extract sub-
categories for each of these subjects in which divulges a larger picture of the
challenges that each present. In the following, we shall briefly describe each
area.
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4.2.1 Smart spaces

Smart spaces focus on joining the digital world and the physical world by adding
the ability to control and sense the physical world by devices [44]. There are
different ways in which smart spaces can be realized; one is by the simplicity
of controlling aspects of the smart space such as: temperature, light levels, or
blinds. The other is for software to sense its presence in an environment for it to
adapt accordingly at run-time. In some cases smart spaces can incorporate both
to be proactive, by sensing or exploiting the knowledge of people or artifacts in
its bounds, and to control its environment (temperature, light, etc.). In essence,
smart spaces integrate: technology, information, communication, and sensing into
everyday objects [53].

4.2.2 Invisibility and transparency

A key point of research is definitely the physical size of devices. As we move
towards the disappearing computer, we must not neglect that computers do not
have to be tiny or barely noticeable to disappear. To disappear, we need to focus
on the concept of a less demanding and attention-seeking computer. This calls
for a re-evaluation of the form factors, interfaces, and how we communicate with
computers, as well as how the system perceives the context it is situated in [43].
This means that we have to:

1. Break away from the static confines of the desktop interaction model, so
that adaption can be facilitated in a better way [54].

2. Minimize user distractions by meeting user expectation for him or her to
interact close to subconsciously with the system [44].

3. Incorporate natural interfaces for a richer interaction between humans and
computers that support common forms of human expression [51] and real
world action such as movement [44].

4.2.3 Masking uneven conditions

Masking uneven conditions is a joint between fault tolerance and invisibility. We
previously remarked that it was an unnecessary diversion of attention if a slow
network connection got in the way of our primary task, and that this was an
unnecessary diversion of focus [52]. This shows that we have to somehow find a
way to compensate for “dumb” environments to reduce variation and keep the
user on track [44]. This is a principle rooted in distributed systems and built upon
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by mobile computing, where users are constantly changing locations and thereby
the environment which they are situated in. An application should protect how
users are exposed to these variations and adapt at run-time [43].

4.2.4 Localized scalability

Localized scalability is a result of distributed- and mobile- computing as a prod-
uct. In distributed systems it has always been a problem area to facilitate access
by multiple users at once with regards to factors such as: bandwidth, storage,
and energy. On the storage front, scalability and availability has brought forth
the NoSQL database movement to cope with the endless amounts of data that
is generated on a daily basis by networked computers. As for the pervasive-
and ubiquitous- paradigm, the need has somewhat shifted to regard physical dis-
tance, to not only have access to global scalability but also local scalability. Smart
spaces are somewhat to blame as interaction with computers are in some cases
handled by proximity, and the amount of interaction with the space tend to fall
off as people move away [44]. When large amounts of devices enter a particular
space, the need to supply these with the right communication and infrastructure
to function satisfactory becomes a priority. Take an event, such as a concert
(which is relevant to our case-study), where thousands upon thousands of users
with devices are in need of accessing the same resources at once. An example is
where NetCom and Telenor, the two largest mobile network providers in Norway,
had to increase capacity to prevent a network breakdown in 2013 when a teenage
idol attracted masses of fans to a concert in Oslo [55].
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4.3 Context-Awareness

Our focus will further shift to look closer at another field within pervasive com-
puting which we barley brushed upon earlier. This particular field is referred to
as context-awareness, and is centered on the ability to appreciate and proactively
monitor the environment in which the computer system is situated in and react
to it.

4.3.1 Context

Arriving at a formal definition of what a context is can be quite troublesome as
context can be broad and variable. Although the undertone of previous defini-
tions provides a general understanding of context, many still find it difficult to
elucidate.

The term context-aware was first introduced in 1994 by Schilit and Theimer
[56, 57]. They defined it as “the ability of a mobile user’s applications to discover
and react to changes in the environment they are situated in” [58]. As we have
seen, research into context-awareness started before the term was introduced,
with Mark Weiser’s vision of Ubiquitous Computing in 1991. The first application
credited with using context-awareness [56, 57, 59] was created one year after Mark
Weiser’s UbiComp paper by Want et al. with The Active Badge Location System
[60].

The Active Badge Location System’s primary use of context was location, as
location was, and still remains the most crucial, explored, and frequently used
form of context [43, 56, 58–60]. One of the factors of location being most used
can be traced to the wide variety of devices which support location services such
as Global Positioning System (GPS). An issue to be aware of is the border line
between input of a system and the context of a system. Location can for example
be both a context and an input, where a navigation application takes location
as input and not as context [43]. The bottom line is that the context should
not shape an application, but merely assist in its adaptation, or as Chalmers
[43] emphasizes: “conditions that might affect an action, rather than conditions
which define an action”. Another to support this claim is Kofod-Petersen, in that
relying solely on location as input is hardly considered to be aware [48] and refer
to such systems as stimuli-response systems [61].

There is contradicting evidence that location is enough for a computer to be
assumed more intelligent than it is. Weiser explains that a computer can, with-
out even a hint of artificial intelligence, adapt to its environment by the sheer
knowledge of which room it is located in [41]. Proxemic interactions, which we
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will discuss at length in Section 5.1.1, demonstrate that computers which react
to the distance of a subject while only being a simple state machine is thought
to have intelligence beyond its simplicity [62]. So as we can see, there is in fact a
reason behind the heavy emphasis on the use of location through the ubiquitous-
and pervasive- research field. This leads us to a question which we will discuss
later of whether context is regarded as data, information, or knowledge, and if
the notion of reasoning is a part of being context-aware.

A vast variety of definitions have been proposed regarding context and context-
awareness since Schilit and Theimer first defined the term, many of which define
context by examples. These definitions can become inadequate when attempting
to determine whether or not something can be considered as a context [57].
Examples that occur frequently are:

• Location

• Environment

• Identity

• Date and Time

• Idea

• Emotional state

• Focus of attention

• Orientation

• People

• Objects

• Activity

• Situation

• State

• Surroundings

• Task

• Motion

Schmidt, Beigl, and Gellersen [59] summarize such aspects of contexts as “that
which surrounds, and give meaning to something else”. Considering the list, one
could reason that we can taxonomize context in a hierarchical model [59, 63],
since most areas can co-exist. The top level of such a model can for example be
divided between the human factor, and the physical environment. The human
factors should be related to the user, his or her social environment, and the tasks
or goals, while the physical environment encompasses the physical conditions,
such as: light, noise, location, etc. The model can be extended from here on
with more specific contextual features at a sub-level. These features are further
identified by a range of values specific to the feature [59, 63]. Also, context
can be defined by history to determine a situation or environment, which means
that time and space become relevant features [59]. Figure 4.2 from There is
more to context than location [59] and Schmidts PhD thesis [63] realize such a
model.

The dictionary [47] also defines context as “the circumstances that form the
setting for an event, statement, or idea, and in terms of which it can be fully
understood”. The key word being that the context should be fully understood,
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Figure 4.2: Hierarchical classification model, taken from [59, 63].

making the general guideline for an application that it should understand its
context to be context-aware, although we still lack the ability for computers to
fully understand many aspects of context such as emotions or human thoughts.
To provide useful input to the application, we would argue that a requirement
for context in a context-aware system to be that the contextual information can
be correctly interpreted by the computer to support the user effectively. This
notion is somewhat similar to what Kofod-Petersen [48] argues on the basis of
work by Zibetti et al. [64], that agents should “understand situations based on
the information they can perceive”.

As humans, we can interpret our environment through our senses to accommodate
us in making decisions that seem to fit the current situation. Context is consid-
ered a huge factor in human reasoning, even though assessment of a given situa-
tion is considered to be subjective and such knowledge is not shared, objective,
nor public, but individual, which comes down to internal state and personal ex-
perience [48]. Schmidt [63] suggests that we can compare context to senses. This
is built upon by Chalmers [43] who indicates that an application has to develop
similar senses to align to its environment. Compared to human intelligence, in-
telligence as the computer science community regards it is action-oriented, where
context can be thought of as a tool for selecting an action [48]. This means that
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since reasoning over a given situation comes down to internal states and personal
experience, context can be considered an elusive type of knowledge. Knowledge,
as being defined by “facts, information, and skills acquired through experience or
education” [47], as well as the fact that context is an elusive type of knowledge,
makes it hard to logically quantify and reason over which types of context are
useful for certain situations and which are not [48].

We should also point out that contextual information is not limited to the ex-
plicit contexts that a user can observe or sense. There exist other factors in an
environment that can determine, or be a context. An example is the underlying
computing environment, which should be considered as an aspect of a computer
system’s context [43, 57]. These environments can be related to the hardware
or infrastructure and thus the availability and bandwidth, power, memory, and
storage, as well as interfaces, such as: screens, speakers, and input devices. With
this in mind, we can extend the hierarchical model of context with the computa-
tional environments, arriving at the same three top-level categories as Dey and
Abowd [57], as well as Chalmers [43] deduct from others [65–67]: computational,
human factors, and physical. Such a classification divides context into groups by
what they require of processing [43].

Figure 4.3: Our context classification.
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Figure 4.3 extends the classification model of Figure 4.2 and demonstrates how
we would classify context. The additions we have made are simple, and build
upon the descriptions of context from various other sources, in which we will
explore in the next paragraphs.

We first classify context by internal or external dimensions [48, 56]. External con-
text refers to the more physical perspective of context and environment, while
the internal refers to the user, the social environment, and tasks. Furthermore,
the model is divided by factors previously discussed: computational, human, and
physical. Sub-categories of these factors are likewise divided into specifics that
relate to the category, which coincide with the model in Figure 4.2. Other re-
search describes the external and internal classification as background context and
selective interest, or intrinsic and extrinsic context [48], which is further classi-
fied into sub-levels that often differ in some way or another to ours. Ekbai and
Maguitman [68] explain that according to philosopher John Dewey, background
context can be divided into spatial- and temporal- aspects. The temporal aspects
can be existential or intellectual, while the spatial “covers all contemporary set-
tings within which a course of thinking emerges.” The existential properties of
the temporal aspect grasps contributions to a thought process that emerges from
the environment or all material means, while the intellectual are considered to be
thoughts that an individual possesses based on his or her history, or background
(traditions, habits, science, etc.). Furthermore, Ekbai and Maguitman suggest
the following from the pragmatic approach of John Dewey:

1. Context, most often, is not explicitly identifiable.

2. There are no sharp boundaries among contexts.

3. The logical aspects of thinking cannot be isolated from material consider-
ations.

4. Behavior and context are jointly recognizable.

The paper attempts to outline how a logical approach to context and relevance in
Artificial Intelligence (AI) falls short, and that logic-based systems fail to fulfill
the inseparability of mind and nature. This means that to reason over context to
a full extent, a system needs a form of consciousness to make decisive decisions.
Relevance of importance “is the impress of the individual inquirer on the con-
text” [68]; we as humans attempt to reason and make sense of situations through
context and experience, even though situations can be confusing, obscured, and
conflicting [48]. In our case, it is useful to be aware that the pragmatic ap-
proach exists, although it might not be a necessity for a simple system to develop
mindfulness to benefit from context. The way of handling context by intelligent
systems is rather a field of research to ambient intelligence, as we made a note of
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earlier. It should first and foremost be vital for developers, more than the sys-
tem, to reflect on the taxonomy and notice that some types of context might be
more important than others for a given scenario. A rule of thumb in endeavoring
assistance in context are the five W’s as a minimal set of necessity defined by
Abowd and Mynatt [51]:

• who - the presence people,

• what - interpreting activities,

• where - the current location of the environment,

• when - changes in time relative to the who, what, and where,

• and why - understanding the what.

4.3.2 Acquire, model, and adapt

The way a system can adapt itself through the change in context, or user prefer-
ences, is to facilitate an understanding of sensor data or contextual information.
We will therefore take a closer look at acquiring, modeling, processing, managing,
and adaption of contextual information.

Systems that are context-aware may be broken into parts after responsibility.
Kofod-Petersen and Aamodt demonstrate [61] such a break-down in three parts.
The first is the notion of perceiving an environment by acquiring or detect-
ing knowledge or information, the second part has the responsibility of being
aware of the environment, while the last part is concerned with adapting to
the environment. The last two parts are referred to as context-awareness, and
context-sensitivity, respectfully. Some also describe context-sensitivity as self-
adaptation [69]. For simplicity and elimination of confusion, we will refer to
context-awareness in the sense of acquiring or detection as context-acquiring and
context-sensitivity in the sense of adaptation as context-adaptation. Throughout
this section we will also talk about context-modeling, where we will look at how to
make sense of the data that we acquire by converting values into meaning.

Acquiring

We can separate between acquiring context explicitly or implicitly [59]. By ex-
plicit context acquisition, we mean that the user specifically inputs context to
the system or that the system inquires it from the user. With implicit acquisition
of context, the system monitors its user and environment. To implicitly moni-
tor requires other resources and often more complexity than to explicitly ask for
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context. There exist two approaches for implicitly acquiring context as Schmidt
et al. [59] describes: one is providing an infrastructure to obtain the context
and the other rely on sensors attached to the device. For the latter, sensors can
as an example be used to monitor the physical environment or its user through
heart-rates, temperatures, movement or motion, lights, digital images, and so
on, most of which are embedded in many current mobile clients or smartphones.
On the other hand, an infrastructure constitutes a smart space, which we looked
at in Section 4.2.1. In essence an infrastructure is embedded in an environment
to provide clients with information beyond what they are eligible or capable to
perceive on their own. This is why locational units such as GPS are considered a
smart environment instead of a sensor [59]. A smart space may not only be de-
termined by embedding sensors in a physical location. As we formerly discussed,
we should detect uneven conditions and attempt to mask these or suggest ways of
improving them. Satyanarayanan [44] describes an example of Aura, a computer
system that in an airport “discovers that wireless bandwidth is excellent at Gate
15, and that there are no departing or arriving flights at nearby gates for half an
hour”. This demonstrates that it is crucial to also acquire contextual information
of the computational environment of the smart space.

Baldauf et al. [56] proposes a rather different approach, where they explain the
process of acquiring of context by using the word sensors. Sensors are explained
as sensing hardware and data resources that are able to provide contextual infor-
mation. They present a classification of three types of sensors: physical sensors,
virtual sensors, and logical sensors. Physical sensors are, as we previously dis-
cussed, the direct access of locally built in sensors of a device. Virtual sensors
look at an interesting concept which is explained as collecting contextual infor-
mation from software applications or services. An example is the use of data
from electronic calendars, meeting notes, emails, booking system, etc., to pro-
vide contextual information to pin-point where a person might be, what he or she
might be doing, or with whom the person is attending a meeting, conference, or
concert. This is somewhat related to Activity-Based Information Retrieval (AIR)
where data is annotated with the context in which it was generated [70]. There
are also other uses of such virtual forms of data, for example monitoring mouse
movement, or keyboard input. Furthermore, the use of logical sensors combines
physical- and virtual- sensors. A basic example is that of mapping a person’s de-
vice to a location and strengthening the fact that the person is actually present
with, for example data from his or her calendar.
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Modeling

There exist a vast amount of sources to acquire context from. The ideal way of
handling context is through the same way we handle user input from traditional
input methods such as keyboards or mice. However to make proper use of context,
we are not always fortunate enough to rely on only one source to supply the whole
context. We therefore present this section on modeling context, where we will
concentrate on how to assign meaning to values. This will address the concern
of specifying how context for different sources can be joined and abstracted to
a higher-level to give it meaning beyond the raw-sensor data, as well as provide
transparency.

A proposal of assigning meaning to sensor data is what Schmidt et al. [59] de-
scribes as sensor fusion, or as Baldauf et al. [56] refers to as context aggregation.
Similar ways of assigning meaning to sensor data is also explained by Dey et. al
[71, 72] through context widgets and aggregators in the context toolkit, where wid-
gets interpret sensor data and aggregators collect context from multiple sources.
The general idea is that of joining sensor data for abstraction at a higher level
than it initially was read. In this way the contextual information will have a
greater meaning for humans to understand. The data can also become more
precious and accurate [56]. For instance, by gathering sensor data (over time)
from sensors such as light, noise, and movement, as well as location, time, and
time-zone, we might interpret that it is midday, weekend, outdoor, sunny, moving
at 15 km/h. From such contextual information, we can derive that the user is
probably out on a weekend stroll on his bike. By using this approach, we can
build more scenarios based on contextual information such as: in a meeting, at
an event, standing in line, in a conversation, and so on. You might have noticed
that we used the word probably when referring to our context-scenario example.
This was not unintentional, since descriptive context is often based upon incom-
plete information and therefore considered a statement of uncertainty or belief
[43]. From our example, the user could in fact be out for a run, and not riding
a bike. However with more contextual information such as: heart-rate and the
user’s fitness profile, we might be able to distinguish between running and a light
bike ride.

A key to context in any context-aware system as Strang and Linnhoff-Popien
describe, is a well-designed model of context [73]. By model of context, we are
referring to a technical representation of the data that we acquired. Even though
this is related to our hierarchical classification (Figure 4.3) presented in Section
4.3.1, the representation of context in an application has to abide by some other
demands or requirements than just being practical for human understanding. In
our discussion from Section 4.2, pervasive computing (and therefor also context-
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awareness) is a subset based on advances in distributed- and mobile- computing.
With this as a background Strang and Linnhoff-Popien, in their paper A Context
Modeling Survey [73], discuss 6 requirements that a context modeling should
attempt to align itself to in a pervasive computer system.

1. Distributed composition: Systems that are ubiquitous or pervasive are
considered derivatives of distributed computing systems and so a context
model should preferably be able to be distributed.

2. Partial validation: Partial validation of contextual knowledge should be
possible on structures and instance levels.

3. Richness and quality of information: Variations may occur over time
in the quality and richness of information gathered by sensors.

4. Incompleteness and ambiguity: Especially in regards to networked sen-
sors or infrastructures, contextual information might be incomplete or am-
biguous.

5. Level of formality: Interpretation of commands should, if possible, be
precise and traceable.

6. Applicability to existing environments: The context model should be
able to be implemented in existing system structures.

Strang and Linnhoff-Popien’s paper takes into account the most relevant context
modeling approaches that are, or have been proposed in numerous systems. In
Table 4.1 we have very shortly summarized the description and evaluation of
each of these models. Keep in mind that for some systems there can be limited
support to implement different modeling approaches.

Model Description Evaluation
Key-Value The key-value is described

as the simplest data struc-
ture for modeling of contex-
tual information. It’s usu-
ally used in discovering sys-
tems to describe capabilities
of services.

Easy to manage, but lack
capabilities for sophisti-
cated structuring as well as
enabling efficient retrieval.
Weak on requirement 1-5
for context modeling (listed
above).
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Markup Scheme The markup scheme con-
sists of tags in a hierarchi-
cal data structure with at-
tributes and content. Most
notably is the Extensible
Markup Language (XML),
which is often used as a su-
perclass.

Strong on the partial valida-
tion requirement, although
completeness and ambigu-
ity have to be handled on
the application level. Dis-
tribution depends on the
markup scheme used.

Graphical The Unified Modeling Lan-
guage (UML) diagram is a
strong graphical and generic
component which makes
it an appropriate model
of context. Various ap-
proaches have been pro-
posed.

Particularly applicable to
extract Entity-Relationship
(ER) diagrams for context
management in relational
databases. Its strengths
are only on the structural
level, and falls short on dis-
tributional composition and
on computational evalua-
tion, as it is mainly for hu-
man structuring purposes.

Object Oriented The object oriented ap-
proach allow for the full
power of structures such as
encapsulation, inheritance,
reusability, etc. This makes
it useful for the abstraction
of context and of handling
the dynamics of context as
well.

Strong in regards to dis-
tribution, dynamics, and
partial validation. It is
also equipped to handle am-
biguity and incompleteness
correctly, as well as the
level of formality through
interfaces. Some draw-
backs exist on the applica-
bility to existing environ-
ments as some requirements
exist. This especially ap-
plies for encapsulation on
the formality requirement.
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Logic Based For the logic based model
we define models through
expressions, facts and rules.
An example could be:
isp(c,p), where p is true in
context c.

The model has a high de-
gree of formality, as well as
a possibility to distribute.
However, it is error-prone
as it lacks partial validation
and requirement 4 is not ad-
dressed. Requirement 6 is
also considered a major is-
sue.

Ontology Based Ontologies are considered
strong in modeling context
as it represents context by
concepts and the relation-
ships among them. The
model very well depicts how
everyday life is structured
in a way computers can in-
terpret.

Very high formality and
strong similarities with ob-
ject orientation also makes
distribution possible. Par-
tial validation, incomplete-
ness, and applicability in
existing systems are also ad-
dressed. It is concluded as
the most promising context
modeling approach.

Table 4.1: Context modeling approaches.

Ontology is a borrowed term from philosophy, where it is a study of the theory-
and nature- of existence. The term was adopted by the AI community to define
the relations among documents and files. Berners-Lee et al. [74] discuss ontologies
in their paper The Semantic Web, where the pages on the World Wide Web are
connect to ontologies to give terms greater meaning for a computer to understand
and reflect. They describe inference rules that can provide power of expressions
when using ontologies. For instance if a city code is connected to a state and if
an address is also connected to the city code, it is then possible to assume that
the address is in that state.
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Figure 4.4: An example ontology, taken from [43].

Chalmers [43] also argue that ontology is best suited for context aware modeling,
building his argument on Strang and Linnhoff-Popien’s paper as well as Chen et.
al [75] and others whom discuss ontology models. Figure 4.4 shows the example
of how Chalmers demonstrate an ontology model of an academic context. He
explains that the model can be of higher value when treated with relationships.
An object, phone, can be connected to Eirik or Øyvind with the relationship
owned by or in use by. This also works for the classical contextual problem print
to the nearest printer, where we can examine a relationship as near or within a
room.

Adaptation

We mentioned that the ideal way of handling context was through the same way
we handle input from traditional input methods such as keyboards or mice. Recall
from Section 4.3.1 that context is not an explicit input and should not define an
application? In reality, even when we have provided a level of abstraction that
can assist, there are several ways of defining responses to context that might not
be as straight forward as responding to mice movement or keyboard pressing.
Adaptation to context has a primary goal to support user initiative. To do this
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context has to be interpreted as cues for determining what users are attempting
to do, and proactively assist them [54]. To define an adaption strategy for an
application, we must first distinguish the uses of contextual information.

1. Context aware presentation [43]/Contextual sensing [67]/Automatic contex-
tual reconfiguration [65]: Displaying information or adapting the interface
to present contextual information automatically to the user based on the
current context.

2. Context aware configuration [43]/Contextual resource discovery [67]/Promximate
selection[65]: Discovery of services that are nearby or relevant to the user’s
context. Resources may be exploited or emphasized.

3. Context triggered actions [43, 65]/Contextual adaptation [67]: Execution or
modification of services or commands automatically in a given context, for
example loading maps for the next location.

4. Contextual adaptation of the environment [43]/Contextual commands [65]:
A way of associating action triggers in the environment. This is explained as
a way of executing services manually when they are made available because
of their manifestation in the current context (light, heat, etc.).

5. Contextual augmentation [43, 67]: A way of associating data to a given
context or annotating data to the context where it was generated. An
example of the first instance is how Øyvind can leave an electronic note at
his desk saying that he will not be in today, which can be retrieved by Eirik
or anyone else who approaches the desk. This is also a basis for how some
virtual tour guides are constructed.

In addition contextual meditation is described, which is a way of enhancing inter-
action with an environment by modifying services or data to best suit needs or
limitations [43]. An example might be that the interaction is adapted to prede-
fined user settings. There is also a description of context display as a support to
explain behavior based on a context or as a primary display of information. We
also encountered two different ways of explaining contextual augmentation, one in
which we wrote a little about in the section of acquiring context. What Chalmers
describes as contextual augmentation (annotation of data to the context in which
it was generated) is similar to what Newman et al. [70] describe in their paper as
AIR. Both context display and contextual augmentation is not entirely a part of
contextual adaptation and border in some cases on acquiring context. We choose
to include it under adapting to demonstrate the variety of definitions.

Dey and Abowd [57] has a slightly different approach, where they only present
three generic profiles (listed with the concurrent profiles in parentheses):
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• Presentation of information and services to a user (1, 2, 4).

• Automatic execution of a service (3).

• Tagging of context to information for later retrieval (5).

They argue that profile 1, 2, and 4 might be redundant, as profile 2 and 4 does
not make any distinctions if it actually is a presentation of information, or a
presentation of a service. Furthermore they write that it is difficult to differentiate
between the presentation of services and the presentation of information, as it is
really up to how the user chooses to use the information.

We can define how to process actions from these profiles, which can in terms
be helpful to further define a context-aware system. We can divide into event-
and state- driven behavior [43]. Event-driven behaviors are one or more actions
triggered as a response to some occurrence, and a state-driven behavior is a con-
tinuous set of occurrences which are based on the monitoring of some artifact or
object. Therefore a basic difference is that events are triggered and states are
monitored. For an event-driven behavior we have to have an object or artifact
that allows a callback once the event occurs. We are not always fortunate enough
to encounter event-driven behaviors and that is why we sometimes have to mon-
itor some object or artifact for change. There is a cost for state-driven behavior,
as it is generally a power consuming process to monitor someone or something.
The process should be limited to supply information only when necessary, though
this might cause delays or lags in an application.

Profile Event-Driven State-Driven
1 8 3
2 3 8
3 3 8
4 8 3
5 8 3

Table 4.2: Profiles and events.

Table 4.2 show how each profile is bound to the different event procedures. For
profiles 1, 4, and 5, we have an interest in current states of a context by discovery
or monitoring. Profiles 2 and 3 are driven by events that are triggered. [43] points
out that contextual meditation also fit in under state-driven behaviors.
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4.4 Research Challenges

We briefly looked at some research challenges coupled with pervasive computing
earlier in the chapter. Through this section we will extend this and take a closer
look at the most centric challenges that exist in building systems with ubiquitous-
and pervasive- capabilities. We will try to keep a general emphasis on context-
awareness, as well a primary focus on the software engineering aspects. Even
though most of the technology to realize these systems exists, we are not yet able
to piece it all together. So with this section we wish to note what the future
might bring and what lies ahead.

4.4.1 People

Figure 4.5: Clippy - office assistant.

The benefit of context-awareness is to
provide a much more seamless expe-
rience for the user, although there are
several unresolved issues related to the
people perspective. Privacy, security,
interfaces, and communications need
to be tackled, in addition to hardware.
When large amounts of physical hard-
ware is to be situated in an environ-
ment to provide systems with informa-
tion, it has to be careful not to pollute
the environment but rather be aes-
thetically pleasing and complimenting
while bringing new features. Hard-
ware should not be obtrusive with
blinking Light-Emitting Diode (LED)
lights, beeping and fan noises, or ex-
haust and heat [43]. We require sub-
tlety when designing hardware, which also translate to the user interfaces of
systems.

Since we will be working primarily with mobile smartphones, our research will
not focus on removing the Graphical User Interface (GUI) completely, such as
when speaking of disappearing hardware. In contrast we aim to enhance the GUI
and the usability with context-awareness. Disappearing hardware brings forth
new challenges in which is somewhat out of our scope concerning how the system
knows that someone is addressing it, how someone know the system is attending
to them, how the system knows what a command relates to (saving, deleting,
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etc.) and how systems understand a command and recover from eventual mis-
takes [76]. Most of these features are intuitively resolved in GUI systems with
buttons, cursors and such. Still, we suffer from an unnatural process of dialog
with computers. It is counterintuitive for a context-aware system to constantly
inquire the user for permission or questions along the course of using an applica-
tion. Privacy concerns are a major transgressor of going about an unreasonable
amount of user inquires. Although there exist many other attempts at creating
context-aware or assisting interfaces that have failed to address the balance of
proactivity and transparency. A famous example is the Microsoft Office Assis-
tance Clippy depicted in Figure 4.5, in which was criticized for being annoying
and intrusive, thus defeating its purpose [77, 78]. The point being that such a
system should know when it is appropriate to disturb. Satyanarayanan [44] sug-
gests that these kinds of assistance should contain a user patient model that can
predict how a user will react (positively or negatively) to a systems intuitions
and decisions before it is automatically executed. Although such a model might
need some type of AI or machine based learning strategy. Others suggest similar
alternatives to privacy factors saying that context-aware systems should be so
proactive that it can build a privacy profile of user preferences based on previ-
ous requests and interactions in the application [79]. Privacy is a huge factor
for context-aware systems, although asking the user for permission to enable, for
example, the GPS to be able to track the user every single time the user accesses
the application can become cumbersome. It is the principal of finding equilibrium
between usability and user protection.

It is a criterion of success for a context-aware system to exploit information
about users for proactive assistance, and this information should be protected
accordingly. It is a necessity to establish trust between the system and the user.
Privacy in computer systems is controversial, as it should be. The harm that
theft or misuse can produce on the basis of such information ranges from; spam
to blackmail and identity thefts. This does not always concern theft, but can
also be in regards to companies becoming too powerful by the sheer knowledge of
their users. Mark Weiser [41] already remarked privacy concerns at the beginning
of the ubiquitous computing era by saying that with hundreds of interconnected
computers in every room it could have “the potential to make totalitarianism up
to now seem like sheerest anarchy”.

Other human factors are how we handle undesirable situations. Faults and errors
are unavoidable but should in most cases be handled in a context-aware way, and
by that adapt. If, for instance, the sensed data is ambiguous, the application
should not continue without users consent. How should we proceed if a user does
not give the application permission to use one or more of the request features
(such as GPS to track their location)? Should the application quit or attempt to
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adapt to the decision, offering other solutions? - Of course it should!

4.4.2 Variations and discovery

In Section 4.2.3 we vaguely discussed that we have to mask uneven conditions for
pervasive systems. This challenge is a result of variations in both the computational-
and the physical- environment. To recap, we need to provide transparency to
expose the user to a minimum of the technical details, so they can go about
their business as usual. Unfortunately we suffer from heterogeneous systems and
ad-hoc communications in which creates problems. There exist large technolog-
ical variances in topology, transport, and scopes (area of reach) of systems that
should, preferably, be interconnected without complications.

Our environments are dynamic; objects and people are constantly on the move.
Season change, locations change, patterns change, we grow up and old, furniture
move, and so on. With this in mind, variations are not just limited to scale
but also distance and time [43]. Systems should have the ability to facilitate
such changes and adapt accordingly, and preferably not at users expense. Keith
Edwards [80] proposes some new directions for research in terms of variations
and discovery:

• It must be possible to provide an infrastructure for devices to connect
even without having an infrastructure (scalability, security, administration,
shard naming, etc.).

• We need to bridge and deisolate discovery between different networks.

• An appropriate search is required to detect resources.

• Discovery is as much a human issue as a technological issue.

The aim must be to be able to discover and connect devices without an explicit
configuration or prior knowledge of those devices [80]. If we must configure
each device that enter a network explicitly for them to work together, it can
become so overwhelming that any benefits we have from using such a system
might be too small in contrast to the workload of connecting. For example,
if we arrive at an event and have to connect to a network, input a password,
and specify which service or resource we want to use to validate our ticket, the
benefits of getting away from a printed barcode might not be enough for people
to want to use the system. We are headed towards a point of mobility where
the aim is to move through the world by mostly making temporary connections
to services. It is discusses that the dynamics of such technology creates a too
large overhead for a service such as Domain Name System (DNS) to handle
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[43]. The level of interactions that is attractive to pervasive computer, such as
knowing that a device is arriving or departing a context, is not supported by
DNS and Dynamic Host Configuration Protocol (DHCP). Still, in the absence of
a resource identification service that can handle and facilitate the discovery and
configuration of devices, a temporary solution might be as simple as a QR-code or
Radio Frequency Identification (RFID)-tag for easily connecting and configuring
a service.

4.4.3 Other

There exist several other questions which we must ask when building a context-
aware system. Some of which might not be especially essential to software engi-
neering, but important none the less. One is a question of energy, which is vital
when we look at the scattering of resources in the physical space. How will we
supply all these gadgets with energy? Will we use batteries, and how long can
a device last on a single charge? Will devices be plug into an electrical socket?
If so, how will we manage hundreds of devices in a single space with regards to
wiring?

Moore’s law is a well renowned prediction in computer- and electric- engineer-
ing. The prophecy says that every two years the number of transistors that
can be placed on a chip will double. Unfortunately, doubling of resources is not
true for power technology. It is not only a challenge for the hardware commu-
nity, but also for software engineers. We have to re-evaluate how we construct
software by using as energy efficient strategies, algorithms, and protocols as pos-
sible. As an example, error detection in network protocols such as Transmission
Control Protocol (TCP) is a necessity to recover from faults in networks. Still,
corrections, retransmitting packages, Acknowledgement (ACK), and Negative-
Acknowledgment (NACK) comes at a cost.

Another challenge related to power is the thickness of a client. We say that
a powerful client is thick, while a minimal client is thin. This might not be
directly relevant to context-awareness, but more to pervasive- and ubiquitous-
computing. When speaking of discovery and use of nearby resources we can
discuss something known as cyber foraging [44]. Cyber foraging is the thought of
exploiting hardware resources on other devices for computationally demanding
tasks. Imagine that you have a task at hand (on your smartphone), which is
demanding, for example compiling of software. The thought is that you send this
task off to an available external resource to execute, and just receive the result
when it is done. By doing this mobile computing can build smaller computers
with less demanding hardware so that the client can also last longer on single
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electrical charges. A catch is that the mobile client must, of course, be able to
perform in a satisfactory manner in a worst-case environment.



5

Approaches to
context-awareness

“It would be heartless to house legless men in a building which could
only be entered by ladders or very steep gradients.”

– Humphry Osmond, psychiatrist

In the previous chapter we took a look at context-awareness, how it is regarded
and where it originated. Through this chapter we will take a closer look at
context-awareness, the technology, sensors, and methods of approach that are
available to us by moderns standards. We will focus on mobile applications or
apps, with a general aim to build a better UX for smartphones. In doing this we
have to conduct ourselves accordingly to the frameworks, or operating systems
that are applicable. Fortunately, smartphone frameworks provide a level of ab-
straction that keep us at a distance from handling low-level sensor data in the
provided Application Programming Interface (API) and Software Development
Kit (SDK). Although we keep a general spotlight on the technology that is avail-
able to most phones on the market today, our framework of choice is Google’s
Android operating system. This chapter aims to narrow down the former chapter
to more concrete practical approaches and practices.

53
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5.1 Practices

In this section we discuss some modern practices that can be used to approach
context-awareness in computer science. We will for the most part keep to a level
of abstraction beyond the technology (which we will come back to further on in
the chapter) that is needed to realize these approaches.

5.1.1 Proxemics

Proxemics is the study of HCI with respects to the position, movement, identity,
and location between the two. The term Proxemics was coined by anthropologist
Edward Hall in 1966, creating the foundation of a field of study which identi-
fies the ways people use interpersonal distance to understand and mediate their
interactions with other people [81].

The field of proxemics has many aspects to it, one of them being linguistics. Hall
worked with linguistic scientist George Trager, and observed shifts in the voice
as distance either increased or decreased. Knowing that people whisper when
they are very close, and shout when they’re far apart, Hall and Trager posed the
question “How many vocal shifts are sandwiched between these two extremes?”
They found the answer to this question to be eight distances, as described in
the book The Silent Language. However, the most interesting theory from Hall’s
work, and also the most relevant to this thesis and HCI in general, is his definition
of four proxemic zones. These zones define how people interpret interpersonal
distance.

The four proxemic zones, as described by Hall:

• Intimate: Less than 1.5 feet (<0.46 meters).

• Personal: 1.5 to 4 feet (0.46 meters to 1.22 meters).

• Social: 4 to 12 feet (1.22 meters to 3.66 meters).

• Public: 12 to 25 feet (3.66 meters to 7.62 meters).

It’s worth pointing out that each zone is defined as having two phases: close
and far. The phases are defined with different distances, and accompanied with
reasoning as to what one might expect of interpersonal communication in the
phase one might find himself/herself in. Take for example the far phase of the
public zone, which is 25 feet or more. This is, according to Hall, the distance that
is automatically set around public figures - as a defensive mechanism. It could
also be interesting to link each zone and phase to one of the eight distances of
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vocal shifts that Hall and Trager defined. In the intimate zone, close phase, one
can expect the first vocal shift (whispering), and in the far phase of the public
zone, which is 25 feet or more, one of the last distances and vocal shifts would be
reasonable. Hall has not himself explicitly linked each zone and phase with any
of the vocal shifts.

The discrete zones of distances which Hall describes are just one of three factors
that influence how people use the micro-space surrounding them. Fixed-features
include the immobile properties of the space, such as the layout of buildings,
walls, windows, and doors. Semi-fixed features include elements that are not
fixed to one position, or rather objects that can be moved, such as chairs, beds,
tables, etc. Hall discovered that the arrangement of elements in the semi-fixed
space affects our perception and use of personal space, where the layouts can be
sociopetal or sociofugal. Sociopetal refers to an arrangement of semi-fixed fea-
tures where people can see and interact with each other, while sociofugal refers to
an arrangement of semi-fixed features where people can have some privacy. These
terms were coined by Humphry Osmond in his research into socio-architecture in
his effort to improve patient setting, especially in mental hospitals [82].

In today’s world, the majority of devices are blind to the presence of other devices,
as well as semi-fixed- and fixed- features of the room they’re located in. Though
it is possible for devices to know that other devices are nearby, by e.g. using
Bluetooth, they can’t tell whether the other device is in the same room or not -
and according to [62], this is where proxemics can help.

[62] argues that we need to operationalize proximity for Ubicomp, meaning we
need to be able to measure proximity. To help approximation, [62] and [83]
provide five dimensions of proxemic interactions, which are most relevant to op-
erationalizing proxemics in Ubiquitous computing.

Figure 5.1: Proxemics dimensions, taken from [62].

Distance between entities is fundamental to proxemics, and can be either con-
tinuous or discrete. An example of discrete distance would be to define proxemic
zones, each with its own meaning when interacting with the system. Researchers
at Fraunhofer IPSI created an ambient wall (Hello.Wall) with clearly defined
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proxemic zones (Interaction, Notification, Ambient), which would help offices
at different geographical locations increase group cohesion, and make informal
communication a possibility [53].

Orientation between entities can be continuous (e.g. pitch/roll/yaw angle), or
discrete (facing towards or away from the object).

Movement captures the movement and orientation of an entity over time, re-
sulting in actions depending on for example the speed and direction of the en-
tity.

Identity uniquely describes the entities present. This can vary from exact iden-
tification of an entity, to less detailed where i.e., only the entity type is identified.
At the bare minimum, entities can be distinguished from one another - where no
attributes or information is associated with them.

Location characterizes the context of location, e.g., home or office. It can also
capture when people, or entities, cross certain thresholds such as entering a room.
According to [62], location is important, as the other four dimensions might
depend on contextual location.

Systems monitoring the nearby entities, whether by capturing video, voice, or
simply their identity and presence, often lead to privacy issues. It’s interesting to
see how proximity can be used to balance between awareness and privacy, as with
the Media Space system Saul Greenberg and Hideaku Kuzuoka experimented with
in the late 1990s. This media space system uses proximity to control an always-
on audio/video link between co-located colleagues, which provides awareness of
a colleague’s presence and activities. In their work, they have identified several
issues regarding privacy, such as: “We need better ways to mediate privacy on
the communication channel, perhaps by altering the quality of service”, and “We
have to judge whether surrogates really do ensure reasonable level of privacy”
[84]. One of their suggestions is to use progressive distortion of the video link as
a function of proximity, with pixelization algorithms.
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5.1.2 Contextual QR-codes

A QR-code is usually considered a static entity always exposing the same in-
formation to everybody, but a contextual QR-code is computed to provide spe-
cific information, or perform certain actions, depending on a particular context.
Rouillard argues that barcodes are still regarded as an interesting option because
of the basic technology, and simplicity of the concept - even though RFID and
NFC are considered as the latest generation in the domain of object identification
[85].

The idea of a contextual QR-code is to have a public part of information (QR-
code), and a private part of information (the context) which is provided by the
device scanning the QR-code. Figure 5.2 illustrates how [85] describes their idea
of a contextual QR-code.

Figure 5.2: Contextual QR-code, adapted from [85].
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The private part can be the user’s profile, current task, location, device used,
time, or environment of the interaction. When the device scans the QR-code, it
merges it with private data and sends the resulting XML file to a web service
which computes the code and returns personalized messages.

The simplest scenario is the Hello World greeting. Here, the QR-code con-
tains:

1 <public>

2 <tag>Hello</tag>

3 </public>

Should a user scan this QR-code with a random QR-code scanner using his mobile
phone, the user will see exactly that message on his screen. If the user uses the
contextual QR-code application, the user will see a personal greeting message on
the screen, based on the input (private part). For example, if the user scans the
code at 10 A.M., with the IP address 78.91.37.28, the message could for example
be: Good morning, Øyvind Høisæther from Trondheim, Norway.

Though the example above is quite simple, the idea allows for more advanced
and useful concepts, and could quite possibly work great for events in order to
i.e. make information about the event as accessible as possible to the atten-
dees.
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5.1.3 Geo-fencing and spatial positioning

Figure 5.3: Geo-fence around Dødens Dal in
Trondheim.

The number of phones sold
with built-in GPS-unit and
Wi-Fi/3G/4G, has risen quite
dramatically the last 10 years,
resulting in widespread de-
velopment of Location Based
Services (LBS). Examples of
LBS include social networking
(e.g. sharing geo-tagged mes-
sages), navigation (e.g. nav-
igating to a certain address),
e-marketing (e.g., e-coupons),
business search (e.g. finding a
nearby McDonalds), and traf-
fic monitoring (e.g. being no-
tified of potential traffic-jams
on the current route). As a re-
sult of the advanced technolo-
gies that exist for location-
detection such as cellular net-
works, Wi-Fi, RFID, Bluetooth, and GPS, LBS has become ubiquitous [86].
Building on LBS, it is possible to create virtual geographical areas known as
geo-fences.

A geo-fence defines a virtual geographical area, or geo-fenced area, which can
be used in many situations. In recent years, it has been used in fields such as
computer software, physical security, and even in health care. In fact, research
has been made to see whether geo-fencing capabilities in smartphone applications
can help Persons with Alzheimer’s Disease (PwAD) in their daily activities [87].
One of the ideas was to give the PwAD an hourly reminder to let them know
how long they have been out of the house.

Common technologies that can be used for LBS include:

• GPS

• Cellular networks

• WLAN-networks

• Bluetooth

• RFID

• Ultrasound
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5.1.4 Augmentation

Figure 5.4: Augmented reality museum
guide.

In Section 4.3.2 we discussed differ-
ent ways of adapting to context, and
specifically mentioned contextual aug-
mentation. There are two different
ways of defining contextual augmenta-
tion where one definition from Pascoe
[67] explained that we can associate
data to a given context. This defini-
tion has close ties to, and can be used
in Augmented Reality (AR).

AR is a field of HCI that attempts to
bridge the gap between humans and
computers by combining the real and
the virtual world in an effort to pro-
vide assistance to the users. AR fo-
cuses on producing virtual objects in the real world and can adapt to the real
world in a number of ways [88]:

• Graphical information (2D, 3D, text) in the real world.

• Putting audio-information in the real world.

• Force feedback in the real world for interaction.

Figure 5.4 shows a prototype application of a museum guide that fellow students
at NTNU have constructed using AR. Utilizing the camera on a smart-device the
prototype can scan and recognize artifacts such as pictures or statues (in this
case The Scream by Edvard Munch), and produce on-screen information. Users
of the app can also link questions and answers with artifacts. This is an example
of data associated with a given context that can be retrieved only while in that
context.

Searching in AR is associated with context cues. The contextual information is
coupled with the objects or location of the objects, and is presented in the context
where it was acquired. Searching does not necessarily have to be done by some
type of image recognition. With the density of sensors that a smart-device today
employs, we can for example utilize GPS to detect location and accelerometer/-
gyroscope and/or compass to detect where a user’s focus is directed and present
information to them through AR [89].
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5.1.5 Services-oriented context

When we wrote about acquiring context in Section 4.3.2, we mentioned some-
thing called a virtual sensor. Virtual sensors provide contextual information from
software applications or a service either running locally on the client, or over a
network communication. There are several cases where services as a context can
be beneficial. Imagine, for example, that you are on your way to an event and
the mobile ticketing application gives you updates on which roads on the way
that have the least traffic, or where there are vacant parking spaces closest to
the venue. This can be realized by using a Service-Oriented Architecture (SOA)
to communicate with the public road administration in the area and the parking
companies (if they keep track of and supply accessible APIs). SOA is a software
architectural pattern that allows services to be provided or consumed without
specific knowledge of the implementation of that service [90].

We also spoke of gathering context from for example e-mails, calendars, or meet-
ing notes. This way of acquiring context can help us remove ambiguity and even
strengthen the quality of the context. Say for example Eirik gets an e-mail from
Øyvind, where Øyvind asks him if he wants to go to a concert this weekend. If
the application is proactive to the point that it analyzes the e-mail and detects
that Eirik added the concert to his calendar, it can beforehand anticipate that
Eirik will be at the venue at the specific time that the concert occurs. With
social networks, we can also provide context application services such as simple
recommender systems by detecting friends of Eirik that are going to the same
event to help him make the decision to go. Even if Eirik has not purchased a
ticket with the application, it knows where Eirik is headed on that given date
and knows what will happen so it can adapt accordingly.

There is a blurred line between how an application can use a context to customize
a service and how a service can supply context. Our last example is mostly related
to the latter, though the first example with traffic and parking is closer to using
context (location) to customize a service.
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5.2 Technology

This section focuses on concrete technology that we can make use of to realize
some of the practices we discussed in the previous section. We will also look
into what kind of features mobile devices possess in relevance to context and the
awareness of its environments.

5.2.1 Mobile devices

Android is the world’s most used mobile operating system, powering hundreds
of millions of devices worldwide [91]. We are not only speaking of smartphones
when mentioning devices. Some say that Android is at the front-line of what is
referred to as The Internet of Things (IoT), since Android runs on everything
from e-readers, game consoles, and smart-watches to tablets and phones. Being
open-source, Android has the potential for anyone to modify and run it on any
device [92]. IoT was initially a concept when speaking of embedding RFID into
every-day objects. With the significance of the Internet, everyday objects are
constantly being enabled to communicate online [93]. Building software for a
framework such as Android, which has the power to be deployed on, used on,
and communicate with a wide variety of devices, makes a great foundation for a
context-aware pervasive system.

A drawback of Android is that it is somewhat fragmented in regards to the soft-
ware API versions, the differences in sensors, and the variety of interfaces varying
from device to device. There are hundreds of smartphone models currently in
sale throughout the world, and a lot of deviancy revealed when comparing the
specifications between these models. One of the major reasons for this is that
different brands are allowed to basically make their own decisions regarding the
specifications.

Telenor released a press statement on the 5th of March, 2014, with a list of
the most sold smartphones. Out of the 10 listed phones, there are six Android
devices, three Apple devices, and one Windows Phone device [94]. Also on a
global scale, Android is the biggest mobile platform, with 81.0% market share
in the 3rd quarter of 2013, an increase from 74.9% same quarter the year before.
Apple’s iPhone had a market share of 12.9%, a decrease from 14.4% the year
before [95].

Sorted by popularity, the most popular Android devices are:
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1. Galaxy S4 4G+

2. Sony Xperia Z1 Compact

3. Galaxy Note 3

4. Galaxy S4 Active

5. Samsung Galaxy S3 4G

5.2.2 Sensors

Table 5.1 lists sensors that are supported by the Android platform, though it is
not common for every phone to have all of these sensors.

Sensor Type Description Uses
Accelerometer Hardware Measures the acceleration

force in m/s2 that is ap-
plied to a device on all
three physical axes (x, y,
and z), including the force
of gravity.

Motion detection
(shake, tilt, etc.).

Ambient
Temperature

Hardware Measures the ambient
room temperature in
degrees Celsius ( ◦C).

Monitoring air
temperatures.

Gravity Software /
Hardware

Measures the force of
gravity in m/s2 that is ap-
plied to a device on all
three physical axes (x, y,
z).

Motion detection
(shake, tilt, etc.).

Gyroscope Hardware Measures a device’s rate of
rotation in rad/s around
each of the three physical
axes (x, y, and z).

Rotation detec-
tion (spin, turn,
etc.).

Light Hardware Measures the ambient
light level (illumination)
in lux (lx).

Controlling
screen brightness.

Linear Ac-
celeration

Software /
Hardware

Measures the acceleration
force in m/s2 that is ap-
plied to a device on all
three physical axes (x, y,
and z), excluding the force
of gravity.

Monitoring accel-
eration along a
single axis.
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Magnetic
field

Hardware Measures the ambient geo-
magnetic field for all three
axes (x, y, z) in microtesla
(µT).

Creating a com-
pass.

Orientation Software Measures degrees of rota-
tion that a device makes
around all three physical
axes (x, y, z). As of API
level 3 you can obtain the
inclination matrix and ro-
tation matrix for a device
by using the gravity sen-
sor and the geomagnetic
field sensor in conjunction
with the getRotationMa-
trix() method.

Determining de-
vice position

Pressure Hardware Measures the ambient air
pressure in hectopascal
(hPa) or Mbar .

Monitoring air
pressure changes.

Proximity Hardware Measures the proximity of
an object in cm relative to
the view screen of a de-
vice. This sensor is typ-
ically used to determine
whether a handset is be-
ing held up to a person’s
ear.

Phone position
during a call.

Humidity Hardware Measures the relative am-
bient humidity in percent
(%).

Monitoring dew-
point, absolute,
and relative hu-
midity.

Rotation
vector

Software /
Hardware

Measures the orientation
of a device by providing
the three elements of the
device’s rotation vector.

Motion detection
and rotation de-
tection.
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Temperature Hardware Measures the temperature
of the device in degrees
Celsius ( ◦C). This sen-
sor implementation varies
across devices and this
sensor was replaced with
the Ambient Temperature
sensor in API Level 14.

Monitoring tem-
peratures.

Table 5.1: Table of supported sensors in Android.

Mobile devices and available sensors

Based on data from gsmarena.com, Table 5.2 shows which sensors each of the
phones mentioned in the previous section supports.

Galaxy
S4

Xperia
Z1

Compact

Galaxy
Note 3

Galaxy
S4

Active

Galaxy
S3 4G

Accelerometer 3 3 3 3 3

Gyro 3 3 3 3 3

Proximity 3 3 3 3 3

Compass 3 3 3 3 3

Barometer 3 8 3 3 3

Temperature 3 8 3 8 8

Humidity 3 8 3 8 8

Gesture 3 8 3 3 8

Table 5.2: Overview of sensors available for selected phone models.
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5.2.3 GPS - Global Positioning System

Most smartphones today have the ability to receive and make use of GPS-data.
Because location-awareness is of such importance as a context in context-aware
systems, we will in short terms discuss what the GPS technology is.

Figure 5.5: GPS satellite constellation,
taken from [96].

The development of the GPS started
in the early 1970s by the U.S. De-
partment of Defense as a military sys-
tem. GPS has since then become
a prime source of location-awareness,
for military and civilians alike. The
reason behind its success is the fact
that GPS has the ability to position
a GPS-enabled device outdoors, any-
where in the world, and under any
weather conditions [97]. In a worst
case scenario, GPS can achieve a pseu-
dorange (an approximate distance) ac-
curacy at a 95% confidence of 7.8 me-
ters [96].

GPS constitutes a worldwide smart
space enabled by satellites in orbit
around the earth. It normally consists of 24 operational satellites scattered be-
tween six orbital planes about 20 200 kilometers above the earth’s surface, with
four satellites in each plane as depicted in Figure 5.5. In June 2011, to improve
the accuracy of GPS, the constellation was expanded, where six satellites were
repositioned to make room for three new satellites [96]. The constellation pro-
vides a continuous worldwide coverage, since only four satellites are needed to
provide location information. [97] argues that at an elevation angle of 10◦, four
to ten satellites will be visible from anywhere in the world at any time.

The system is segmented into three parts: the space segment, the control seg-
ment, and the user segment [96, 97]. The constellation previously mentioned is
considered to be the space segment. The control segment is a globally distributed
network used to monitor and control the GPS satellites. It consist of the master
control station (Colorado, USA), monitor stations (16 locations worldwide), and
ground antennas (four dedicated sites). The user segment is the GPS-receiver in
equipment that can make use of the data, such as smartphones.
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5.2.4 RFID - Radio Frequency Identification

Figure 5.6: Common RFID ac-
cess control.

RFID has emerged to become one of the most
pervasive microchips ever to be created. RFID
is comparable to optical barcodes, and has its
roots in advances of electromagnetism in the
19th century and modern radio communica-
tion. It is a sensor technology of transponders
(composed of components such as integrated
circuits and antennas) called tags that are as-
sociated with everyday objects. Tags can, just
like barcodes, contain unique product identi-
fication and be readable from a distance, and
without line of sight, which makes it superior
to traditional barcodes. Commercially, RFID
was first used on railroad cars and for auto-
matic collection of toll at the end of the 80s
and the start of the 90s. Early on, train cars
were equipped with optical barcodes as iden-
tification, though barcodes had a habit of being obscured by dirt and damaged,
rendering them useless. Today RFID is used for many purposes:

• Tracking and identification.

• Payment and stored-value systems.

• Access control (Figure 5.6).

• Anti-counterfeiting.

RFID is not a term for one specific type of technology, as there exist various
forms with various cost, use-cases, sizes, power requirements, and limits. We can
separate between passive, semi-passive and active RFID-tags. The passive tag is
the simplest and most used as it is inexpensive to produce and it does not require
a battery, as it harvests radio-frequency energy. The range is up to 10 meters
and it cannot initiate communication, only act as a response. One step up is
the semi-passive tag which is alike the passive, only that its source of power is a
battery that provides it with a larger range of up to 100 meters. Ranges of RFID
vary by operating frequency. This can be used to control how tags interact with
each other [30, 98, 99]. The distances in the list below are measured by passive
read.

• Low Frequency (LF): 120-140 KHz (10-20 cm).

• High Frequency (HF): 13.56 MHz (10-20 cm).



68 5. APPROACHES TO CONTEXT-AWARENESS

• Ultra-High Frequency (UHF): 868-928 MHz (3 meters).

• Microwave: 2.45/5.8 GHz (3 meters).

• Ultra-Wide Band (UWB): 3.1-10.6 GHz (10 meters).

5.2.5 NFC - Near Field Communication

NFC is a short-range wireless communication technology that has evolved from
RFID [100]. It can communicate by responding or initiating contact, but is
limited to a very short range of interaction. Technically NFC is an active-RFID
technology. Although active-RFID theoretically has a maximum capacity of up
to 100 meters, NFC runs on HF which shortens its range considerably [99].

NFC was created by Sony and Philips. The companies reached an agreement on
the development of NFC in 2002, and in 2004 the NFC Forum was established.
The NFC Forum is where the current technical and business collaboration related
to NFC is realized within [101]. In 2006, the technology architecture was unveiled
and the first five Forum specifications were announced [102].

An NFC-enabled device can both act as information storage, or an NFC-reader.
As a reader, it can extract information from NFC tags and display the information
on the screen - or silently do processing in the background. As information
storage, the device can be used as a digital storage for i.e. contacts, documents,
or credit card information [100].

Other important advantages:

• NFC makes establishing ad-hoc connections between devices simple and
easy.

• The communication between devices occurs at a short distance (few cen-
timeters), and is completely lost at any distances over 20 centimeters [101].

• The technology is compatible with RFID, RFID-tags, and contactless smart
cards [100].

A device with NFC can operate in three modes:

• Peer-to-peer to establish a two-way communication between two devices.

• Card emulation, allowing the phone to emulate a contactless card.

• Reader/writer, the smartphone can both read passive tags, and write to
them.
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According to [103], NFC is the main technology that improves mobile ticketing
services. That might be correct, but only applies to NFC-enabled phones, which
leaves iOS-users out of the loop for now.

Disadvantages

Even though Android’s support for NFC is the best in the market, it’s incomplete,
and there are several issues with regards to mobile ticketing and NFC [103].

• Android Beam / Peer-to-Peer can’t be used to establish a real two-way
communication.

• Ticket-cloning, both pre-validation and post-validation, where two users are
sharing the same ticket.

• Man-in-the-middle attack, in which a third entity hijacks the communica-
tion between two devices, in this context the ticket owner and validator.

Man-in-the-middle attacks can be avoided by encrypting the exchanged data, as
well as the mutual authentication between the communicating devices. Ticket-
cloning problems are harder to solve efficiently. A solution is to have the validator
check real-time, in e.g. a central database, whether or not the ticket has been
validated before [103].

Advantages

There are some important benefits by introducing mobile ticketing, with NFC:

• Tickets are more durable (e.g. they can’t get damaged/dirty like paper-
based tickets can).

• Users are less likely to lose tickets.

• The entire system is more eco-friendly and cheaper than a system with
paper-based tickets.
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5.2.6 IR - Infrared

We previously discussed The Active Badge Location System which was credited
as the first context-aware system. The system was built to locate personnel by
wearing an active badge. The badge was a beacon which transmitted Infrared
(IR) signals. The signals could then be read by distributed sensors to pin-point
where people were.

IR is positioned between microwaves and visible light in the electromagnetic spec-
trum. William Herschel discovered IR in 1800 by observing that the temperature
of visible light increased from blue to red, and even more so at the end of the
visible spectrum. Any object that radiates temperature also emit IR-radiation.
Astronomers tend to divide IR into three parts: near, mid, and far, although
these are not regulated or agreed upon. Far IR-radiation is thermal, while near
IR-radiation is not even noticed by humans. The latter is usually found in con-
sumer electronics for wireless communication [104–106].

IR transmitters have been officially supported by Android since API version 19,
although some manufacturers added support for IR through their own SDKs much
earlier. Currently the official support is strictly transmitting, but manufacturers
such as HTC has the potential to receive or “learn” IR patterns through their
respected SDK [107, 108]

There are several limitations with IR that are addressed much more delicately
with wireless radio communication [109].

• Limited range.

• Bandwidth is not regulated.

• Requires direct line of sight.

• Generally more power-consuming than radio-waves, by comparing the range
of transmitting.
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5.2.7 Bluetooth and BLE

Bluetooth

Bluetooth was the nickname of Harald Gormsson, who was the king of Den-
mark in the 10th century. The Bluetooth technology adapted the name since
Harald ’Bluetooth’ Gormsson was known for uniting Denmark, while the tech-
nology had a mission to unite devices [110]. Jim Kardach, one of the founding
members of the Bluetooth Special Interest Group (SIG), came up with the name,
remarking: “Harald thinks notebooks and cellular phones should seamlessly com-
municate”.

Bluetooth has, since the SIG was established in 1998, become one of the most
ubiquitous connection technologies, where products shipped with Bluetooth sur-
passed 2.5 billion in 2013 and continues to increase [110]. Based on wireless
radio frequencies, Bluetooth is used to create a Wireless Personal Area Network
(WPAN) to share data and information between two or more paired devices. It
is a so called short-range communication technology, where devices only can be
reached in the vicinity of each other. The range of a Bluetooth device is specified
by its classification [110]:

• Class 3: up to 1 meter.

• Class 2: Most common in mobile devices - A range of 10 meters or less.

• Class 1: For industrial uses that require a range of up to 100 meters.

The short operational range of Bluetooth makes it a preferred solution in contrast
to Wi-Fi when looking at the power consumption, where a class 2 Bluetooth
device only uses 2.5 milliwatts of power. The technology operates in 2.4 to 2.485
GHz Industrial, Scientific, and Medical (ISM) band in a token topology, where
devices are permitted to transmit by time-division multiplexing. The bandwidth
that Bluetooth has at its disposal varies between the versions of Bluetooth, where
version 2.1 have a theoretical bandwidth of 3 Mbit/s and a practical bandwidth
of 2.1 Mbit/s [111, 112].

BLE - Bluetooth Low Energy

BLE, marketed as Bluetooth Smart, is a WPAN operating in the 2.4 GHz ISM
band. It has been designed to prioritize low energy consumption instead of en-
hanced data rates [110]. BLE defines 40 physical channels, where 3 channels
are used for advertising, and the remaining 37 for the communication itself, to
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achieve a data rate of up to 1 Mbps [113]. In addition, it uses frequency hop-
ping transceiver to reduce interference, allowing it to co-exist with other wireless
technologies such as Wi-Fi (a property BLE shares with ZigBee) [114].

BLE is connection oriented, where two devices wanting to exchange data must
establish a fixed connection before transmitting and receiving data is possible.
There are 5 states, or operating modes, for BLE devices, as seen in Figure 5.7
[113].

Figure 5.7: State diagram for BLE devices, adapted on [113].

BLE enables the IoT, as connections between devices can be established very
quickly, it supports star topology (see Figure 5.8), it has low power consumption,
and the ease of exposing state. A BLE device could run for 4 years on a single
coin cell, if it were to consume ∼100 µAh per day. Though it consumes very little
energy, it can still send useful data, and its operational life is solely determined
by the battery technology.
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Figure 5.8: Star topology with BLE devices.

Examples of uses include, but are not limited to:

• Control:

– Turn off certain appliances
when electricity is expen-
sive.

– Turn lights on/off.

– Control the heating / venti-
lation system.

– Unlock/lock doors.

– Turn the burglar alarm
on/off.

– Operate the TV.

• Proximity Detection:

– I’m in the car.

– I’m in the office.

– I’m in the meeting room.

– I’m in the movie theater.

• Presence detection:

– Turn the lights on when I
walk around the house.

– Automatically locks the
doors when I leave home.

– Turns the alarm off if I’m al-
ready awake.

• Send data from anything:

– The coffee is finished.

– Eirik is calling.

– The temperature at home is
23 ◦C.

– The front door is not locked.

– The alarm is active/inactive.

– The baby is crying.

BLE does, just like the original Bluetooth standard, define several profiles. These
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profiles are specifications on how a device works in a particular application, called
General Attribute Profile (GATT). GATT defines two roles: client and server,
and are not necessarily tied to a particular Generic Access Profile (GAP) role.
GATT and Attribute Protocol (ATT) are not tied to a specific transport type,
and they can be used in both Basic Rate (BR)/Enhanced Data Rate (EDR) and
Low Energy (LE) [115].

Advantages of BLE:

• BLE has low maximum peak current (12-15 mA), and is operable using
CR2302 Coin Cell [114].

• Supports >2 billion connections.

• BLE provides better coexistence with other wireless technologies, such as
Wi-Fi.

• Does not require line of sight between connected devices, which IR does.
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5.2.8 Wi-Fi

Originally, Wi-Fi was a way for users to stay wirelessly connected to the Internet,
either in their home or in the enterprise. When the Wi-Fi technology first got
widespread, it was mainly used for surfing the Internet, checking emails, but that
trend has since shifted to where Wi-Fi is also used for content consumption such
as streaming of music, videos, and podcasts. The demand for high-definition
video, as well as video content in general, is a challenge for the Wi-Fi 802.11n
based networks, because of interference in the 2.4 GHz band. As such, 802.11ac
was developed, which is the next evolution of the Wi-Fi standard that promises
to allow multiple high-definition streams simultaneously [116].

Wi-Fi is not only used to stay connected to the Internet wirelessly, it has also been
used to develop indoor positioning systems. Indoor positioning systems based
on Wi-Fi signals often employ a technique called fingerprinting. Fingerprinting
makes use of the signal strength, and is divided into an offline and online phase.
In the offline phase, which always occurs before the online phase, where signal
strengths from all n detected Wi-Fi access points are collected, at fixed indoor
reference positions. An n-dimensional signal strength vector is obtained, for each
reference position, as a fingerprint. These fingerprints form a database called
radio map for the indoor space.

In the online phase, the position of the user is estimated based on the n-dimensional
vector that was obtained in the offline phase, at the current location. The cur-
rent signal strength vector is then compared to the fingerprints of the radio map
database, and the best matching reference position is returned as the indoor user
location [117].

Wi-Fi can also be used by users to share files and data, using technology such as
AirDrop by Apple, which is peer-to-peer based [118].
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Pling: A prototype
application

“It always seems impossible until it’s done.”

– Nelson Mandela, revolutionary, politician, philanthropist

Thomas is sitting at home on a Saturday afternoon, wondering what to do later
on the same night. He opens up the “Pling” app on his smartphone, and sees
that some of his friends are going to a concert only 1.5km from his home. The
app tells him there are still some tickets left, in case he wants to go. He decides
to purchase a ticket, and his friends are instantly notified that he also will be
attending the concert.

When making his way to the venue, the app helps him get there as fast as possible,
letting him know whether there’s traffic ahead, or if there’s simply a faster route,
in case he is walking. This feature can of course be silenced by the push of a
button, if no suggestions are required from the app.

As Thomas arrives the event, the app displays a map with indications of where the
validation area is, as well as his own position and other Points of Interest (POI)s
- making it easy finding his way around the event area. Thomas is also notified
that this particular event allows for validation of tickets using BLE, meaning he
will not have to find his ticket with the QR-code when approaching the validators.
This is the first time Thomas has ever used BLE for validation, so the app starts
playing an animation showing how the process works. Confident in this new way
of validating tickets, Thomas puts his phone back in the pocket and walks past the
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validator. A green light shows up when he is close to the validator, and is allowed
to pass through to the event.

After a while, Thomas decides to purchase something to eat and drink, and starts
walking towards the closest kiosk or POS, which he previously saw on the map of
the event area. When he’s nearby the kiosk, the app notifies him that the price
list is available in the app, and that he can place an order from within the app.
He’s also told that the app will notify him when the items are ready to be picked
up, helping him avoid waiting in a dreadful queue. While browsing the items, he
selects the items he want, and with a click of a button an order is placed. While
waiting comfortably, the app notifies him that the items are ready to be picked
up. He walks up to the (almost) queue-less POS, validates his purchase with the
app, and picks up his items.

6.1 About the prototype application

Not to fool the reader, we must emphasize that the story above is not what the
Pling prototype ended up being. The story, or scenario of use, is a future vision
of how we wish Pling ends up being used.

It has been important for us that the prototype looks and feels like a real ticketing
application, one that you might find on the Google Play marketplace. As such,
we have tried to make the GUI as good as possible, so that the users can be led
to believe that it’s a fully working ticketing application, though lacking support
for purchasing tickets/food/beverages.

Further on, we will see that the validation process is a key element on which
we focused to implement in the application. This is because the approaches and
technology we used to accomplish validation of tickets in Pling has the potential
to realize the important features in the story that introduced the chapter.
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6.2 Actions and navigation

This section explains how the application works, which actions can be taken, and
how navigation works within the app.

6.2.1 Starting the app

When starting the app, a splash screen is displayed while the app is downloading
the upcoming events, as well as tickets the user might have purchased, as seen
in Figure 6.1. Figure 6.2 shows the main view of the app, which is the list of
upcoming events. Figure 6.3 shows the main menu of the app, which is accessible
in two ways. The first way is to click on the top left icon of the app, the second
is to swipe with a finger from the outer left of the app, to the right.

Figure 6.1: The app
has just started and the
splash screen is visible.

Figure 6.2: Main view of
the app, listing the up-
coming events.

Figure 6.3: Main menu
of the app.

While at the splash screen, before trying to access the backend API, the app will
ask the user for permission to turn on Wi-Fi/mobile data if no network access
has been detected. Once the splash screen has finished loading all the necessary
data from the backend API, the app checks whether the user has GPS enabled.
If GPS is disabled, the user is presented with an overlay asking for permission to
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turn it on, where also the user’s incentives to why he or she should turn it on is
shown.

Figure 6.4: The app
is requesting Wi-
Fi/mobile data access
permission.

Figure 6.5: The app is
asking the user to enable
GPS.

Figure 6.6: User login
overlay.

User login

Figure 6.7: The user lo-
gin dialog.

When starting the app, if the user is not logged in, the
overlay in Figure 6.6 will be presented, prompting him
or her to log in. Once the user is at the main view, the
menu can be opened and Bruker can be clicked to log
in as another user by inserting new user credentials. It
is not possible to create a new user in the POC, but
everyone who will be trying out the application will
get their own demo-user. The next time the app is
opened, the user will be automatically logged in as the
user-data is stored on the device.

For implementation reasons, the application is
restarted when the user has logged in successfully,
since all data required by the app to function properly is downloaded while the
splash screen is visible.
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6.2.2 Approaching the event

If the user has enabled GPS, and has the application running in the background/-
foreground, the application will notify the user when he or she enters the event
area based on GPS location data.

Figure 6.8: Notification
has been fired off.

Figure 6.9: User is look-
ing at the notification.

Figure 6.10: User is
looking at event infor-
mation triggered by the
notification.

At this moment, it would be wise of the user to enable Bluetooth by clicking on
Se valideringsinstruks, if Bluetooth is disabled. This would lead to an overlay
being displayed, letting the user know how validation occurs, and asking the user
to enable Bluetooth.
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6.2.3 Ticket validation

When approaching the validation area, the user should make sure that Bluetooth
and Wi-Fi/Mobile data is enabled. When entering the event area, he or she will
be requested to enable Bluetooth. If Bluetooth is not selected to be enabled when
entering the event area, Bluetooth should be enabled manually when approaching
the ticket validation area.

When the device is within range of a beacon, an overlay will let the user know
that he or she has entered an interactive zone. If the device is within immedi-
ate proximity of a validation machine, the app will attempt to have the ticket
validated, and shows another overlay.

Figure 6.11: The user has entered an
interactive zone.

Figure 6.12: Ticket validation has
started.
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Once the app has attempted to validate the ticket, the user is informed whether or
not the ticket was successfully validated, as seen in Figures 6.13 and 6.14.

Figure 6.13: Ticket has been
successfully validated.

Figure 6.14: Ticket validation
failed.

Notice in the figures above how the user was not originally looking at his ticket for
this particular event. The application knows which event the user is attending, as
the BLE beacon advertises which event it is requesting the application to validate
for.

This solves the potential bottleneck in mobile ticketing systems, or paper-based
systems, where users need to have their ticket visible for scanning. In Pling, they
only need to start the app and make sure Bluetooth is enabled, and Pling will
take care of the rest.
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6.2.4 Scanning a QR-Code

If a user wants to scan a QR-code at the event, the user simply opens up the
main menu and clicks on QR Scan. Scanning starts immediately once the user
makes this choice. If he or she wants to scan another QR-code, the Scan button
at the bottom of the screen would need to click.

Validation instructions

Close by the place for validation, there will most likely be a QR-code that says
“Scan for valideringsinstruksjoner :)”, which will help the user understand the
whole validation process, should it be scanned. If the user has not enabled
Bluetooth, he or she will simply not be able to validate his ticket. When scanning
this QR-code, there are two outcomes:

1. The overlay that is displayed says that Bluetooth is activated, if Bluetooth
is indeed enabled.

2. The overlay that is displayed asks the user to activate Bluetooth.

Figure 6.15: User is
scanning a QR-code.

Figure 6.16: User is
looking at ticket vali-
dation instructions, and
asked to activate Blue-
tooth.

Figure 6.17: Bluetooth
is already activated, but
the instructions are still
visible.
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Event information

One of the QR-codes supported by Pling takes the user to event information for
a certain event, as seen in Figures 6.18 and 6.19.

Figure 6.18: User is
scanning a QR-code for
event info.

Figure 6.19: User is
looking at event infor-
mation after scanning a
QR-code.

The information presented to the user when scanning this type of QR-code will
always be up to date, as it only contains the unique ID of the event. The event
information is, once the QR-code is scanned, downloaded via the backend API.
This gives the event organizers an advantage when advertising for the event, as
they don’t have to update the QR-code if some of the event information should
change later on.
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6.2.5 Receiving a message

Figure 6.20: The user received a mes-
sage.

At any time, the event organizers
might want to distribute a message to
all event attendees, or people nearby
a certain beacon. Figure 6.20 shows a
message that says “The event will be-
gin shortly. Please find your place in
the auditorium”.

A big advantage by using beacons to
distribute messages is that the users
do not necessarily need mobile net-
work reception, or Wi-Fi access (Inter-
net access in general). In some build-
ings, reception might be poor, or it
might not even be possible to get any
bars at all. Using a beacon will help
overcome these potential issues, given
that the app has pre-loaded all po-
tential messages the event organizers
plan on sending to the event atten-
dees.

In this POC, Pling does require in-
ternet access to show messages to the
user.

When broadcasting a message, Pling
only receives the unique message ID,
and instantly downloads the complete
message from the backend API based
on the ID.
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Pling: Proof of Concept

“Once excluded the impossible, whatever remains, however improbable,
must be the truth.”

– Sherlock Holmes, The Sign of Four (1890)

After carefully reviewing our options, and the detailed theoretic foundation of
the previous chapters, the process of implementing and building the POC did
not prove to be a tedious task. We would like to point out that the majority of
the beacons functionality was pre-implemented at this point thanks to the signal
strength experiment detailed in Appendix D. The application spans 3077 lines
of code divided among 62 classes and 15 packages. In addition, the XML-based
layout files are in total 715 lines.

In the aftermath of the development of the POC, before commencing the user
testing (Chapter 8), the application went through a thorough Quality Assurance
(QA) process to make sure that it would function properly. During the QA
process changes to the application were made continuously. From this process,
with valuable input from fellow students who were kind enough to test, we learned
a great deal on how to improve the UX of the app.

Throughout this chapter, we will take a deeper look into how our context-aware
POC, Pling, is implemented.

7.1 Geo-fencing

Geo-fencing has been implemented in a very straight-forward way. Events are
associated with venues, and each venue is accompanied with a GPS coordinate.
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Based on the GPS coordinates of the venue, and the GPS position of the device,
we can easily determine whether or not the device is within i.e. 100 meters radius
of the event location.

Pling has a service running which requests a GPS location update every five
seconds from Android, and checks every geo-fenced area whether or not the device
is less than, or equal to, 100 meters in distance from the geo-fence location.
Calculations are done using built-in support for distance calculation between two
geographical locations in Android.

Should the user enter the event area, a notification will be fired, and an activity
showing event information etc. will be displayed when the user clicks on it.

7.2 Contextual QR-Codes

To make information easily accessible for all users of Pling, we have added the
concept of contextual QR-codes. Each QR-code contains a tag and an event-ID,
which triggers a certain action within the application when scanning it.

We have added the support for the following tags:

• <eventInfo:eventId>: Event information for the event will be displayed.

• <priceList:eventId>: A list of prices is displayed for the event, contain-
ing whatever type of items that can be purchased at the event.

• <validationInstructions:eventId>: Displays instructions on how the
validation process is carried out.

The QR-codes are printed by the event organizer on A4 paper, and placed around
at the event location. An example of one of these QR-codes can be seen in Figure
7.1. Seeing as we use geo-fencing, we do not necessarily need the eventId specified
in the QR-code as we know which event the user is scanning the QR-code for,
but in this way it makes it possible to advertise for the specific event prior to the
event happening.

The QR-Code scanner was implemented with the use of Zbar SDK for Android,
which can be found at http://sourceforge.net/p/zbar/news/.
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Figure 7.1: Example of a contextual QR-code containing the text <validationIn-
structions:1>.
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7.3 BLE, beacon, and advertising

Validation of tickets has been the main focus of our ticketing application. The
POC estimates the distance between the device and the validation machine, or
beacon, and at an approximated range, sends a message to the backend API that
the app would like to validate a certain ticket.

Figure 7.2: The physical layout of the validation process.

The choice to use BLE for implementing ticket validation came naturally af-
ter reviewing context-awareness, approaches, and technologies. BLE enables a
much more seamless experience than any other means of connecting to a service.
Looking back at our discussion from Chapter 4, a context-aware pervasive solu-
tion should preferably only make a temporary connection, avoiding a bothersome
pairing or connecting process. The user should also not have to be concerned with
any underlying implementation details or user-manual to make use of the system.
The system should be self-explanatory or so straight forward that usage comes
subconsciously, or at least so easy that people quickly learn to handle the valida-
tion process to the point where they cease to be aware of it. This is where BLE
showed potentials in comparison with other technology and approaches.
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• Wi-Fi or classic Bluetooth requires tedious pairing or connecting. Adver-
tising mode in BLE needs no pairing or connecting. Scanning is enough to
receive data from a beacon, which only requires Bluetooth to be enabled
on the device.

• QR-validation forces the user to find the ticket on the phone and actively
show or scan it. By defining interaction zones for BLE, in theory, the user
does not even have to get the phone out of his or her pocket, let alone find
the ticket on the phone.

• NFC was also an option, but its weaknesses lies in the limited device sup-
port, which only enfolds the Android ecosystem. NFC also has a limited
range for which the user would need to be near the validation-device at
such a distance that would become cumbersome.

• BLE opens the possibility of validating multiple people at once.

• BLE has the potential to feature a wider variety of context-aware solutions
in the space where it is situated in than any other. This is because of the
ease of only having to enable Bluetooth on the user’s device.

• Although IR does not require pairing, it is not sufficiently supported by
manufacturers to be taken into consideration. In addition, IR also require
direct line of sight.

Through this section, we will get a detailed look on how the advertising data that
we send from our beacon to the user’s device is constructed.

7.3.1 Beacon

Figure 7.3: The BLE Beacon.

For the POC, we have developed a
BLE-beacon to broadcast, or advertise
(as Bluetooth prefers to call it), data
for validation of tickets (and more).
The beacon (described in Appendix
A) is built out of a Raspberry Pi with
a Bluetooth v4.0 USB-dongle, incased
in black as Figure 7.3. To easily con-
trol and configure the beacon, such as
changing the Advertising Data (AD)
payload, we wrote a web-frontend
which we have dubbed The Beacon
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Control Center. The control center communicates with a PHP based Represen-
tational State Transfer (REST)-API that utilize BlueZ (http://www.bluez.org/),
the Linux Bluetooth protocol stack, to alter the beacons settings. This is further
explained in Appendix B.

A question some might ask is why we are using a proprietary Raspberry Pi beacon
to broadcast data instead of just having another BLE-enabled Android device do
the same. Before continuing, we would like to be clear about the concept of roles
and responsibilities that BLE-devices can have. The different key players in the
Core Bluetooth are:

• Central role: consumes data.

• Peripheral role: produces data.

This means that the device that runs in the central role scans for advertising
data, while the device in the peripheral role provides the advertising data by
sending out data packets. This is in terms comparable to client- and server- roles
of standard network communication [119, 120].

Figure 7.4: Central and peripheral roles of BLE, adapted from [120].

Unfortunately, the Android operating systems is currently (API level 19), only
able to be put in the central role of a BLE-connection [119]. This means that an
Android-device is not able to advertise a service or data, only consume these or
connect to the services that are advertised to it. This is why the Raspberry Pi
beacon is essential.
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7.3.2 Bluetooth LE advertising packet

Figure 7.5: Bluetooth LE stack, adapted from [121].

Derived from the Bluetooth core specification [121], the BLE advertising data
packet is structured as described in Figure 7.6. The layout follows, and is set, in
the controller and host part of the Bluetooth protocol stack of Figure 7.5.
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Figure 7.6: BLE data packet structure.

• Physical Layer (PHY)

– Preamble: The preamble is used to compensate for variations in the
Direct Current (DC) voltage of signals. It consists of a fixed 4-symbol
pattern of 0’s and 1’s, where the pattern is governed by the Least
Significant Bit (LSB) of the access address. For example 1010, if the
LSB would’ve been 1.

– Access address: The access address is an identification of the com-
munication on the physical link. It is also used to exclude or ignore
communication that happens on the same physical link or proxim-
ity. Active LE devices use a randomly generated 32-bit value, while
advertising LE devices use a fixed access address.

• Logical Link Control and Adaptation Protocol (L2CAP)

– Protocol Data Unit (PDU)

∗ Header: The header of the PDU carries logical link identifiers and
logical transport. This determines the type of broadcast carried
over the physical channel.

∗ Advertising address: The advertisers (beacon) device address.
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∗ Message Integrity Check (MIC): The MIC is an optional field
that can be used for the authentication of the data in the PDU.

∗ AD: The data payload to be sent.

– Cycle Redundancy Check (CRC): The CRC is generated and used
to check the integrity of packets.

7.3.3 AD - Advertising Data

We are generally not concerned with the packet details that exist in the PHY,
since these are set by Bluetooth automatically. Our concern only amounts to the
PDU at the L2CAP layer. Figure 7.7 show how the AD should be structured in
the PDU.

Figure 7.7: Advertising data structure.

Each structure in the AD is built in three parts.

• AD-length: The length of the current structure.

• AD-type: The type of data that is contained in the structure. These are
assigned values called GAPs which are specified in a supplement to the
Bluetooth core specification.

• AD-data: The data payload of the current structure.
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7.3.4 Our packet structure

We have loosely based our packet structure on the specification of the Apple
iBeacon [122, 123]. Our structure is depicted in Figure 7.8 and described in
details below.

Figure 7.8: Pling BLE packet structure.

• AD-header (4 bytes)

– AD-length: This first byte in the header defines the length of the
entire AD packet.

– AD-structure length: This second byte defines the length of the
current AD-structure (in this case the header).

– GAP: The generic access profile defines the characteristics of what
the current AD structure contains.

– Flag value: Since our header and its corresponding GAP define a
flag, this value indicates the characteristics of this flag. The flag, in
our case, defines the advertising mode of the beacon.

• Beacon identification (22 bytes)

– AD-structure length: (see AD-header).

– GAP: (see AD-header).

– Universally Unique Identifier (UUID): The UUID is a unique
16-byte hexadecimal identifier that we use to distinguish between the
services that a beacon provides. For example, if two beacons use the
same UUID, it means that these two can provide the same service or
is associated with the same content-provide e.g. a venue.

– Major & Minor: Major and minor are each two bytes. These are
used to identify and group beacons. This means that two beacons
that have the same UUID, might also be in the same group (e.g. share
major), but can be uniquely identified by their minor value. As such,
we can have multiple beacons doing the same tasks in groups, such
as ticket validation, but still have the ability to differentiate between
them.
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• App-data (min. 5 bytes)

– AD-structure length: (see AD-header).

– GAP: (see AD-header).

– App-code: The app-code defines the function that the app should
execute.

– Proximity: The proximity defines when the function (app-code) that
the packet contains should be executed, being if the device is in im-
mediate, near, or far range of the beacon. This can also be set to be
executed under all of the aforementioned circumstances.

– Extra: The byte that represent extra can be used to further distin-
guish the function of the app. For example, if the app-code was set to
advertise a message, then this byte could clarify which message. Or it
can be set to be the event-id if we would like to validate tickets. In
theory, being the last part of the whole package, this field can span
the remaining length of the packet, if needed, to supply additional
information.

7.3.5 Example package

To establish a deeper understand of how a packet is constructed, we will take a
look at an example packet.

1E 02 01 01 15 FF 23 8D CA 80 BF 0A 11 E3 B1 B6 08 00 20 0C 9A 66 FF FF 00 01 04 FF 01 01 00 00

Figure 7.9: Example of a BLE AD-packet.

The packet in Figure 7.9 is explained in further details in table 7.1.
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Value Notes
1E Length of the entire packet (30)
02 Length of next AD-structure (2)
01 GAP: Flag
01 LE general discoverable flag set
15 Length of next AD-structure (21)

FF GAP (Manufacturer specific data)
23 8D CA 80 BF 0A 11 E3 B1 B6

08 00 20 0C 9A 66
UUID

FF FF Major (65535)
00 01 Minor (1)

04 Length of next AD-structure (4)
FF GAP: Manufacturer specific data
01 App-Code: validate ticket (1)
01 Proximity: immediate (1)
00 Extra (None specified)
00 Padding

Table 7.1: Explanation of BLE AD-packet.

Something to notice is that some GAPs are noted as Manufacturer specific data.
This is because GAP profiles are generally defined in the core Bluetooth spec-
ification. To keep true to these specifications, we decided to make use of the
manufacturer specific data in absences of more fitting profile definitions.

7.3.6 Transmission

Packets are set by our Beacon Control Center (explained in Appendix B), where
we can easily change every detail of a beacons AD.

On the receiving device, the AD is converted upon arrival. This is done by first
breaking the received byte-array up into a list of AD-structures. As we described
in Section 7.3.3, an AD-structure contains:

• the length,

• the type,

• and the data that it carries.

We then follow our packet structure defined in Section 7.3.4 to extract the details
that the device is concerned with. For example:
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• Index 0 in the list of AD-structures will be the AD-header.

• Index 1 will be the Beacon Identification, which would include:

– the UUID,

– major,

– and minor.

• Index 2 would then be the App Data:

– app-code,

– proximity,

– and extra

Each field is decoded from a byte-array to their respected type, either integers or
hex-strings.

Our POC will disregard any Bluetooth data that does not apply to our packet
standards. A list of UUIDs is also included in the app, for it to only accept data
from specific beacons.
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7.4 Proximity

In Section 5.1.1 we discussed spatial relationships and the definition of proxemic
zones or proximity zones. We put this theory to use in our POC, to divide into
three interaction zones:

• immediate (approx. < 1 meter),

• near (approx. 1-5 meters),

• and far (approx. > 5 meter).

Figure 7.10: Proximity zones.

The zone where an action should be executed is defined in the AD, and can be
selected by the beacon administrator through the Beacon Control Center (Ap-
pendix B). An action can be associated with all or one of the zones.

7.4.1 RSSI - Received Signal Strength Indicator

The application uses the Received Signal Strength Indicator (RSSI) to determine
an approximation of proximity zones. RSSI is an attribute of most wireless
transmission protocols and is defined in IEEE 802.16 standard for air interface
for broadband wireless access systems. RSSI is measured by the voltage of the
signal strength from the receiver’s RSSI circuit. In other words, it is the power
of the received signal as interpreted by the receiving device. In all simplicity:
the further away from the transmitter, the weaker the signal, and contrarily:
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the closer in range to the transmitter, the stronger the signal. Intuitively, this
principle makes RSSI a promising method of localization [124–126].

There are several reasons why RSSI is utilized for indoor positioning in Wireless
Sensor Network (WSN), compared to other methods. A largely favorable factor
is that we do not require any additional hardware to make use of it. Because of
this, properties such as: usability, size, cost, and power consumption also play a
part [124–126].

Limitations of using RSSI are rooted in signal accuracy. Therefore, the precision
of the distance translated from the RSSI relies on the factors that can affect a
signal [124–126]:

• Shadowing is the presence of obstacles between the sender and the re-
ceiver. This includes everything from walls, buildings and trees, to people,
cars and furniture.

• Path loss is the gradual loss of intensity in the power of electromagnetic
waves as they move.

• Fading is a change that a signal undergoes as it is traveling from the
transmitter to the receiver. These changes can for example be: reflection,
diffraction, and scattering, because of movement or obstetrical in the signals
environment.

To establish, or map, proximity zones to the RSSI, we conducted an experiment
to evaluate the changes of the RSSI as the distance from the beacon increased.
The details of the experiment are described in Appendix D.

In the application, we have implemented a uniform distance measurement given
by a simplified version of the Friis transmission equation [124, 125]. The trans-
mission equation solved for the distance D is given in Equation 7.1. This equation
is used in the POC to calculate an approximation of the distance from the bea-
con.

D = 10
Pr1−Pr(D)

K (7.1)

Here, Pr1 is an empirically determined parameter denoting the RSSI at a one
meter distance from the beacon, and Pr(D) is the RSSI at the current position.
The parameter K denotes the signal loss, which is also empirically determined
from our experiment. The parameters used in the app are given in Table 7.2. In
the app, we also use an averaging filter to smooth the RSSI, hence limiting the
effect of signal oscillation. We average over a 5 second time period. Our beacon
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is set to transmit an AD-package every 100 milliseconds. This means that we
can expect to find a maximum of 50 RSSI readings to average and determine the
distance and proximity of in the app.

Pr1 K
-67.097 15.058

Table 7.2: RSSI, app parameters.

We chose this general approach over defining RSSI proximities individually for
each device in an attempt to shy away from ad-hoc solutions. This approach
works satisfactory for 5 out of the 6 devices that we tested in Appendix D. The
remaining device had a tendency to show a far more optimistic (higher value) of
the RSSI, and thereby also a shorter distance from the beacon than the others.
This meant that the proximity zones for this device were activated at a larger
radius compared to the others. For the POC to work for the remaining device
(or other devices that suffer the same), we defined a method that checks the
model number of the devices, and multiplies Equation 7.1 with a constant that
“normalizes” the results. Although this would not be a preferred solution in
a deployed environment, we would not recommend such an environment to use
RSSI as a method for distance measurement, at all. The solution would be more
complete if there was any way of changing the transmission power of the beacon so
that the reach of a signal would be limited to the proximity zone in question, i.e.
for ticket validation in the immediate zone, the beacons reach would be limited
to 1 meter or an arm’s length. Regretfully, this was not possible to change
in the beacons (describe in Appendix A), where the transmission power was
pre-defined by the manufacturer of the Bluetooth device to 4 Decibel-milliwatts
(dBm).

Other solutions to improve the accuracy of measuring distance can be to incor-
porate more beacons and use triangulation or fingerprinting, which we discussed
in Section 5.2.8, to pin-point a more precise location of the user. The cost of
the system by introducing a larger amount of beacons will also increase. In such
a situation, the developers or customers must evaluate if the trade-off would be
worth the extra investment, or if the limitations of an approximation model by
using one beacon is sufficient enough for the tasks at hand.
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7.5 Ticket validation process

The ticket validation process starts automatically once Bluetooth is enabled,
whether or not the user is currently at the event area. However, the user him-
self/herself decides when he or she wants to activate Bluetooth, i.e. when a
notification is fired off alerting of the arrival at an event area, where Bluetooth
should be enabled.

Figure 7.11: Ticket validation process.



104 7. PLING: PROOF OF CONCEPT

7.6 Discussion

Through this section we will attempt to evaluate and discuss our POC, Pling, and
connect it to the theory of context-awareness found in Chapter 4. This discussion
will include an overlook of the limitations and advantages of the system and how
Android is suited to host a context-aware pervasive system.

7.6.1 Context

In the coming sections we will discuss how the context-aware features imple-
mented in the Pling POC link to the theory of context-aware acquiring, modeling,
and adaption.

Acquiring

We have put heavy emphasis on acquiring context implicitly with Pling. Mainly,
we provide a smart-space of beacons, which gives an approximate proximity. In
addition we acquire implicit context with geo-fenced zones to detect when the user
enters a venue. The last feature of acquiring context that we have implemented
in the app is the possibility of scanning contextual QR-codes. This feature can be
challenging to place in either of the two categories of implicit and explicit context.
While users do not explicitly give input to the systems by telling it what they
might be up to, where they are, who they are with, or what they might be doing,
they do have to explicitly tell the system that they are in need of the information
contained in the QR-code. The QR-code provides further information about the
context in which the user is situated, but the users do not themselves have to tell
the system anything about their current context. Still, the user must instruct the
system to fetch the information, which is an interesting observation. It would
of course be a different situation if the camera was instructed to continuously
monitor the environment and retrieve the content of the QR-code without the
explicit user interaction. In this case we could for certain think of contextual
QR-codes as an implicit context, although for our circumstance we might think
of contextual QR as a hybrid.

The aim, and possible future vision of Pling, is to make the app experience
seamless to the point of minimal user interaction by using a larger specter of
context, such as e-mails, social media, time, orientation, movement, etc.
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Modeling

The modeling of context in Pling, is bound to the object-oriented model, since
Android is object-oriented by design. In theory, since Android is flexible, we
could have put further effort into incorporating databases or modeling schemes
to enhance the use of context. Even though, the object-oriented model seemed
to fit our needs well.

Figure 7.12: Modeling of Pling.

In its simplicity, by using GPS and outdoor positioning to geo-fence, as well as
BLE beacons for indoor positioning, we base Pling on the modeling scheme of
Figure 7.12.
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Adaptation

We will go through the context-aware adaption techniques, discussed in Section
4.3.2, and map these to our application.

Adaption Included Description

• Context aware presen-
tation
• Contextual sensing
• Automatic contextual

reconfiguration

3 Pling displays information to the
user by adapting the user in-
terface when approaching a bea-
con or entering a geo-fenced zone.
This can also be triggered in
the app by scanning a contextual
QR-code.

• Context aware configu-
ration
• Contextual resource

discovery
• Proximate selection

3 By enabling Bluetooth, and using
BLE, we allow the user to dis-
cover services (beacons) and in-
teract with them, i.e. validating
a ticket. This is done automati-
cally and without a tedious pair-
ing or connecting process.

• Contextual triggered
actions
• Contextual adaptation

3 In for example immediate prox-
imity of a beacon, and if the bea-
con is set to validate a ticket,
Pling will automatically execute
a server request to validate the
user’s ticket. With the beacon
technology, we have the possibil-
ity of executing a huge amount of
functionality only by knowing the
approximate distance to a bea-
con.

• Contextual adaptation
of the environment
• Contextual commands

8 The use of action triggers to exe-
cute services in a context when
they are made available to the
user has, so far, not been a need
to implement in Pling.
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• Contextual augmenta-
tion

3 Contextual QR-codes make con-
textual augmentation possible in
the sense where data is associated
with a given context. A QR-code
can be placed in the given envi-
ronment to alert, guide, or inform
the user about the environment
or context they are in. Future
work can provide beacons, or the
geo-fence, with the functionality
to extract or let the user com-
ment on his or her experience in
the context, e.g. at the venue.

Table 7.3: Evaluation of Pling.

7.6.2 Android as a host

We will concisely point out the advantages and disadvantages, or limitations, of
using Android to host a context-aware pervasive application. The following is
based on our experience from writing this thesis.

Limitations

• The availability of sensors varies from device to device.

• Even if the sensor might be present, the API-version of Android installed
on the device might not support the use of the sensor.

• User should (according to developer.android.com) be inquired, and approve
the use of sensors. The application should preferably not enable sensors at
own will, which gets tedious for the user. Drawbacks include:

– A large amounts of dialogs requesting the enabling of sensors.

– The system will not work in a satisfactory manner if the user does not
accept to turn on the needed sensors.
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Advantages

• Android handles a major part of the underlying Input and output (I/O)
request and abstracts this away from the developer. The SDK provides
a unified platform in Java where all available sensors can be reached and
interacted with.

• Android has the ability to check if sensors are enabled, or available, pro-
grammatically. Unlike Apples iOS (per iOS 7), Android can also request
features to be enabled, like Bluetooth or GPS, directly from within the app.

• Android is not just limited to run on tablets and smartphones.

• Android helps in bridging gaps. By this we mean that, unless it is utterly
important to the app, we do not need to worry about if we are using the
cellular mobile network or Wi-Fi. If both Wi-Fi and mobile network is en-
abled, Android will automatically switch to and from these as they become
available without the app ever having to be concerned.

• Masking of uneven conditions. Likewise to the example above, Android has
a feature to use Wi-Fi, GPS, and cellular network triangulation to deter-
mine a higher accuracy of location. This feature will also help positioning
systems work in a satisfactory manner in case GPS is unavailable as a source
of localization.
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System Usability Testing

“The limits of the possible can only be defined by going beyond them into
the impossible.”

– Arthur C. Clarke, writer, inventor

This chapter looks at and discusses the responses from our user testing process.
The user testing is based on the SUS, which is an easy to use, reliable tool for
measuring usability. It consists of 10 questions in a questionnaire, where the
answers are on a scale from 1 (strongly disagree) to 5 (strongly agree). We
have, ourselves, added a few questions to get more feedback beyond what the
SUS survey is able to supply. These questions are not involved in the calculated
usability, only to get specific feedback about the POC.

8.1 About the SUS

SUS is the most used survey for measuring usability, or the perceptions of us-
ability. SUS is technology independent, but was originally created as a scale for
usability tests for systems like the VT100 Terminal applications. It has since be-
come an industry standard, and referenced in over 600 publications [127].
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8.2 Instructions

Each participant was given a document explaining the required actions on their
part, as seen in Appendix E.

8.3 Questions

These are the questions that are asked in the questionnaire. Each question is
answered on a scale from 1 (strongly disagree) to 5 (strongly agree). In the list
of questions, questions 1 through 10 are a part of the original SUS survey, while
the remaining questions are linked directly to our POC.

1. I think that I would like to use this system frequently.

2. I found the system unnecessarily complex.

3. I thought the system was easy to use.

4. I think that I would need the support of a technical person to be able to
use this system.

5. I found the various functions in this system were well integrated.

6. I thought there was too much inconsistency in this system.

7. I would imagine that most people would learn to use this system very
quickly.

8. I found the system very cumbersome to use.

9. I felt very confident using the system.

10. I needed to learn a lot of things before I could get going with this system.

11. I think it’s a drawback that I need Bluetooth enabled to validate my ticket.

12. I think it’s an advantage that I don’t need to show my ticket, or navigate
to the ticket to validate it.

13. I would rather take advantage of this technology than use ticketing appli-
cations based on validating QR-codes (or other paper-based systems).

In addition to the questions above, we added a question where the testers can
provide a text-based feedback: Please explain your thoughts and experience using
Pling.
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8.4 Test participants

All test participants have a technical background, and comprises of a mix between
students at NTNU and employees at WTW AS. According to [128], research has
shown that the SUS converges to the ”correct” conclusion, or correct decision,
over 90% of the time when there are 12 test participants. Lewis and Sauro
argues that because of this, every SUS study should have sample sizes of at least
12 participants. For these reasons, we have chosen to include 12 test participants
in our usability study.

8.5 Interpreting Scores

Calculating the SUS scores can be complex, and the process, or how the scores
are interpreted, is listed below.

1. To calculate the SUS score, we first need to sum the score contributions
from each item, where each item’s score contribution will range from 0 to
4.

(a) For items 1, 3, 5, 7, and 9, the score contribution is the scale position
minus 1.

(b) For items 2, 4, 6, 8, and 10, the score contribution is 5 minus the scale
position.

2. Multiply the sum of the scores by 2.5 to get the overall value of SUS.
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8.6 Answers and SUS scores

Question 1 2 3 4 5 6 7 8 9 10 11 12 13 Score
Tester 1 4 1 4 2 3 3 5 1 2 3 2 5 4 70.0
Tester 2 4 3 4 2 3 2 4 3 3 2 4 4 3 65.0
Tester 3 4 1 5 1 4 2 4 2 4 1 3 5 3 85.0
Tester 4 5 1 5 1 5 1 4 1 4 2 4 5 5 92.5
Tester 5 3 1 5 1 4 1 5 1 3 1 1 5 5 87.5
Tester 6 3 2 4 3 3 3 4 2 3 2 4 4 3 62.5
Tester 7 4 1 5 1 3 3 5 2 4 1 3 4 4 82.5
Tester 8 4 1 4 1 4 1 5 4 4 1 5 5 5 82.5
Tester 9 4 1 5 1 5 1 4 1 4 1 2 5 4 92.5
Tester 10 5 1 5 1 3 3 5 1 3 1 1 5 5 85.0
Tester 11 4 2 4 1 5 2 5 1 2 2 3 4 3 80.0
Tester 12 5 2 4 1 4 1 5 2 4 1 2 5 5 87.5

Table 8.1: Form feedback from user testing.

The calculated scores in Table 8.1 are based on the feedback for questions 1
through 10 and calculated according to the rules listed in the previous section.
Questions 11, 12, and 13 were added as a supplement to outline the user’s view
of the POC, and are not part of the SUS.

Example calculation for Tester 1 :

1. Odd numbers score: (4− 1) + (4− 1) + (3− 1) + (5− 1) + (2− 1) = 13

2. Even numbers score: (5− 1) + (5− 2) + (5− 3) + (5− 1) + (5− 3) = 15

3. Score: (13 + 15)2.5 = 70

The SUS scores have a range from 0 to 100, though these are not percentages
and should only be considered in terms of their percentile ranking.

According to [127], a score of 68 is above average, and a score of 80.3 is among
the top 10% scores. Our average score was calculated to be 81.0.
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Figure 8.1: SUS score graph.

8.6.1 Comments by testers

The last question on our questionnaire was a text-based feedback field, where the
testers could write what they thought about the POC. It was not mandatory,
and as such we only received 6 answers on this particular question.

• “Nice application, but a map where ticket control is located would be
handy.”

• “It seemed cool, but what happens if there is multiple ’open’ events that use
the same entrance? Open as in you could come and go when you wanted
(one time only), and not as in ticketless.”

• “I liked the design of the application.”

• “Splendid business case! Looking forward to actual use it on the next
concert or game I will attend ;).”

• “Fast, easy, and no hassle.”

• “Nice design, easy to use.”
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8.7 Discussion

We are happy with the results, which show that the application has high usability.
The test participants seemed very interested in how everything worked, and most
of them asked a lot of questions, after the test was completed.

Figure 8.2 shows a bar chart with answers to question 11, 12, and 13, by all test
participants.

Figure 8.2: Answers to the SUS supplement questions.

From question 11, I think it’s a drawback that I need Bluetooth enabled to validate
my ticket, we can see that there are mixed feelings regarding this particular
question. Some strongly disagree, while others strongly agree. The majority of
the answers are either neutral, or agreeing that it’s a drawback. Taking into
consideration the answers to question 13, most of those who agree that having
Bluetooth enabled is a drawback would still rather use this type of technology to
validate tickets, as opposed to a purely QR-based ticketing system.

Bluetooth is also the key to achieve question 12, which reads: I think it’s an
advantage that I don’t need to show my ticket, or navigate to the ticket to validate
it. In fact, 9 out of 12 strongly agree, while the rest agree, to this question.

Based on the answers given to questions 11, 12, and 13, we believe that Bluetooth
is a viable way of validating tickets, with enough incentives to make people enable
Bluetooth prior to arriving at the event, or the validation area.
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Evaluation

“I never think of the future - it comes soon enough.”

– Albert Einstein, theoretical physicist

This thesis has explored context-awareness, its approaches and practical uses for
mobile ticketing systems. As an ending note we would hereby like to summarize
and conclude the thesis with this chapter. We will revisit and review the research
questions, contributions, and in the end, sum up challenges and the possibility
of future work.

9.1 Research questions

Research question 1 Review mobile ticketing in Norway; are there any advan-
tages and disadvantages?

In Chapter 3, we describe 12 of the major mobile ticketing systems currently
being used in Norway, where 11 of them belong in the transportation category.
We were surprised to see that we could only find one mobile ticketing system for
events, called eBillett, on Google Play. The app has received poor ratings, and
is from our own experience poorly constructed, as well as quite buggy.

Most of the mobile ticketing systems offer several ways of purchasing tickets:

• 5 out of 12 support ticket-purchasing via SMS.

• 11 out of 12 support ticket-purchasing by credit-card.

115
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• 4 out of 12 support ticket-purchasing using a mobile account.

• 5 out of 12 support online ticket-purchasing through a web-site, where the
ticket can later be downloaded to the app.

Having a mobile ticketing system, as opposed to a paper-based one, is in itself a
huge advantage. Tickets are more durable, as they can’t get dirty or damaged in
any way, and they’re always with you where you go as most people carry their
mobile phone with them at all times. By using smartphones for ticketing, it
would be nearly impossible to leave your ticket at home when you’re going to an
event. Of the 12 mobile ticketing systems, 9 of them are for public transportation
such as buses, ferries, and trains. The implementation of a mobile ticketing
system has, for these companies, resulted in a decrease in the use of banknotes
and coins for purchasing tickets. This might lead to fewer robberies, something
which has happened several times in the past, caused by the amount of money
on-board.

Some events choose to use the Cashless system to essentially become ’cashless’,
meaning there is no money-handling during, or after the event. There are dis-
advantages to this approach for both events, and users. Event organizers would
need to pay for terminals to support this kind of system, where users also have
to pay for a cashless card, and transfer money to it before going to the event.
Any money left over once the event ends, has to be manually transferred back
from the cashless card to the user’s own bank-account, in a tedious fashion. We
believe the right approach to become ’cashless’ is to create, and use, a mobile
ticketing system for events, where the system should support various methods
for purchasing:

• Mobile account

• Credit-card

• SMS

Four of the mobile ticketing systems we investigated were delivered by the same
company, WTW. Each of these systems share more or less the same functionality,
with certain differences, but they all support mobile account payment. A mobile
account can be looked at as a bank account, which is charged when you pay for a
ticket. We find it a disadvantage that a user does not have the same login details
in each of these four apps, as well as a different mobile account for each app. This
is of course only a problem if the user needs, on occasion, to use public transport
in more than one of the cities covered by these four apps.

Research question 2 How has context-aware computer systems developed through
history up until now?
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Research question 2 is explored in Chapter 4, and looks at how context-awareness
sprung out from the ubiquitous- and pervasive- computing era. This era came to
be as a junction of mobile- and distributed- computing, where the foundation is
to distribute the capabilities of the computer to pursue a new frontier of mobil-
ity. The focus of context-awareness is the capability for a computer to sense its
presence in a context and thereby improve the UX by taking advantage of the
context.

In Chapter 4 we also discuss, at length, what a context can be and how we can
acquire, model, and adapt to it. We use this as a theoretical foundation to show
how practical approaches can be achieved in a modern mobile operating system
and demonstrate a selection of these with a POC.

Research question 3 What approaches, technology and practices can be used
for context-awareness in mobile devices?

We learn about approaches, both theoretical and practical, through Chapter 5.
The focus is strongly tied to modern mobile operating systems and how they are
eligible to perceive their environment. We also discuss technology that can be
used to connect these devices to external sources of context. We emphasize the
following through the chapter:

• Proxemics

• Contextual QR-
codes

• Geo-fencing and
spatial positioning

• Augmentation

• Service-oriented
context

• Mobile devices

• Device sensors

• GPS

• RFID

• NFC

• Bluetooth

• BLE

• Wi-Fi

Research question 4 How can context-awareness improve the mobile ticketing
experience?

We use what we have learned from the information we acquired when answer-
ing the 3 other research questions to build a POC to answer research question
4.

With the POC, we show how just a small amount of context-aware approaches
can help the user. We take advantage of BLE to demonstrate ticket validation in
the mobile ticketing system Pling. By using BLE, we can supply the user with
additional information to aid the user when he or she approaches a validation
beacon. To enhance the UX further, we incorporate geo-fencing and show how
a geo-fenced area can adapt the application with event information once a user
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approaches an event. This information can be used to explain that the user
should preferably enable Bluetooth to get the most out of the application. We
also took the time to implement a third context-aware option which incorporates
the pervasive barcode technology called QR-code. These QR-codes are referred
to as contextual QR-codes and include additional contextual information about
the context in which a user is situated in. When a user scans the QR-code, the
application is supplied with a context and can adapt accordingly.

By commencing and achieving an above average score of 80.5 in a user-test based
on the SUS, we learn that the context-aware features of our POC are easy for
users to adjust to and learn.

9.2 Contributions

Throughout this thesis, our work has focused on bridging the gap between theory
and practice. The technology, approaches, and principals of: context-awareness,
ubiquitous computing, pervasive computing, Android, Bluetooth, etc. that we
discuss, are previously well known on a corporate- and research- level. We couple
existing work and look at direct ways of applying it to a real world scenario: a
ticketing system, built on the Android operating system.

The contributions that this thesis brings forth are ingrained in the attempt to
provide a foundation to establish the advantages that can be upheld by incorpo-
rating context-awareness in mobile application to improve usability. To do this
we provide a thorough survey of context-awareness by combining and discussing
a great volume of the research that has impacted the field. The amount of papers
that have been written about the subject is of a very great quantity, and so a
guide to introduce and assist future developers as a reference to context-awareness
is of good use.

Through our studies, we have made an attempt to classify context on the basis
of the combined efforts or research articles, papers and books that we used to
survey the field. We establish a hierarchical structure of classification that build
on previous attempts of a classification. The structure tries to join together and
represent the research field as a whole.

We also proceed to give an in-depth look at approaches and technologies to reach,
and use context-awareness in a modern mobile operating system. Many of the
approaches and technologies are future oriented, and at the cutting edge as many
tech-companies are currently at an early stage of introducing them.
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To tie the thesis together, we contribute with a POC as a demonstration of how
context-awareness can aid the UX of an application. We also confirm the usability
of the POC by accomplishing an above-average score in a usability test based on
the SUS.

9.3 Related work

A tremendous amount of sources have been used to survey and explore context-
awareness in this thesis, all of which can be counted as related work. Count-
less sources also look at mobile phones or Android as a context-aware platform,
though most take an architectural or design perspective as a primary subject.
[129–133] are just some of the many examples of using or developing context-
awareness for mobile phones for Android.

Technology wise, we loosely base our work on industry attempts at geo-fencing
and beacons, where we can reference both the Apple’s iBeacon [134] and Qual-
comm’s Gimbal [135], as examples. We proceed to have a unique perspective
on a very popular mobile application use-case in Norway, mobile ticketing. By
coupling the technological approaches with the theory of context-awareness we
show that we can use beacons, not only for distributing messages, but also for
practical tasks to ease the UX of our case study.

9.4 Challenges

This section contains the challenges we had to overcome throughout this the-
sis.

9.4.1 Setting up beacons and advertisement of data

Setting up the beacons, and advertisement of data, turned out to be a bit of
a challenge. We studied the Bluetooth Core Specification, but with the lack of
other reliable sources, certain blog posts, and answers on stackoverflow.com, came
in very handy. Once we figured out how packages are structured, we could easily
use this knowledge to create our own format to achieve what we wanted.

The following list contains the questions we needed answers to with regards to
beacons and advertisement packages:

1. How the format is structured for advertisement packages.
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2. How to create our own format for advertisement packages.

3. How to increase the frequency of advertisement packages.

4. How to increase or decrease the range of advertisement packages.

Of the four items above, only item number 4 was not possible to do anything
about. We know how the range can be increased or decreased, but one needs to
be able to alter the transmission power of the beacon, which in our case could
not be changed (it seems to be manufacturer-specific in most cases).

9.4.2 RSSI

Another problem area that consumed a generous portion of the time used for the
development of the POC, was how we could translate the RSSI to approximation
of distance from a beacon. Detailed in Appendix D, the signal strength experiment
gives an outlook on how we confronted the problem to arrive at a solution that
worked satisfactory for our POC application. We see this as an area which is in
need of further work before being deployed, and we discuss some solutions in the
upcoming Section 9.5.

9.5 Future Work

As the reader might understand from our discussion of context-awareness in
Chapter 4, we have only just brushed the tip of the iceberg. We have man-
aged to demonstrate an introduction to the simplicity and usability that context
and context-awareness can supply to an app, but the possibilities of smartphones
taking advantage of context are multitudinous. Continuing, we will look at some
of these possibilities, while still keeping a general look on our POC.

9.5.1 Indoor positioning

Since the emergence of GPS, outdoor positioning has been a trivial task when
speaking of location-awareness. One of the primary challenges is to find a good
source of indoor positioning, given that it also is user friendly.

By using triangulation, it is possible to create an indoor positioning system,
which can help users find and locate their destination. This will be handy in
cases where a large event is taking place indoors, where the user needs to find
a certain booth, stand, or other POI, quickly. Should a crisis, such as a fire or
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other type of disaster occur, the location for gathering could be displayed on a
map, and help everyone navigate easily to it.

A lot of research has been done on indoor positioning using numerous types of
technologies, but for a mobile application the most reasonable technologies as of
today would be Bluetooth and Wi-Fi. It is possible to create a hybrid solution
utilizing signals from both Bluetooth devices and Wi-Fi routers/access points,
as described in [136]. In a future effort to better the use of RSSI as a source of
indoor location-awareness, error estimation of system states such as, for example,
the Kalman filter could be of use [137].

9.5.2 Target groups

A context-aware ticket application is not only applicable to an event scenario. As
we have previously discussed in Chapter 3, the largest use of ticketing applications
for smartphones in Norway exist in the public transportation sector. This sector
is dependent on a reliable, fast, and easy way of validating and selling tickets to
keep up with timetables. A context-aware application in public transportation
could possibly automate the process even further so bus companies, airlines,
boats, trains and ferries can become even more punctual.

Although we have discussed context-awareness primarily for ticket-based systems
as a case study, we should point out that context-awareness can benefit other
parts of society as well. As an example, other interesting future cases could be
how to apply context-awareness to assist the elderly or PwAD. We could well be
approaching a future where these groups could achieve a greater independence,
and thereby quality of life, by accomplishing tasks on their own only by using a
device that can sense and alert of circumstances in the environment. In terms,
this could also benefit care takers and the economic perspective, especially since
the elderly generation is becoming ever more populous year by year.

9.5.3 Beacon technology

At big events, or exhibitions, each stand could have their own Beacon. When ap-
proaching the beacon, information about what the stand is displaying, or talking
about, could appear in the app. This will help information be easily accessible,
and people will not have to stand in a queue to get to know what the people
at the stand are talking about, which could possibly prevent large queues from
forming.
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At small events, each kiosk or POI could have its own beacon. Each beacon
could provide the nearby users with information about the kiosk, or POI, and
help users perform informed decisions.

9.5.4 Application

The ticketing system would not be complete without a validator app, used by
those controlling the validation process. The validator app should not only have
support for validating tickets, but validation of purchases as well.

The app can have the following capabilities:

• Validate tickets.

• Validate purchases.

• Overview of number of guests/attendees.

• QR-scanner to support manual ticket validation.

This would also create more security for event organizers, where the possibility
for people to sneak in to an event would be limited.

For diversity in the system, impending work should focus on porting the system to
other platforms such as: Apples iOS, Microsoft Windows Phone, and Blackberry
phones. Future implementation should further validate the approaches of this
thesis on the operating system or device in question, and preferably build on
these.

9.5.5 Guidance and automation

Geo-Fencing has been implemented in the POC, but with limited functionality.
It would be interesting to see how Geo-Fencing can improve the UX in other ways
as well, i.e. guide people walking in the wrong direction, or simply suggest routes
the user could take. Should the user walk past an event, the app could notify the
user even though he or she does not have a ticket, and ask whether or not the
user would like to purchase one.

Automatic ticket purchasing can be implemented in mobile ticketing systems
for public transportation. As we have previously described, the advertisement
package structure we use for our beacons have two fields called major and minor.
These can be used to identify a bus-route (or a bus). Imagine a ticketing app
for buses, where the app can sense, by a beacon that you are boarding the bus
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without a ticket and execute the purchase, and the validation, in a two-step
procedure.

9.5.6 Context sources

Our main focus in this thesis has been the use of BLE beacons to create a smart
space for supplying context. Forthcoming development could focus on other in-
frastructure or sensors to enhance the UX. Chapter 4 explains that context might
be hard to quantify or define, but the potentials are limitless, so to speak. Mobile
devices feature new and upgraded hardware almost every year, while communi-
cation technology and integration advances are developing at an alarming pace.
This means that the sources we can gather context from will in all likelihood
not decrease in the years ahead. We should also point out that the tremendous
amounts of data generated on a daily basis can supply context by advances in
picture, video, and audio recognition.
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Appendix A

Beacon

This appendix explains the BLE-beacons that were used throughout the the-
sis.
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A.1 Raspberry Pi

WTW purchased 2 Raspberry Pi’s that we have been using throughout this
thesis.

Figure A.1: Raspberry Pi Model B Rev 2

Manufacturer Raspberry Pi Foundation
Device Raspberry Pi
Model Model B rev 2

Format Single-board computer
Released 29 February, 2012

Operating System Raspbian
Memory 512 MB

CPU ARM1176JZF-S (ARMv6k) 700 MHz
Storage SD card slot

Power 3.5 W

Table A.1: Raspberry Pi specifications.

In addition to the Raspberry Pi, we are using the K-Mate Bluetooth dongle model
BTT012B.

A.1.1 Installation

1. Begin by installing the Bluetooth stack and various USB development pack-
ages. Execute the following command:
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sudo apt-get install libusb-dev libdbus-1-dev libglib2.0-dev libudev-dev libical-dev
libreadline-dev

2. Install BlueZ’ source files. The version of BlueZ used throughout this thesis
is 5.11.

1 sudo wget www.kernel.org/pub/linux/bluetooth/bluez-5.11.tar.xz

2 sudo unxz bluez-5.11.tar.xz

3 sudo tar xvf bluez-5.11.tar

4 cd bluez-5.11

5 sudo ./configure --disable-systemd

6 sudo make

7 sudo make install

Once steps 1 and 2 are complete, you can shut down the Raspberry Pi, connect
the USB BLE-enabled Bluetooth dongle, and boot it up again.

3. The command-line tools hcitool and hciconfig are now available for use.

A.1.2 Verifying the installation

Hcitool is a command-line tool for configuring Bluetooth connections, and to send
special commands to Bluetooth devices. To simply start advertising data in the
iBeacon format, execute the following command:
sudo hcitool -i hci0 cmd 0x08 0x0008 1e 02 01 1a 1a ff 4c 00 02 15 e2 c5 6d b5
df fb 48 d2 b0 60 d0 f5 a7 10 96 e0 00 00 00 00 c5 00 00 00 00 00 00 00 00 00
00 00 00 00

In this particular example, the UUID is set to E2C56DB5-DFFB-48D2-B060-
D0F5A71096E0, and has a major and minor of 0.

To enable and activate advertising, execute the following command: sudo hci-
config hci0 leadv 3

To actually verify that it works, you could install the iBeacon Locate app by
Radius Networks, which is available for both Apple and Android devices.
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A.2 Arduino with BLE Shield

Figure A.2: Arduino UNO r3 board. Figure A.3: RedBearLab BLE shield
for Arduino.

Manufacturer Smart Projects
Format Single-board microcontroller

Microcontroller ATmega328
Released September 24, 2010

Flash Memory 32 KB
SRAM 2 KB

EEPROM 1 KB
Clock speed 16MHz

Table A.2: Arduino UNO specifications.

The RedBearLab BLE shield seen in Figure A.3 is designed to work with Ar-
duino boards such as Arduino UNO, Mega 2560, Leonardo and Due. It allows
the Arduino to communicate with other BLE devices, such as smartphones or
tablets.
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Beacon Control Center

The beacon control center is a web-frontend for configuring the Raspberry Pi
beacon, and what kind of advertisement package that is to be sent to the devices
running the mobile ticketing application.
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B.1 Frontend

The frontend is a single-loaded webpage, with JavaScript for communicating with
the backend API, and runs on the Raspberry Pi’s. It allows the user to start/stop
the beacon, and select which type of action that is intended for the mobile ap-
plication to execute when it receives the advertising packet.

While using the interface, the user can hit the ’D’ button on the keyboard to show
debugging information, consisting mainly of output from the system commands
executed by the backend API, as seen in Figure B.1.

Figure B.1: Beacon Control Center interface.
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There are 6 settings the user can configure:

• UUID: Identifier for the service (3 values are predefined).

• major: Integer [0,65535] for grouping the device.

• minor: Integer [0,65535] for identifying a device in a group.

• appCode: Integer [0,255] for specifying an action to be executed by the
mobile ticketing application.

• proximity: Integer [0,3], a proxemic zone in which the action is to be
taken.

• extra: 2 bytes that can be used for the actions specified by appCode.

B.2 Backend API

The backend is built using PHP and the REST-library Tonic. The following sub-
sections document which resources are available, which methods are supported,
and the required input and output.

B.2.1 Power REST resource

The power resource allows the client to see current status of the Bluetooth de-
vice/beacon, as well as either powering it up or down.

URI /api/rest/power
Method GET
Description Returns the current status of the beacon, including all con-

figurable attributes.
Input This method expects no input.

Example output

1 {

2 power: true,

3 info: "hci0: Type: BR/EDR Bus: USB BD Address:

00:15:83:60:A8:E1 ACL MTU: 310:10 SCO MTU: 64:8 UP RUNNING
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RX bytes:1118 acl:0 sco:0 events:58 errors:0 TX bytes:860

acl:0 sco:0 commands:58 errors:0 ",

4 config: {

5 UUID: "238DCA80BF0A11E3B1B60800200C9A66",

6 major: "65535",

7 minor: "1",

8 appCode: "1",

9 proximity: "1",

10 extra: "0"

11 }

12 }

URI /api/rest/power
Method PUT
Description Accepts input and either turns the beacon on or off.
Input power - true OR false

Supplied input needs to be JSON-encoded

Example Output

1 {

2 info:"Disabling virtual iBeacon...\nhci0:\tType: BR\/EDR Bus:

USB\n\tBD Address: 00:15:83:60:A8:E1 ACL MTU: 310:10 SCO

MTU: 64:8\n\tDOWN \n\tRX bytes:1130 acl:0 sco:0 events:60

errors:0\n\tTX bytes:899 acl:0 sco:0 commands:60

errors:0\n\nComplete\n",

3 power:false

4 }
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B.2.2 Advertisement REST resource

The advertisement resource allows the client to define the data that is to be
advertised by the beacon.

URI /api/rest/advertisement
Method PUT
Description Accepts input, which is then advertised by the beacon
Input UUID - 16bytes hexadecimal string (no spaces)

major - integer(0-65535)
minor - integer(0-65535)
appCode - integer(0-255)
proximity - integer(0-255)
extra - 1-3 character string or integer (0-65535)
Supplied input needs to be JSON-encoded

Example output
Based on the input, the returned data is simply the command that was executed
by the backend.

1 {

2 command:"sudo \/usr\/local\/bin\/hcitool -i hci0 cmd 0x08

0x0008 1e 02 01 01 15 FF e2 c5 6d b5 df fb 48 d2 b0 60 d0

f5 a7 10 96 e0 ff ff 00 01 4 ff 01 01 00 00

3 }
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B.2.3 Scripts

The following are scripts used by the API resources, to either start or stop the
Bluetooth device.

start ble.sh
start ble.sh enables the Bluetooth device, and sets it to be in advertising mode.

1 #!/bin/sh

2 echo "Launching virtual iBeacon..."

3 sudo /usr/local/bin/hciconfig hci0 up

4 # Setting advertisement frequency to 100ms

5 sudo hcitool -i hci0 cmd 0x08 0x0006 A0 00 A0 00 03 00 00 00 00

00 00 00 00 07 00

6 #sudo /usr/local/bin/hciconfig hci0 leadv 3

7

8 # Set device to be in advertisement mode

9 sudo hcitool -i hci0 cmd 0x08 0x000a 01

10 # Disable scanning - ensure optimality

11 sudo /usr/local/bin/hciconfig hci0 noscan

12 sudo /usr/local/bin/hciconfig hci0

stop ble.sh
stop ble.sh disables the Bluetooth device.

1 #!/bin/sh

2 echo "Disabling virtual iBeacon..."

3 # Disable advertisemeent

4 sudo /usr/local/bin/hciconfig hci0 noleadv

5 # Disable Bluetooth device

6 sudo /usr/local/bin/hciconfig hci0 down

7 # Check Bluetooth device status

8 sudo /usr/local/bin/hciconfig hci0

9 echo "Complete"
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B.3 Acquiring the IP of a Raspberry Pi

Without a monitor, keyboard, and mouse, it might be hard to figure out which IP
the Raspberry Pi is assigned, unless you have access to the router it’s connected
to. With access to the router, you can simply check the DHCP client list, but
without it you’ll need a mechanism that lets you know the IP.

Throughout this thesis, we have been using our self-developed IP-acquiring sys-
tem, which consists of a server-side script and web-frontend, as well as a stand-
alone script running every few minutes on the Raspberry Pi. The standalone
script on the Raspberry Pi sends its IP address to the server-side script every
five minutes, and can be viewed at the web-frontend, as seen in Figure B.2.

Figure B.2: Overview of the Raspberry Pis with IP and time of update.

B.3.1 Server-side script

1 <?php

2 require_once(dirname(__FILE__) . ’/../include/init.inc.php’);

3 use Raspberry\Entities\Raspberry;

4

5 $raspberryName = isset($_GET[’raspberryName’]) ? $_GET[’raspberryName’] :

’’;

6 $raspberryIp = isset($_GET[’raspberryIp’]) ? $_GET[’raspberryIp’] : ’’;

7 $pass = isset($_GET[’rPw’]) ? $_GET[’rPw’] : ’’;

8 if ($pass != ’somepassword’)

9 die("D e nei");

10 $result = array();
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11 if (!empty($raspberryName) && !empty($raspberryIp)) {

12 $raspberry = Raspberry::load($raspberryName);

13 if ($raspberry) {

14 $raspberry->raspberryIp = $raspberryIp;

15 header(’Content-type: application/json;’);

16 if ($raspberry->update()) {

17 $result[’raspberry’] = array(’raspberry_name’ =>

$raspberryName,

18 ’raspberry_ip’ => $raspberryIp,

19 ’changetime’ => $raspberry->changetime);

20 echo json_encode($result);

21 die();

22 } else {

23 header($_SERVER[’SERVER_PROTOCOL’] . ’ 500 Internal Server

Error’, true, 500);

24 }

25 } else {

26 $raspberry = new Raspberry();

27 $raspberry->raspberryName = $raspberryName;

28 $raspberry->raspberryIp = $raspberryIp;

29 header(’Content-type: application/json;’);

30 if ($raspberry->insert()) {

31 $result[’raspberry’] = array(’raspberry_name’ =>

$raspberryName,

32 ’raspberry_ip’ => $raspberryIp,

33 ’changetime’ => $raspberry->changetime);

34 echo json_encode($result);

35 die();

36 } else {

37 header($_SERVER[’SERVER_PROTOCOL’] . ’ 500 Internal Server

Error’, true, 500);

38 }

39 }

40 } else {

41 $raspberries = Raspberry::getAll();

42 echo "<h1>Raspberries:</h1><p>";

43 echo "<table><tr><th>Name</th><th>IP</th><th>Last updated:</th></tr>";

44 foreach ($raspberries as $raspberry) {

45 echo "<tr><td>" . $raspberry->raspberryName . "</td><td><a

href=\"http://" . $raspberry->raspberryIp . "\">http://" .

$raspberry->raspberryIp . "</a></td><td>" .

$raspberry->changetime . "</td></tr>";

46 }

47 if (empty($raspberries)) {

48 echo "<tr><td colspan=3>No raspberries found</td></tr>";
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49 }

50 echo "</table>";

51 echo "<p><h2>Installation:</h2>";

52 echo "For information on installation on a raspberry, read: <a

href=\"readme.txt\">readme.txt</a>";

53 echo "</p>";

54 }

55 ?>

B.3.2 Stand-alone script (Raspberry Pi)

1 #!/usr/bin/python

2 import urllib2

3 import socket

4 import requests

5

6 s = socket.socket(socket.AF_INET, socket.SOCK_DGRAM)

7 # The following is just a hack (but leave it in!)

8 s.connect(("masterevent.wtw.no",80))

9 ipAddress = s.getsockname()[0]

10 s.close()

11

12 rPw = "somepassword"

13 raspberryName = "Your Raspberry Name"

14

15 payload = {’rPw’: rPw, ’raspberryName’:raspberryName,

’raspberryIp’: ipAddress}

16 r = requests.get(’http://masterevent.wtw.no/raspberry.php’,

params=payload)

17 print r.text

Our Raspberry Pi’s have been configured to execute the script every 5 minutes,
using crontab, as such:

1 */5 * * * * /home/pi/mevent/ip_update.py > /dev/null
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B.4 Installation and configuration

This section explains how the Beacon Control Center can be installed.

Step 1: Install apache2 with PHP-support.

Step 2: Create the folders /var/www/vhosts and /var/www/vhosts/beacon.

Step 4: Configure the default apache vhost to use the previously created fold-
ers.

Since our Raspberry Pi is only going to have one web-site hosted, which is the
Beacon Control Center, we simply chose to edit the default vhost configuration
file.

sudo vim /etc/apache2/sites-available/default
Replace the content with the following:

1 <VirtualHost *:80>

2 ServerAdmin webmaster@localhost

3

4 DocumentRoot /var/www/vhosts/beacon/www

5 <Directory />

6 Options FollowSymLinks

7 AllowOverride All

8 </Directory>

9 <Directory /var/www/vhosts/beacon/www>

10 Options Indexes FollowSymLinks MultiViews

11 AllowOverride All

12 Order allow,deny

13 allow from all

14 </Directory>

15

16 ScriptAlias /cgi-bin/ /usr/lib/cgi-bin/

17 <Directory "/usr/lib/cgi-bin">

18 AllowOverride All

19 Options +ExecCGI -MultiViews +SymLinksIfOwnerMatch

20 Order allow,deny

21 Allow from all

22 </Directory>

23

24 ErrorLog ${APACHE_LOG_DIR}/error.log

25 # Possible values include: debug, info, notice, warn,

error, crit,
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26 # alert, emerg.

27 CustomLog /srv/www/log/http-raspi-access.log combined

28 ErrorLog /srv/www/log/http-raspi-error.log

29 LogLevel warn

30 LogLevel warn

31 CustomLog ${APACHE_LOG_DIR}/access.log combined

32 </VirtualHost>

Step 5: Find the source-code for the Beacon Control Center (the root-folder
should be called beacon).

Step 6: Copy everything from within the beacon root folder to /var/www/vhost-
s/beacon/.

Step 7: Verify that /var/www/vhosts/beacon has the following files and fold-
ers:

1 pi@ninjapi /var/www/vhosts $ ls beacon/

2 bin classes config.ini includes lib raspi.conf www

Step 8: Create the group rasp and make the user pi a member of it.

Step 9: Assign ownership of the /var/www/vhosts folder to apache (the www-
data user).

Step 10: Allow apache to execute the beacon backend scripts which configures
the beacon, as well as the command line tools hcitool and hciconfig.

sudo vim /etc/sudoers
At the end of the sudoers file, append the following:

1 www-data ALL = (root) NOPASSWD:

/var/www/vhosts/beacon/bin/start_ble.sh

2 www-data ALL = (root) NOPASSWD:

/var/www/vhosts/beacon/bin/stop_ble.sh

3 www-data ALL = (root) NOPASSWD:

/var/www/vhosts/beacon/bin/advertise.sh

4 www-data ALL = (root) NOPASSWD: /usr/local/bin/hcitool

5 www-data ALL = (root) NOPASSWD: /usr/local/bin/hciconfig

Step 11: Enable the mod rewrite module of Apache by executing:
sudo a2enmod rewrite.

Step 12: Restart apache and verify that everything works by accessing the Beacon
Control Center using the browser of your own choice.
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Appendix C

Pling: Backend API

This chapter describes the backend API used by the Pling mobile ticketing appli-
cation. Only the REST resources and the database is documented. The source
code is not of importance, as we see it.

C.1 REST Resources

This section describes the REST resources available, and what they do.

C.1.1 Overview

Method URI Requires login Description
GET /rest/ticket Yes Returns a list of tickets
GET /rest/ticket/TID Yes Returns a ticket with ticketId=TID
POST /rest/validate/TID Yes Validates a ticket with ticketId=TID
GET /rest/venue No Returns a list of venues
GET /rest/venue/VID No Returns a venue with venueId=VID
GET /rest/event No Returns a list of venues
GET /rest/event/EID No Returns an event with eventId=EID
GET /rest/authenticate Yes 200 OK if successful, 500 if not

Table C.1: Overview of REST resources.
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For those resources in Table C.1 that requires login, parameters username and
password need to be passed in the URL. As an example, for validation of a ticket:
../rest/validate/3?username=demo1&password=demo1. In this example, the num-
ber 3 would be the unique ID for the ticket that the user is about to vali-
date.

C.2 Relational Database

The database which is implicitly used by the Pling POC app is quite simple, as
seen in Figure C.1.

Figure C.1: ER diagram of the database used by Pling.

The ER diagram should be self-explanatory, the only things might worth pointing
out are:

• The unit table contains the Raspberry Pis we used in this thesis.
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• A ticket consists of ticket items, where each ticket item-record defines a
type of ticket (ADULT|CHILD), and the number of that type. I.e., if you
want to purchase a ticket for 2 adults and 1 child, there would be two
ticket item-records, one saying 2 adults, and the last one saying 1 child.
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Appendix D

Signal strength
experiment

This section will, in details, cover how we conducted our empirical study to
determine interaction zones for our POC from chapters 6 and 7.

The objective of the experiment was to uncover if there was any foundation to
link the RSSI of a transmission to distances in an effortless manner. A requisite
for success in the experiment was to be able to map the RSSI to approximations
of interaction, or proximity zones. The different zones should be activated at
roughly the same distance from the beacon for each device.
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D.1 Pre-acquired knowledge

We shall briefly discuss the knowledge we have about measuring distance with
RSSI that we knew of beforehand.

Under perfect conditions, with a direct path between the transmitter and the
receiver, neglecting: reflections, scattering, shadowing, etc., the Received Signal
(RS) power is inversely proportional to the distance [125, 126].

Pr ∝
1

d2
(D.1)

Although in the real world, the signal might deteriorate at a faster pace. Gener-
ally, free space propagation (when the transmitter and receiver are in clear sight)
is given by the Friis transmission equation [124, 125]:

Pr(D) = Pt +Gt +Gr + 20× log10(
λ

4πD
) (D.2)

In Equation D.2, Pt and Pr denotes the power received in dBm for the transmitter
and the receiver, respectfully. Gt and Gr are the antenna gain in Decibels-
isotropic (dBi), while λ is the wavelength, and D is the distance. Still, antenna
gain is hard to determine, and most studies use the simplified equation (Equation
D.3) [124, 125]:

Pr(D) = Pr1 −K × log10(D) (D.3)

Here, Pr1 is the received power at 1 meter and K is the loss parameter. Both are
empirically determined.

Most proposed models for radio signal propagation do not take into account the
variation in the sensitivity of the receiver, the orientation of the device, noise,
or interference. Distance estimation are also more prone to errors indoors than
outdoors, where: different buildings, furniture, and wall arrangement can affect
the signals.

The outlook for our results before commencing the tests are bleak, as previous
studies have rendered RSSI unsuitable for positioning regardless of the estimation
technique [126]. Also, once deployed, previous platforms that take advantage of
RSSI have functioned worse than predicted [124].
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D.1.1 Limitations of our model

• Networks using BLE advertisement, such as ours, cannot communicate in
duplex, only simplex. Duplex communication is only possible when devices
are paired.

• As Android is fragmented in both software and hardware, we expect that
Bluetooth modules from device to device will somewhat differ. We can
therefore anticipate experiencing gaps and variations between devices in
our test reading.

• We were not able to change the transmission power of our beacon as this
was pre-set by the manufacturer of the Bluetooth module to a default value
of 4 dBm.
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D.2 Devices

The experiment was executed with six different devices running Android, which
are described in the following subsection. Some of the devices are personal, lent
from fellow classmates, while others were at our disposal courtesy of WTW. All
information about the devices are retrieved from gsmarena.com, or directly from
the devices (where this was possible).

BLE became a part of the Bluetooth core specification from version 4.0 and
onwards, and Android from version 4.3 (API level 18) and onwards. With this
in mind, a minimum requirement for the devices used in the test was Bluetooth
v4.0 and Android 4.3. Some of the devices have been rooted and some Android
versions have been upgraded to meet the requirements. The rooted devices are
not considered to have an effect on the RSSI, as this is implemented in the
Bluetooth hardware. We cannot for certain rule out the possibility of slight
differences in drivers or software implementation for devices that do not run
stock ROM.

To create as close to equal conditions for each device, the following settings were
enabled when testing:

Setting Enabled
GPS 8
Bluetooth 3
Wi-Fi 3
NFC 8
Aeroplane mode 3
Brightness 100 %

Table D.1: Device test settings.

Aeroplane mode was enabled on all devices since some of the devices did not have
a SIM-card installed, and therefore not connected to the cellular network.
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D.2.1 HTC One

Manufacturer HTC
Device One
Model m7

Format Phone
Released March, 2013

Android version 4.4.2
Bluetooth v4.0

Rooted 3

Stock ROM 8

Figure D.1 & Table D.2: HTC One (m7).

D.2.2 HTC One X+

Manufacturer HTC
Device One X+
Model enrc2b

Format Phone
Released November, 2012

Android version 4.3.1
Bluetooth v4.0

Rooted 3

Stock ROM 8

Figure D.2 & Table D.3: HTC One X+ (enrc2b).
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D.2.3 HTC One S

Manufacturer HTC
Device One S
Model ville

Format Phone
Released October, 2012

Android version 4.4.2
Bluetooth v4.0

Rooted 3

Stock ROM 8

Figure D.3 & Table D.4: HTC One S (ville).

D.2.4 Samsung Galaxy S3

Manufacturer Samsung
Device Galaxy S3
Model GT-I9300

Format Phone
Released May, 2012

Android version 4.3.0
Bluetooth v4.0

Rooted 8

Stock ROM 3

Figure D.4 & Table D.5: Samsung Galaxy S3 (GT-I9300).
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D.2.5 Samsung Galaxy S4

Manufacturer Samsung
Device Galaxy S4
Model GT-I9500

Format Phone
Released April, 2013

Android version 4.4.2
Bluetooth v4.0

Rooted 3

Stock ROM 8

Figure D.5 & Table D.6: Samsung Galaxy S4 (GT-I9500).

D.2.6 Asus Google Nexus 7

Manufacturer ASUS
Device Google Nexus
Model 7

Format Tablet
Released July, 2013

Android version 4.4.2
Bluetooth v4.0

Rooted 8

Stock ROM 3

Figure D.6 & Table D.7: ASUS Google Nexus 7.
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D.3 Test application

The test application was constructed to be as simple as possible. As Figure D.7
shows, the main activity contains only one button: to start scanning. When
selecting to scan, the app prompts the user to input the current test distance (in
meters) as seen in Figure D.8. The process of scanning is depicted in Figure D.9.
Just above the Stop Scanning button, the current number of advertising packets
received is counted.

Figure D.7: Test app
main activity.

Figure D.8: Input for
distance.

Figure D.9: Scanning
for advertising data.

The beacon’s Media Access Control (MAC) address is hard coded in the app to
prevent other BLE devices in the vicinity to tamper or overwrite the incoming
signals.

When the device finishes scanning 100 packets, it alerts the user by vibrating
and playing a notification sound. The details of each packet include: a UNIX-
timestamp of when the packet was received, the RSSI, and the distance in ques-
tion.
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D.4 Environment

Tests were conducted indoors in a conference room of approximately 66.75 m2.
The room consisted of 4 windows, 1 door, and ordinary furniture such as: table,
chairs for approx. 10 people, projector, sofa, etc.

Figure D.10: Floor plan.

Figure D.11: Room dimensions (measurements are approximations).
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D.5 Execution

Tests were conducted as follows:

• Distances were measured up using a folding ruler, starting at the far right
wall (measuring approx. 4.5 meters) of Figure D.11, and ending at the
left wall (measuring approx. 7.5 meters). This went parallel to the wall
measuring approx. 10.5 meters, and was roughly centered on the right
wall. Intervals were marked with post-it notes and measured:

– 0.0 meters (beacon location)

– 0.2 meters

– 0.4 meters

– 0.6 meters

– 0.8 meters

– 1.0 meters

– 2.0 meters

– ...

– 10 meters

• The beacon was placed at ground level behind the 0.0 meter mark.

• The long side of the device was placed with clear sight of the beacon at
ground level in front of the interval marks. Each device was tested one at
a time and not simultaneously.

• Devices started the test at the 0.0 meter mark. When a device finished at
one interval mark, it was moved to the next interval mark, moving further
and further away from the beacon, and ending at 10 meters.

• Devices were tested by our test application, gathering 100 data packets
from the transmitter (beacon) at each mark.

The test was conducted twice: once with our Raspberry Pi beacon (discussed
in Section A.1), and once with an Arduino BLE-shield (discussed in Section
A.2). This was done to establish if there were any grounds to conclude that the
transmitter could have any major effect on the results.
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D.6 Results

This section will go through the results of the acquired RSSI data. We mainly
focus on the average of the 100 readings for each distance. This is done since radio
signals generally suffer from heavy oscillation, and any application to handle radio
signals would be expected to deal with noise by some sort of smoothing filter,
such as averaging.

D.6.1 Raspberry Pi

Distance One S X+ S3 S4 Nexus 7
0.0 -32.67 -38.96 -33.95 -20.59 -34.67 -31.55
0.2 -49.84 -59.44 -44.77 -47.37 -56.14 -56.15
0.4 -55.61 -66.31 -58.17 -52.29 -59.60 -60.51
0.6 -62.75 -70.26 -59.49 -56.43 -62.54 -66.09
0.8 -65.51 -74.05 -68.33 -60.50 -69.28 -74.25
1.0 -60.09 -73.01 -67.11 -63.02 -67.73 -71.62
2.0 -69.27 -76.79 -72.92 -57.42 -70.41 -69.41
3.0 -69.08 -76.98 -72.00 -65.82 -71.19 -74.64
4.0 -73.60 -78.89 -71.61 -66.61 -72.74 -78.77
5.0 -79.10 -83.57 -78.87 -65.54 -82.24 -80.79
6.0 -80.41 -89.87 -85.45 -69.95 -83.54 -82.96
7.0 -80.76 -88.5 -87.72 -77.90 -89.11 -86.39
8.0 -82.17 -89.64 -82.68 -76.26 -87.31 -81.56
9.0 -77.06 -89.82 -84.25 -74.25 -84.37 -82.13
10.0 -87.47 -93.74 -84.75 -72.79 -87.43 -81.19

Table D.8: Raspberry Pi - average RSSI.
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Figure D.12: Raspberry Pi - RSSI.

Figure D.13: Raspberry Pi - average RSSI.
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D.6.2 Arduino

Distance One S X+ S3 S4 Nexus 7
0.0 -28.04 -42.41 -35.90 -37.09 -53.35 -42.54
0.2 -54.05 -73.41 -68.11 -64.97 -59.13 -64.88
0.4 -65.21 -74.35 -73.34 -64.84 -66.86 -68.15
0.6 -69.33 -81.52 -68.66 -68.68 -67.06 -64.53
0.8 -65.52 -76.18 -75.58 -69.10 -72.99 -69.67
1.0 -68.94 -76.13 -76.29 -67.46 -70.85 -66.61
2.0 -64.95 -72.25 -79.07 -63.23 -70.69 -68.01
3.0 -68.33 -78.43 -83.79 -68.63 -72.90 -71.37
4.0 -72.33 -78.35 -79.69 -72.38 -76.19 -72.98
5.0 -78.73 -87.20 -84.18 -76.05 -80.24 -77.35
6.0 -79.22 -82.47 -88.91 -75.97 -78.00 -80.72
7.0 -79.50 -84.34 -89.80 -79.07 -86.12 -79.79
8.0 -80.74 -87.38 -90.52 -83.61 -87.32 -83.88
9.0 -82.27 -86.34 -88.03 -79.90 -87.02 -78.20
10.0 -79.61 -90.05 -87.07 -79.18 -86.82 -79.16

Table D.9: Arduino - average RSSI.
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Figure D.14: Arduino - RSSI.

Figure D.15: Arduino - average RSSI.
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D.6.3 Differences

Figure D.16: Differences between Arduino and Raspberry Pi.

Figure D.16 show the differences between the combined average of all devices for
the Arduino and the Raspberry Pi in RSSI at each respective distance.
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D.7 Test conclusion

Our aim for this test was to create an, as close to, uniform equation or ap-
proach for RSSI distance measurement which could be used for all devices re-
gardless.

In an attempt to evaluate distances, we must first determine the loss parameter,
K, and the RSSI at one meter, Pr1. From Equation D.3 we can determine that
the loss parameter K can be solved as follows:

K =
Pr1 − Pr(D)

log10(D)
(D.4)

Equation D.4 is true when D > 1. By using the average RSSI for distances 2-10
meters and Equation D.4, we get the following averages of K:

D.7.1 Raspberry Pi - Loss parameter

One S X+ S3 S4 Nexus 7 Combined Avg.
24.351 15.834 17.183 6.616 16.630 9.736 15.058

Table D.10: Raspberry Pi, the propagation loss parameter K, rounded to 3-
decimals.

D.7.2 Arduino - Loss parameter

One S X+ S3 S4 Nexus 7 Combined Avg.
7.613 7.377 12.548 8.464 11.609 13.125 10.123

Table D.11: Arduino, the propagation loss parameter K, rounded to 3-decimals.
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The average RSSI at one meter, Pr1, can be read from Table D.8 for the Raspberry
Pi and Table D.9 for the Arduino:

D.7.3 Raspberry Pi - 1 meter constant

One S X+ S3 S4 Nexus 7 Combined Avg.
-60.090 -73.010 -67.110 -63.020 -67.730 -71.620 -67.097

Table D.12: Raspberry Pi, average RSSI at one meter.

D.7.4 Arduino - 1 meter constant

One S X+ S3 S4 Nexus 7 Combined Avg.
-68.940 -76.130 -76.290 -67.460 -70.850 -66.610 -71.047

Table D.13: Arduino, average RSSI at one meter.

The distance based on RSSI can be determined by solving D.3 for D:

D = 10
Pr1−Pr(D)

K (D.5)

If we were to define three proximity zones:

• immediate (< 1 meter),

• near (1-5 meter),

• and far (> 5 meter),

we would need to mark two borders: one at 1 meter and another at 5 meters.
The following four tables (two for the Raspberry Pi and two for the Arduino) use
Equation D.5 to evaluate the distance based on the RSSI. The first table in each
section (D.14 and D.16) define the distance by using the average loss parameter,
K, and the average 1 meter RSSI reading, Pr1, for each device individually. The
second table in each section (D.15 and D.17) defines a uniform loss parameter,
K, by a combined average and a uniform 1 meter RSSI reading, Pr1, also by a
combined average. The loss parameter for each device and the combined average
can be found in Table D.10 for the Raspberry Pi. The 1 meter RSSI reading
for each device and the combined average can be found in Table D.12 for the
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Raspberry Pi. As well, for the Arduino, the loss parameter for each device and
the combined average can be found in Table D.11. The 1 meter RSSI reading
for each device and the combined average can be found in Table D.13 for the
Arduino.

For each table we have also taken the liberty to mark the borders where the
proposed proximity zones would transition into another. One meter is marked in
green, and 5 meters is marked in red.

D.7.5 Raspberry Pi - Distance measurement

Actual Distance One S X+ S3 S4 Nexus 7
0.0 0.075 0.007 0.012 0.000 0.010 0.000
0.2 0.379 0.139 0.050 0.004 0.201 0.026
0.4 0.655 0.377 0.302 0.024 0.324 0.072
0.6 1.286 0.670 0.360 0.101 0.487 0.270
0.8 1.669 1.163 1.178 0.416 1.239 1.863
1.0 1.000 1.000 1.000 1.000 1.000 1.000
2.0 2.382 1.733 2.178 0.142 1.449 0.593
3.0 2.340 1.781 1.926 2.650 1.615 2.043
4.0 3.588 2.352 1.828 3.488 2.001 5.425
5.0 6.035 4.644 4.835 2.404 7.456 8.747
6.0 6.831 11.609 11.677 11.154 8.927 14.613
7.0 7.060 9.512 15.828 177.421 19.303 32.889
8.0 8.067 11.227 8.056 100.261 15.045 10.494
9.0 4.976 11.524 9.942 49.812 10.014 12.009
10.0 13.316 20.379 10.631 29.969 15.297 9.615

Table D.14: Raspberry Pi, distance measurement.
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Actual Distance One S X+ S3 S4 Nexus 7
0.0 0.005 0.014 0.006 0.001 0.007 0.004
0.2 0.071 0.310 0.033 0.049 0.187 0.188
0.4 0.173 0.887 0.255 0.104 0.318 0.365
0.6 0.514 1.622 0.313 0.196 0.498 0.857
0.8 0.785 2.896 1.208 0.365 1.396 2.986
1.0 0.343 2.470 1.002 0.536 1.102 1.997
2.0 1.394 4.403 2.436 0.228 1.660 1.424
3.0 1.354 4.532 2.117 0.823 1.870 3.169
4.0 2.703 6.070 1.994 0.928 2.370 5.959
5.0 6.268 12.415 6.051 0.788 10.131 8.116
6.0 7.658 32.533 16.550 1.547 12.359 11.310
7.0 8.079 26.385 23.418 5.217 28.964 19.109
8.0 10.023 31.409 10.836 4.060 21.995 9.130
9.0 4.588 32.286 13.776 2.986 14.031 9.962
10.0 22.540 58.793 14.870 2.388 22.402 8.628

Table D.15: Raspberry Pi, uniform distance measurement, Pr1 = −67.097 and
K = 15.058.

D.7.6 Arduino - Distance measurement

Actual Distance One S X+ S3 S4 Nexus 7
0.0 0.000 0.000 0.001 0.000 0.031 0.015
0.2 0.011 0.428 0.223 0.508 0.098 0.738
0.4 0.324 0.574 0.582 0.490 0.453 1.310
0.6 1.125 5.378 0.247 1.394 0.472 0.694
0.8 0.355 1.016 0.878 1.562 1.529 1.711
1.0 1.000 1.000 1.000 1.000 1.000 1.000
2.0 0.299 0.298 1.666 0.316 0.969 1.278
3.0 0.832 2.050 3.960 1.375 1.502 2.305
4.0 2.788 2.000 1.866 3.813 2.884 3.057
5.0 19.319 31.663 4.254 10.349 6.440 6.581
6.0 22.405 7.234 10.133 10.126 4.130 11.887
7.0 24.385 12.968 11.930 23.534 20.672 10.098
8.0 35.482 33.493 13.615 80.926 26.227 20.695
9.0 56.361 24.209 8.622 29.496 24.712 7.640
10.0 25.210 77.068 7.229 24.249 23.751 9.041

Table D.16: Arduino, distance measurement.
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Actual Distance One S X+ S3 S4 Nexus 7
0.0 0.000 0.001 0.000 0.000 0.018 0.002
0.2 0.021 1.712 0.513 0.251 0.066 0.246
0.4 0.265 2.120 1.685 0.244 0.386 0.517
0.6 0.677 10.831 0.581 0.584 0.404 0.227
0.8 0.284 3.215 2.804 0.642 1.556 0.731
1.0 0.619 3.178 3.296 0.442 0.956 0.365
2.0 0.250 1.315 6.203 0.169 0.922 0.501
3.0 0.539 5.363 18.151 0.577 1.524 1.076
4.0 1.339 5.266 7.143 1.354 3.222 1.552
5.0 5.742 39.425 19.835 3.121 8.095 4.195
6.0 6.419 13.443 58.170 3.065 4.863 9.029
7.0 6.841 20.570 71.223 6.203 30.837 7.307
8.0 9.070 41.073 83.897 17.423 40.516 18.526
9.0 12.845 32.420 47.617 7.492 37.843 5.089
10.0 7.014 75.391 38.276 6.360 36.160 6.332

Table D.17: Arduino, uniform distance measurement, Pr1 = −71.047 and K =
10.123.

D.7.7 Discussion

We chose to implement the uniform distance measurement that is evaluated in
Table D.15 for distance approximation. In the following, we discuss this in more
details.

Advantages

• The data makes room for the possibility of determining a somewhat loose
approximation of the distance of a subject. This, in terms, means that
there is a hope of making the POC work with several devices in mind.

Limitations

• Other than the empirically determined loss parameter, we do not account
for variation in the sensitivity of the receiver, the orientation of the device,
noise, or interference.

• Tests were done under “perfect” conditions, while in a real world scenario
we can expect to find more interference from artifacts such as moving human
beings.

• Averaging in a real world scenario would generally consist of less RSSI data
to determine the distance in trade for responsiveness.
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We wish to shy away from ad-hoc implementations which work on a per-device
basis, and a silver lining is that this might be possible if only for the concept
of validating a ticket in our POC. Though the question still remains: is RSSI
sufficient enough for distance measuring? - In our experience, the answer is
no. A detailed implementation would require a higher degree of knowledge for
each device in question, and in the world of Android where devices and device
manufactures are by the dozens, this is simply not possible.
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Appendix E

Pling User Testing
Instructions

E.1 Instructions at NTNU Campus

You are going to an event at IT-Bygget Gløshaugen, and you have already pur-
chased a ticket for said event using the Pling Mobile Ticketing Application. The
ticket is available in the Pling app once you login with your user-details, which
are available further down in this document.

Your goal is to validate your ticket with this app.

E.1.1 User details

You should log in using the following username and password:

username:

password:

E.1.2 Event entrance

The event entrance is located between IT-Vest and Gamle Fysikk at Gløshaugen,
NTNU, Trondheim. The event itself will take place at Gribb (ITV-060).

169
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Figure E.1: Map with start-location and end-location for user testing at
Gløshaugen, NTNU, Trondheim.

E.1.3 Steps to complete user testing

1. Go to the entrance of IT-vest (between IT-bygget and Gamle Fysikk).

2. Start the Pling Mobile Ticketing Application.

3. Start walking towards the event area.

4. Read everything in the application carefully (Don’t dismiss a dialog or
feedback from the app without reading the information presented to you).

5. Go to Gribb (ITV-060) and validate your ticket.

Once testing is done, go to http://tinyurl.com/kw645gf and complete the form.
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E.2 Instructions at WTW AS

You are going to an event at WTW, Vestre Rosten 78, and you have already
purchased a ticket for said event using the Pling Mobile Ticketing Application.
The ticket is available in the Pling app once you login with your user-details,
which are available further down in this document.

Your goal is to validate your ticket with this app.

E.2.1 User details

You should log in using the following username and password:

username:

password:

E.2.2 Event entrance

The event entrance is located at Vestre Rosten 78. The event itself will take place
in the meeting room.
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Figure E.2: Map with start-location and end-location for user testing at Vestre
Rosten 78, Tiller.

E.2.3 Steps to complete user testing

1. Go to the WTW Catering Kitchen.

2. Start the Pling Mobile Ticketing Application.

3. Log in with your user details (found on the previous page).

4. Start walking towards the event area (The meeting room).

5. Read everything in the application carefully.

Once testing is done, go to http://tinyurl.com/kw645gf and complete the form.
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[3] AtB. Årsmelding 2012, 2013. URL https://www.atb.no/getfile.php/

Filer/Diverse%20informasjon/AtB_%C3%A5rsmelding_2012.pdf. Ac-
cessed: 2014-02-23.

[4] Hordaland Fylkeskommune. Kollektivmeldinga 2012, 2013. URL http:

//www.hordaland.no/Global/samferdsel/Filer/Kollektivmeldinga%

202012.pdf. Accessed: 2014-02-24.

[5] Finnmark Fylkeskommune. Billett via mobiltelefon, 2014. URL http:

//www.177finnmark.no/Reiseinfo/mobilett. Accessed: 2014-02-24.

[6] Kolumbus. Om kolumbus, 2014. URL http://www.kolumbus.no/om-

kolumbus/. Accessed: 2014-02-24.
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