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Abstract

Controllability is the ability of a process to achieve acceptable performance,
and in this thesis we use controllability analysis in the design of buffer tanks,
feedforward controllers, and multivariable controllers such as model predictive
control (MPC).

There is still an increasing pressure on the process industry, both from com-
petitors (prize and quality) and the society (safety and pollution), and one im-
portant contribution is a smooth and stable production. Thus, it is important to
dampen the effect of uncontrolled variations (disturbances) that the process may
experience.

The process itself often dampens high-frequency disturbances, and feedback
controllers are installed to handle the low-frequency part of the disturbances, in-
cluding at steady state if integral action is applied. However, there may be an in-
termediate frequency range where neither of these two dampens the disturbances
sufficiently. In the first part of this thesis we present methods for the design of
buffer tanks based on this idea. Both mixing tanks for quality disturbances and
surge tanks with “slow” level control for flow-rate variations are addressed.

Neutralization is usually performed in one or several mixing tanks, and we
give recommendations for tank sizes and the number of tanks. With local Pl or
PID control, we recommend equal tanks, and give a simple formula for the to-
tal volume. We also give recommendations for design of buffer tanks for other
types of processes. We propose first to determine the required transfer function to
achieve the required performance, and thereafter to find a physical realization of
this transfer function.

Alternatively, if measurements of the disturbances are available, one may ap-
ply feedforward control to handle the intermediate frequency range. Feedforward
control is based mainly on a model, and we study the effect of model errors on
the performance. We define feedforward sensitivities. For some model classes we
provide rules for when the feedforward controller is effective, and we also design
robust controllers such as p-optimal feedforward controllers.

Multivariable controllers, such as model predictive control (MPC), may use
both feedforward and feedback control, and the differences between these two
also manifest themselves in a multivariable controller. We use the class of se-
rial processes to gain insight into how a multivariable controller works. For one
specific MPC we develop a state space formulation of the controller and its state
estimator under the assumption that no constraints are active. Thus, for example
the gains of each channel of the MPC (from measurements to the control inputs)
can be found, which gives further insight into to the controller. Both a neutraliza-
tion process example and an experiment are used to illustrate the ideas.
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Chapter 1

Introduction

We start with some words on the title of the thesis, or more precisely with a defi-
nition of what we mean by controllability and controllability analysis (Skogestad
and Postlethwaite, 1996, Chapter 5):

Definition 1.1 (Input-output) controllability is the ability to achieve acceptable
control performance; that is, to keep the outputs (y) within specified bounds or
displacements from their references (r), in spite of unknown but bounded varia-
tions, such as disturbances (d) and plant changes, using available inputs (u) and
available measurements (y,, or d,,).

A plant is controllable if there exists a controller (connecting plant measurements
and plant inputs) that yields acceptable performance for all expected plant varia-
tions. From this, controllability is independent of the controller, and a property of
the process alone. Further, controllability analysis is applied to a plant to find out
what control performance can be expected.

The definition above is in accordance with the definition given by Ziegler and
Nichols (1943) “the ability of the process to achieve and maintain the desired
equilibrium value”, but must not be confused with the more narrow state control-
lability definition of Kalman from the 60’s.

In particular, in this thesis we will apply controllability analysis in the design
of processes, namely such processes that are designed for dynamic and control
purposes, and in the design and understanding of feedforward and multivariable
controllers.

1.1 Motivation

High degree of competition in all branches of the process industry put pressure
on each single site and plant to stay competitive. Even within a company there is
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an internal competition of being the most productive and effective, and delivering
the best quality products. The second best risks that investment plans are rejected
by the central management, or even that the plant is closed.

There are many important requirements that must be met by a plant organisa-
tion

(1) On-site and off-site safety

(2) Discharge shall be below certain limits, both on a long term basis, e.g., total
over a year, or on a shorter the period of time, such as on an hourly basis.

(3) Requirements for certain quality parameters to stay within given limits (to
obtain maximal prizes)

(4) Minimal production costs, such as energy consummation
(5) Maximal production

Running smoothly without abrupt changes of any kind, will be an important
contribution to meet all the above-mentioned requirements. The risk of accidents
and undesired discharge is reduced, and a natural consequence is also a more con-
stant product quality. Finally, production cost can be reduced and the production
rate increased, because the risk of unplanned stops is reduced and because it is
possible to move the operating point closer to the constraints.

On the other hand, within a process, there are many sources that introduce
variations of all kinds, namely disturbances. This can be such as variations in
the quality of the raw materials or the incomming flow rates, inaccurate charging
equipment, sticky vales, or badly tuned control loops. Some of these things are, at
least in principle, easy to handle, others are more difficult or costly to avoid, and
must therefore be treated by other process parts.

It is our experience that the Norwegian process and oil industry has increased
the focus on smooth production in recent years, and therefore puts pressure on
process control. This is because of the increased competition in the process in-
dustry in general (the competitors focus on this), and also because of changes in
the oil production in the North Sea, which lead to more disturbances and “new”
bottle-necks (primal reasons are increased water and gas production and longer
pipes between the wells and the processing units).

In this thesis two basic ideas are elaborated. The first is that high-frequency
disturbances are dampened by the process itself (e.g., by inventories like reactor
volumes, and liquid hold-ups in distillation columns) whereas low-frequency dis-
turbances can be dampened out with effective single-loop feedback controllers.
To handle intermediate frequencies, we look into the design of buffer tanks and
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more sophisticated controllers (like traditional feedforward control and multivari-
able control).

As far as we have found in the literature, even though buffer tanks are intro-
duced for control purposes, control theory has not been applied. Further, feed-
forward control theory is treated by most textbooks on control, but often very
briefly, and even a simple analysis of the effect of model errors is often missing
(exceptions are Balchen (1968), and the work of Scali and co workers (Lewin and
Scali, 1988; Scali et al., 1989)).

Based on our experience from industrial processes, we assume that sinusoidal
disturbances of varying frequency are the most important. The disturbances may
be caused by oscillations in other parts of the process, for example, from aggres-
sive control, valve stiction etc. However, in the simulations we also consider step
disturbances.

The second idea is that within multivariable feedback controllers there may be
controller blocks or elements that are similar to feedforward control. Like tradi-
tional feedforward controllers, such elements may nominally improve the perfor-
mance to a large extent. Unfortunately, feedforward controllers rely heavily on a
model of the process, and this drawback also applies to the feedforward elements
within the multivariable controller.

1.2 Thesis overview

The thesis is composed of six chapters written as independent articles, each with
a separate bibliography, and most of them also have their own appendices. In
the end of the thesis there is a concluding chapter (Chapter 8) and in addition
there are two appendices, A and B, referred to by “Thesis” Appendix A (or B)” to
distinguish from the appendices within each chapter.

Chapters 2 and 3 give rules regarding the design of buffer tanks, especially
regarding tank sizes (the first specializes on pH-neutralization). Also Chapter 4
can be useful for readers with interest in this, since it looks into different control
strategies for serial processes, and one or more buffer tanks are usually placed in
series with other process units. In particular, pH neutralization is included as a
case study.

Chapters 4 - 7 focus on control design. One may say that Chapters 5 and 6 are
theoretical foundations for Chapters 4 and 7.

If the interest is how to handle disturbances, our basic idea is that when neither
the process itself, or a simple feedback control system can handle them, either
buffer tanks (Chapters 2 and 3) or feedforward controllers (Chapter 6) may be
used to handle the resting frequencies.
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In Chapter 2 we provide a simple rule for the size of mixing tanks for pH neu-
tralization processes ensuring that incoming disturbances are dampened such that
the outlet pH is kept within given limits. We assume traditional single-loop feed-
back control, and that the efficiency of the feedback loops are limited by delays
and other high order dynamics. Neutralization processes often have large process
gains, and it is therefore often convenient to use several stages.

In Chapter 3 we extend the mixing tank design from Chaper 2 to the design of
a broader class of buffer tanks. The aim of the buffer tank is disturbance dampen-
ing in the frequency range where neither the process itself nor any feedback loop
dampen the disturbances sufficiently. We consider disturbances in both quality
and flow rates, for which mixing tanks and surge tanks with slow level control are
used, respectively.

Chapter 4 discusses control design for serial processes. As a case study we
consider neutralization in several stages, which we also discuss in Chapter 2. We
use the structure of serial processes to identify different classes of control blocks
of a multivariable controller, and comment, in particular, on feedforward effects
and how to obtain integral action.

The multivariable controller we use in Chapter 4 is a model predictive con-
troller (MPC). In Chapter 5 we assume that no constraints are active, in which
case the MPC can be considered as a linear quadratic controller (LQ), and derive
a state-space formulation of the resulting controller, including the state estimator.
Chapter 5 is mainly a tool for Chapters 4 and 7, but also include a result on how
to choose input biases to gain integral action.

One of the control block classes discussed Chapter 4 is feedforward control,
and in Chapter 6 we discuss feedforward control under model uncertainty. In
accordance with the sensitivity function defined for feedback control, we intro-
duce feedforward sensitivities, and discuss how this can be used to determine the
usefulness of a feedforward controller (or of a feedforward control block).

Chapter 7 verifies some of the results from Chapters 4 and 5 through an ex-
periment. We show that even if simulations indicate that a specific controller gives
integral action, when applied to the actual process, steady-state offset is obtained.

Chapter 8 sums up the conclusions from the thesis, and tries to propose some
directions for further work.

The thesis” Appendixes A and B are “older” published versions of Chapters 4
(only a part) and 3, respectively. They are included since they contain material that
has been removed from the chapters now included (Chapters 4 and 3). Appendix
A contains an example where H, control has been applied (in Chapter 4 model
predictive control (MPC) is used). Appendix B is more focused on the short-cut
method for buffer tank design than Chapter 3, and contains some more details
regarding this.

Preliminary versions or parts of the following chapters have been or will be
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Abstract

In order to be able to use traditional tools when analysing a multivariable controller as MPC,
we develop a state space formulation of the resulting controller for MPC without constraints or
assuming that the constraints are not active. Such a derivation was not found in the literature. The
state space formulation is used in Chapters 4 and 7. The formulation includes the state estimator.

The MPC algorithm used is a receding horizon controller with infinite horizon based on a state
space process model. When no constraints are active, we obtain a state feedback controller, which
is modified to achieve either output tracking, or a combination of input and output tracking.

When the states are not available, they need to be estimated from the measurements. It is often
recommended to achieve integral action in a MPC by estimating input disturbances and include
their effect in the model. We show that to obtain offset free steady state the number of estimated
disturbances must equal the number of measurements. The estimator is included in the controller
equation to obtain the overall controller with the set-points and measurements as inputs, and which
give the manipulated variables.

One use of the state space formulation is to combine it with the process model to obtain a
closed loop model. This can for example be used to check the steady-state solution and see if
integral action is obtained.
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5.1 Introduction

In this paper, we develop a state-space formulation for a MPC without constraints
or assuming that the constraints are not active. This state-space formulation of
the controller enables the use of traditional tools to get insight into how the con-
troller behaves (see Chapters 4 and 7). Maciejowski (2002) (independently) use
a linear formulation for a MPC controller to analyze its controller tuning for a
paper machine headbox. He combines the linear controller formulation with the
process model, and calculates the singular values of the sensitivity function and
the complementary sensitivity function.

The main idea behind MPC is that a model of the process is used to predict
the response of future moves of the control inputs (the inputs that the controller
can manipulate to control the process). This prediction is used to find an optimal
sequence of the control inputs. Optimal means that a certain criterion containing
an output vector and the vector of the control inputs is minimized.

In most MPC implementations the control inputs are assumed to be held con-
stant within a given number of time intervals. At a given time, the first value in the
sequence of control inputs is implemented in the process. The prediction depends
on the current state of the process, and this will also the optimal sequence do. At
the next time step, the state being reached is therefore used in the calculation of a
new optimal control input sequence. This sequence will not necessarily be what
was computed at the previous time step, due to the effects of model errors and
unmodelled disturbances. So, at each time step we only implement the first step
in the control input sequence, and discard the rest.

Normally we include constraints in the optimization problem. These are con-
straints that naturally occur in a process, like the range of control valves and pump
speeds (on control inputs), and safety-related constraints on the outputs. One may
also restrict the rate of change of the control inputs.

For a review of industrial MPCs we refer to (Qin and Badgwell, 1996; Badg-
well and Qin, 2002).

In this chapter, we consider the MPC formulation proposed by Muske and
Rawlings (1993). This MPC is based on a state-space model. Our assumption is
that no constraints are active, and this also covers the case when the same con-
straints are active all the time and the degree of freedom is reduced. Bemporad
et al. (2002) (first appeared in (Bemporad et al., 1999)) have shown that the con-
troller also for the case with dynamic constraints is piecewise linear.

Since the models are not perfect, and there always are unmodelled distur-
bances, the MPC needs some correction from measurements. The most common
approach is to estimate some output bias in the measurements, and correct for
this bias. However, for integrating processes or processes with long time con-
stants, this method has proved unsatisfactory (Muske and Rawlings, 1993; Lee
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et al., 1994; Lundstrom et al., 1995). We therefore estimate input disturbances,
which is straight forward using a state-space representation of MPC.

As known, MPC without constraints is a special case of optimal control, and
in Sections 5.2, 5.3 and 5.4 we will demonstrate how the control input can be
expressed by the current state and the previous control input. The first of these
sections, Section 5.2, covers the simple case when the reference for the output
vector is zero, while Section 5.3 handles non-zero references. When the number
of control inputs exceeds the number of outputs, the extra degree of freedom may
also be used to give references to the control inputs (Section 5.4). Since the full
state vector normally is not measured, we include a state estimator, which also
estimates input disturbances, in Section 5.5. The total controller formulation, i.e.,
the control inputs, given by the measurements, is given in Section 5.6. In Sec-
tion 5.7 we find the number of estimated disturbances needed to obtain effective
integral action. We develop the closed loop model of the system in Section 5.8.

5.2 Derivation of equivalent controller from reced-
ing horizon controller without active constraints

Muske and Rawlings (1993) present a model predictive control algorithm based
on the following state-space model:

Th+1 = Az, + Buy, + Eydy, k=0,1,2,... (5.1)
yr = Cy, (5.2)

Here z; is the state vector, u; the control input vector, d; the vector of (unmea-
sured) disturbances and y;. the output vector, all at time k. The model is assumed
to be time invariantso A, B, C and E, are constant matrices. The optimal control
input minimizes the following infinite horizon criterion:

o0
nsjivn Z (ks QUi + gy Rupys + Augy ;S Ay ;) (5:3)
k j:O
Here ul = [ we wps1 ... Uksn—1 }T is a vector of N future moves of the

control input, of which only the first is actually implemented. The control input,
w4, IS assumed zero for all 5 > N. In the criterion it is assumed that the refer-
ence for y is zero. We assume that the process is stable, and Muske and Rawlings
(1993) show how this formulation can be transformed into the following finite
optimization problem:

min & = (ukN)T Huy +2 (ufcv)T (Gxy, — Fug_1) (5.4)

Up
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where H, G and F are time independent matrices expressed by the model ma-
trices, A, B and C, and the weight matrices, @, R and S. Since d;, is unknown
in the future, the term E,d, from (5.1) is omitted in the derivation of (5.4). For
normal use of this MPC algorithm, the control input is found by optimizing (5.4)
subject to given constraints on the outputs, the control inputs and changes in the
control inputs. Assuming no active constraints, however, the optimum of (5.4) can
be found by setting the gradient equal to zero (Halvorsen, 1998):

VO (uy) = 2Huy +2(Gap — Fug_1) =0 (5.5)

which implies
uy = —H 'Gxy+ H ' Fuy_, (5.6)

Only the first vector uy, from u2 is applied:
up = Ky, + Kyug_1 (5.7)

where K and K, consist of the first » rows in —H~'G and H~'F, respectively,
and r is the number of control inputs.

Since H, G and F are constant, also K and K, are constant matrices. The
first term can therefore be recognized as state feedback. The second term comes
from the weight on the change in control input from the original criterion. The
matrix F' only contains S and zeros, so when no weight is put on the change in
the control input, S is zero, and K, = 0.

5.3 The steady-state solution

Here, we consider tracking of outputs. If the output reference vector, vy,, is
nonzero, (5.7) must be shifted to the steady-state values for the states and the
control inputs:

up = K (2, — z5) + Ky (up-1 — us) + us (5.8)
or

ug and x, can be found from the steady-state solver:

min ¥ = (u, — u,)" R (us — uy) (5.10)

[zs,us]

I-A -Bl[z,|_[Ed
et L] o1

subject to
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Umin S (] S Umax (512)

where y, and u, are the references for the output and the control input, respec-
tively. Again, we assume that the limitations are never active, and that we have no
extra freedom for the control inputs (number of control inputs equals number of
outputs), in which case the problem reduces to solving the equation set (5.11).

Assuming square systems (i.e., equal number of control inputs and references),
no poles in the origin (which makes (I — A) invertible) and that C (I — A) ' B'is
invertible (it is at least quadratic from the first assumption), we get the following
solution:

where
| G- BCU-4T"B)" (514
i (C(I-A4)"B)
I e O IR L e
_ —(CUI-A4)7"'B)'C(U-A)"E,

Since we have no knowledge of future disturbances, we assume that it will keep
its current value, that is d;, = di. We note that y, = C'x, = y, as desired, and that
if we assume that the disturbance enters via the control inputs, i.e., F; = B, the
expression for I'; simplifies to

i.e.,, us = —dgand z, = 0.
Now (5.9) can be expressed with y,. and dy:

Up = KiCk + Kuuk_1 + Kyy,,- + Kddk (516)
where K and K, are defined in Section 5.2 and

K,=—[K K,-1]r, (5.17)
Ki=-[K K,-1]ry (5.18)

5.4 Generalization with tracking of inputs

In this section, we generalize the steady-state solution to include tracking of both
inputs and outputs. The total number of references that it is possible to track is
limited by the number of (independent) control inputs.



5.4 Generalization with tracking of inputs 111

We collect the inputs that we want to give a reference into the vector v, and
likewise the outputs we want to give a reference into y;. The rest of the inputs
and outputs are assembled into u, and -, respectively. The model may now be
formulated as

Tpy1 = Axg + Biug, + Boug, + Eydy
Yk, = Crog (5.19)
Yk, = Coxy,
where we have distributed the columns of B into the two matrices B; and B,
corresponding to the division of u, and the rows of C' is divided into C; and C

corresponding to the division of y,. At steady state y,, = y,, and uy, = u,,. Now
x5 and ug can be expressed by y,.,, u,,, and dj (= d):

T
[ 22 :| - Upy = Fyrym + Fur Uy + Fddk (520)
U,52

(I-A) "B (Ci(I-A)"'By)
r, = 0 (5.21)
i (Cy(I—A)7"By)™

[ (- A" (I — B, (CiI-A) By oy (- A)_l) B,
r, = I (5.22)
I —(CL(I—=A)"'By) " (I-A)"' B

[ (I—-A)" (I — By (C,(I—A) ' By) oy (I - A)_l) By
Ty = 0 (5.23)
—(CL(I—A)'B,)) "Ci(I—A) B,

1

provided that (I — A) and C; (I — A)™" B, are invertible. For u;, we obtain

up = Krg + Kyug—1 + Ky, yr, + Ky, ur, + Kady (5.24)
where
K,=-1K K,-1]r,, (5.25)
K,=-]K K,-1]T, (5.26)
Ki=—-[ K K,—-1]ly (5.27)

Introduction of r = [ 32w’ | and K, = [ K,, K,, ] yields

1

U = K.Z‘k + Kuuk_1 + KTT' -+ Kddk (528)
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5.5 State and disturbance estimator

To calculate u;, from (5.16) or (5.28) one must know the state, z, and if it is not
measured, it must be estimated from the measurements. The same applies also to
the disturbance vector d;. If we assume that neither the states nor the disturbances
are measured, we extend the state variable with the disturbance vector

P = [ 2’; ] (5.29)

As basis for a state estimator the following model based on (5.1) and (5.2) is
introduced:

.’f?k+1 = A.’f’k + Buk + wy (530)

where wy and vy, are zero-mean, uncorrelated, normally distributed white stochas-
tic noise with covariance matrices of @), and R, respectively, and

~ | A Ey ~ | B % m
A_[O 7 ] B_[O}, c=[C™ 0]
yg' 1s the measured output vector, not necessarily the same as the output vector
that shall track a reference, and C™ is the corresponding matrix in the estimator
model, mapping from the states to the measured output vector. We have modelled
the disturbance as constant except for the noise.

The augmented state estimator is then formulated as

Zry1 = A%y + Buy (5.32)
where L is the estimator gain matrix, for example the Kalman filter gain. Thi
is called the a priori estimate (since it is prior to the measurement), and z,, the a

posteriori estimate (after the measurement is available). For a Kalman filter, L is
given by the solution of a Ricatti equation:

~ - ~ ~ -1 . ~
P=2A [P — PCT (CPCT n R,,) CP} AT 4 Q. (5.34)

L=PCT (éPéT + RU> B (5.35)

We want to express the estimator in a single expression, and this can be done in
two ways, depending on which of the two estimates one prefers to use. Alternative
1: A posteriori estimate, Z:

Frin = (I - LC*) Ay + (1 - Lé) Buy, + Ly, (5.36)
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Alternative 2: A priori estimate, 7 1:
Fon = A (I _ Lé) % + Buy, + ALy™ (5.37)

Remark 1 Muske and Rawlings (1993) refer to Astrom (1970) who used a priori
estimate (Alternative 2), (noting that their L corresponds to our AL). However,
according to (Rawlings, 1999) they actually used Alternative 1 (a posteriori) in
their work. Normally the control input is implemented directly after a new mea-
surement has been sampled, in which case the a posteriori estimate is preferred
since it utilizes this new measurement. Thus, in this paper we will use Alternative
1, the a posteriori estimate.

5.6 State-space representation of the overall control-
ler

In this section, we will form the overall controller, containing the state feedback,
the steady-state solution and the estimator on state-space form.
With the extended state vector z;, from (5.29) and

K = [K, K] (5.38)
the controller equations (5.16) and (5.28) can both be expressed by
up = Kip + Kyup_1 + K,r (5.39)

For (5.16) (without input resetting) » = y, and K, = K,. Since Z; generally
is not available, we use the estimate z,. Combination of the controller equation
(5.39) with the estimator difference equation (5.36) yields

Frour = ATy + (1 _ Lé) BKup 1 + (1 _ Lé) BEK,r+ Ly,  (5.40)
up = Kiy, + Kyup_1 + Ko7 (5.41)

where A = (I — LC‘) (fl + BK). This is not an ordinary discrete state-space

formulation. First, y;.1 and §k do not have the same index on the rigAht side of
(5.40). To overcome this we introduce the artificial state variable z, = &, — Ly

2osr = Az + ALy + (1 - Lé) BKyup 1 + (1 . Lé) BK,r  (5.42)
up = Kz, + f{Ly,T + Kyup—1 + K,r (5.43)
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Next, the term u,_; is a problem. We first assume that in the optimization
criterion (5.3) S = 0. Then K,, = 0, and we get an ordinary discrete state-space
system with z;, as the states, y;* as the input and u, as the output. The reference,
r, can be seen as a "disturbance” to the controller. We may express the controller
as

Zk+1 = AKZk + BKy]rcn + EKT

U = CKZk + DKy,’c” + FKT‘ (544)

where Ay = A, By = AL, Cx = K, Dx = KL, Ex = (I— LC’) BK, and
FK = Kr-

For S # 0 we have not yet obtained the controller on ordinary state-space
form. We first express the controller as

Rk+1 — Akzk + BKy,T + EKT‘ + GKuk_l

5.45
up = Cgap+ Dgyp* + Fxr + Hgug (549

where in addition to the definitions above Gx = (I - LC‘) BK,and Hyx = K,,.
We repeat u,, shifted one time step,

k1 = Apzp + Bryp' + Exr + Grug
Uk+1 = CKZk+1 + DKy,’c"H + FKT =+ HKuk (546)
up = Ckzp+ Dryl + Fxr + Hrug_q

insert for 2z, in the expression for u, 1 and re-arrange:

Upr1 = Hgup +CrxGrug—1 + CrAkz
+ C’KBKy,T + DKy,Z"H + CKEKT' + FK’I' (5 47)
up = Hgug—1+ Ckzr + Dryp* + Frr '
Zk41 = Grug_1+ Agz, + BKy,T + Egr
We now introduce the state vector
Uk
ZA’k = Uk—1 (548)
2k
and obtain
ék—l—l = 0 HK CK 2]‘; -+ DK y;cn
0 GK AK BK
= 4
Dg CxFEx + Fi (5.49)
+ |0 |yn+ Fx r
| 0 Ex
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Again, we have y;" , in the expression for Z;_,, and introduce

Dg
0
which yields
[ Hxy CxGr CrAg Hy Dy + CgBg
Zrt1 = 0 Hg Cxk | Z+ Dy Yr'
| 0 GK AK BK
S OB + Fr (5.51)
=+ FK T
- EK

For u;, we obtain
ug=[1 0 0]2,=[1 0 0]z + Dxyy (5.52)

which yields the following expression for the total controller:

Zh1 = J%Kék + I?Ky;’c" + Exr

- 5.53
up = Ckzp + Dgyp' (5:53)
where

5 Hix CrGg CkAg 5 HigDg + Cx Bk

Ag = 0 Hyg Ck ; Bx = Dk

] ) [ CxEx + Fx

Ck=[1 0 0]; Dx=Dg; Ex= Fy

Ex

In summary, we have shown that with no active constraints, the MPC con-
troller with augmented state estimator can be expressed on discrete state-space
form.

If we instead use the a priori estimate (Alternative 2), we get a different con-
troller with other poles.

5.7 On the number of estimated disturbances

In this section, we will discuss the number of estimated disturbances (the dimen-
sion of dy,) necessary to avoid steady-state offset. According to Muske and Rawl-
ings (1993), the number of elements in d, can not exceed the number of measure-
ments if observability of the estimator shall be achieved. But what is the smallest
number required?
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We first have to specify clearer what "no steady-state offset” means. If the
process is perturbed by measurement noise and disturbances that change their
value from time step to time step, the control will never be offset free, and no
steady state will be obtained. Thus, we will consider the response when the noise,
the model error and the disturbances are constant. (Alternatively, one may model
noise, model error and disturbances as stochastic processes and consider a large
number of experiments.)

Using as before the a posteriori estimate, the estimate of the measurement is

Ui = C™Ty, (5.54)

In order to obtain a offset free steady state, the estimator must provide a correct
state estimate for the MPC despite model errors, constant measurement errors
or noise and a constant input disturbance at steady state. More precisely, the
prediction of the measured output must equal the actual one:

U =y (5.55)

We let index s to denote steady state.
We want to see what this condition means for our MPC and estimator, and first
we extract the expression for x_; from the estimator equation (5.36):

Trsr = (I — LC™) ATy, + (I — LyC™) Bug + (I — LyC™) Egdy, + Loy,
(5.56)
where L, is the upper part of L, corresponding to the dimension of z. At steady
state
Tpt1 =T =T, (5.57)

which yields
(I=(I—=L,C™ A%, = (I — LyC™) Buy+(I — LyC™) Egdy+ Loy™ (5.58)

To find u, we cannot use (5.13) or (5.20) since these include the actual state and
disturbance vectors and not their estimates. Instead we apply (5.39) which yields
for the steady-state control input

us = (I + K,) " K& + (I + K,) 7 Kady + (I + K,) ' Kor - (559)
We insert this into (5.58) and obtain

(I-(I-L,C™(A+B(I+K,) "'K))Z, =
(I - L,C™ (B(I+K,) " Ks+Es)d, (5.60)
+(I—=L,C™)B(I+ K,) " K, 4 Loy™
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To simplify the notation we introduce the matrices

M, = (I - M,(A+ M;K)) ™" (5.61)
My = (I — L,C™) (5.62)
Ms=B(I+K,)™" (5.63)

and obtain for the a posteriori state estimate
5','\5 = M1M2M3K7-7' + M1M2 (Mng =+ Ed) 6?5 + Mley;n (564)
Thus (5.54) and (5.55) yields

Y™ = C"F, = C™ My MyM3K,r + C™ M, My (M3Ky + Eg) dy + C™ M, Ly
(5.65)
which leads to the following matrix equation

C™ My MyMs K1+ C™ My My (M3 Ky + Eg) dy + (C™MiLy — I) y™ = 0
(5.66)
In (5.66) the number of scalar equations equals the number of measurements
(the number of rows in C™). The only free variables are the elements of d,. To
obtain an offset free steady-state solution of the control problem there must exist
a solution of (5.66), which implies that the number of elements in d, must be
equal or greater than the number of measurements (independent of the size of the
reference, r, and the number of control inputs, u). Thus, since the number of
estimated disturbances cannot exceed the number of measurements (see above),
we may conclude that:

If offset free steady state shall be obtained, the number of estimated
disturbances must be equal to the number of measurements.

This was, independently, also found by Muske and Badwell (2002), except that
they do not distinguish between outputs to be controlled by the MPC and the
measurements. Such a distinction proves to be useful in Chapter 7, where an
experimental illustration is given.

Remark 2 In the general case (5.66) cannot be used to determine c?s given r and
yo*. It will often be many d; that fulfills (5.66), and the value of d; will depend on
the disturbance, measurement or model error that is present.

Example 5.1 For the neutralization example in Chapter 4 we use three measure-
ments, and thus estimation of three disturbances is required. For the original™
MPC we only estimate two input disturbances, and the result is insufficient inte-
gral action, as expected. The modified MPC with three disturbance estimates gets
full integral action.
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5.8 Closed loop model

The combination of the process model with the controller yields the closed loop
model of the system. The process is expressed by the discrete model (5.1) and
(5.2) which we repeat for the actual process, marked with a prime:

Tp = A'wg + Bup + Eidy k=0,1,2,. .. (5.67)
ye = C'zy, (5.68)

The vector of measurements, y™, is expressed by
Y™ = C"™xy + my, (5.69)

where C'™ is the matrix mapping from the states to the measured output vector
and my, is the measurement error. The controller is expressed by (5.44) or (5.39).
uy, and y™ are then eliminated from the equations by combining the controller with
(5.67), (5.68) and (5.69). We then get the following closed loop model (where we
have omitted the tilde in the controller matrices from (5.39)):

xk—f—l = (A, + BIDKCm) T + BICKZk + B'DKmk + BIFK’I" —|— E&dk (570)
zp41 = BxkC"™xy + Ak zp + Bxmy, + Exr (5.71)
yp = C'my (5.72)

We combine the process states, x, and the controller states, z;, into
yr = [ 7 20 ]" and obtain the following model

’(/)]H_l == ka + Ar + Adk + ka (573)
Yk = Wy, (5.74)
where
_ [ A+ B'DxC'"™ B'Ck
Q= _ By O™ Ay ] (5.75)
_ [ B'Fk
A= o } (5.76)
A=| Ea } (5.77)
| 0
_ [ B'Dxg
I'= By } (5.78)

v=[C 0] (5.79)



5.8 Closed loop model 119

One possible use of the closed loop model is to study the steady state of input
steps. Introducing the time-shift operator z = ¢”* where 7 is the time step, gives

y(2) =V (2l — Q) " Ar (2) + U (2] —Q) T Ad(2) + ¥ (21 — Q) Tm (2)
(5.80)
The z-transform of a unit step is z/ (z — 1). We apply a unit step on one of the
inputs at a time. This may be formulated as

m (5.81)

where p, § and . are vectors with zeros except one element equal 1. From see e.g.,
(Phillips and Harbor, 1991, p. 452), we have

Jim ye = lim (z = 1)y (2) (5.82)
and thus

lim y, = limz [¥ (2] — Q) AP+ U (2] —Q) AT+ (2] Q) Ty

k—o00 z2—1

= U(I-) " Ap+ V(T -Q) ' AS+T(T-Q) ' T (5.83)

Thus the matrices ¥ (1 — Q)" A, ¥ (I — Q)" Aand ¥ (I — Q)" T reveal the
steady-state effect of a unit step in each of the inputs on each of the outputs. For
example, element (2, 3) in matrix ¥ (I — Q)" A gives the steady-state effect of a
unit step in disturbance no.3 on output no. 2 (when the controller is applied).

Example 5.2 For the neutralization example in Chapter 4 we get for the origi-
nal”” MPC with estimation of disturbances into first tank only (resulting in insuffi-
cient integral action):

7-107% 2-107% —8-107°
VI-Q) "A=T+]|4-10"% 1-107% —5-107° (5.84)
6-10% 2-10% —8-10°°

[ 81077 1
VI-Q) "A=]1-10° (5.85)
[ 1-10* J
-2.1072 2-1072 —1-107*
(I-Q)'I'=-T+ -0.3 03 —2-107° (5.86)
1 -1 81073

We see that we get significant deviations from set point when measurement errors
are present. For example, a measurement error of 1 in measurement no.1 gives a
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deviation from set-point of 1 in output 3 (element (3, 1) in the matrix in (5.86)).
With disturbances in all outputs (and full integral action), we obtain

[—1-10*6 —-9-10°¢ 3-10*5]

T(I-Q) '"A=T+| -5-107 —4-10° 1.-107° (5.87)
[ -9-10% —8-10°7 3-10°¢ J
5-107°
VI-Q) "Ax| 8-1077 (5.88)
-2-107*
4-107% 8.1071 —6-10712
V(I-Q) '~ -T+| -2-107 8-107% —6-1071° (5.89)

-3-10° 1-10° -8-10°8

and there are no significant steady-state errors.

5.9 Conclusions

In this paper, we have developed a state-space formulation for a MPC (for stable
processes) without constraints or assuming that the constraints are not active. This
state-space formulation of the controller makes it possible to use traditional tools
to get insight into how the controller behave (see Chapters 4 and 7). The controller
can be extended with tracking of inputs, and also include the state estimator nec-
essary if not all the states are measured. To obtain offset-free tracking, estimates
of the input disturbances are included in the estimator and in the calculation of
steady state. We show that the length of this estimated disturbance vector must
equal the number of measurements available to the estimator.

Finally, a closed loop state-space formulation is derived, assuming a state-
space formulation of the process model.
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Chapter 8

Conclusions and directions for
future work

8.1 Conclusions

8.1.1 Buffer tank design

The first part of this thesis treats the design of buffer tanks for control purposes.
The basic idea is that the buffer tank shall handle disturbances in the frequency
range where neither the (original) process nor the basic feedback control system
dampens them sufficiently. Chapter 2 addresses control-related design for neu-
tralization plants. One or several mixing tanks are usually installed to smoothen
disturbances that cannot be handled by the control system. Control theory has
been applied to determine the required number of mixing tanks and their volumes,
assuming strong acids and bases. Skogestad (1996) derived a minimum required

total volume, V; = qn@y/kj/n — 1, where g is the flow rate, n is the number of
tanks, 6 is the delay in each tank and &, is the scaled disturbance gain. With PI
or PID control in each tank, we compute numerically the required volume for dif-
ferent tunings, and based on this we recommend a total volume of V;,; = 2V4.
We recommend identical tank sizes (in contrast to Shinskey (1973) and McMillan
(1984)).

Chapter 3 extends the ideas from Chapter 2 to buffer tanks for all kind of
processes. We first find the required buffer tank transfer function such that (with
scaled variables) the gain from the disturbance to the output (including the pro-
cess, the feedback loop, and the buffer tank) is less than 1. We realize this transfer
function with either one or several mixing tanks (for quality disturbances) or a
surge tank with “slow” level control (for flow-rate disturbances).

The work is based on (Skogestad, 1994). In the present work more *“accurate”
numerical and graphical methods have been included, and we have distinguished
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between the case when the feedback loop of the original plant is given (such that
the sensitivity function, S, is known), and the case when it is not. Aspects re-
garding the buffer tank placement (before or after the process) are discussed. A
literature survey and several process examples are included.

8.1.2 Feedforward control under the presence of uncertainty

In Chapter 6 feedforward control under the presence of model uncertainty is dis-
cussed, and we define the feedforward sensitivity functions, S and Sg, for the
disturbance and the reference, respectively. For “ideal” feedforward controllers,
we find that Sg is equal to the relative error in G/Gq, and S, is equal to the
relative error in G (except for the signs). A simple frequency domain analysis of
|S| and | Sk | shows for which frequencies feedforward control has a dampening
effect when some common model errors are present ( in gain, delay, dominant
time constant, or a common combination of gain and time constant). The effect of
more complex uncertainties is also discussed.

Feedforward is needed when the bandwidth, w g, of the feedback controller is
below the frequency w, for which |G| becomes less than one (with appropriate
scaling). We must require |Sg (jw)| < 1 in the frequency region between wg and
wq, Or if it is known, for all frequencies where the magnitude of the closed loop
disturbance response, |S (jw) G4 (jw)|, is above 1.

To make the feedforward controller more robust, two methods have been pro-
posed: 1) Adding a low-pass filter to the nominal design and 2) p-optimal feed-
forward controller design.

8.1.3 Multivariable control under the presence of uncertainty

Serial processes are very common in the process industry, and in Chapter 4 we
use this class of processes to illustrate that a multivariable controller may actually
use the two basic principles of “feedforward” action (based mainly on the model),
and feedback correction (based mainly on measurements) simultaneously. The
feedforward action may improve the performance significantly, but is sensitive
to uncertainty, in particular at low frequencies. Therefore it is important to in-
clude efficient feedback control by using measurements late in the process, and to
include integral action if offset-free steady-state is important.

In Chapter 4 we see that testing the process on a too idealistic process model
may give the impression that the control is better than it actually is. This is con-
firmed by the experiments reported in Chapter 7 (Model predictive control, MPC,
is used for temperature control of a process with two tanks in series). Simula-
tions may indicate that integral action is present and that disturbances are handled
well, but unmodelled phenomena may give a poor result in the actual plant, also at
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steady state. It should be verified that integral action (feedback) is actually present
and not an apparent effect of “ideal feedforward control”.

Estimates of input disturbances have been described in the literature as ef-
ficient for a quick response back to the desired steady state. The experiments
confirm this provided that it is correctly done. Care must be taken when choosing
which input disturbance estimates to include. It is not enough to estimate a distur-
bance or bias in the control input(s), even if the control input(s) are sufficient to
control the process. The number of disturbance estimates must equal the number
of measurements (as found theoretically in Chapter 5).

When designing the controller, one must also consider which of the outputs
that are really important. If the number of inputs exceed the number of (important)
outputs, one may either give set-points to other (less important) outputs, or one
may let the controller bring some of the inputs back to ideal resting positions
(Chapter 4).

As a tool to understand the model predictive controller (MPC), in Chapter 5
we derive a (linear, discrete) state-space realization of a MPC controller (Muske
and Rawlings, 1993) under the assumption that it is operated with no active con-
straints. A generalization to tracking of both inputs and outputs is derived. The
final controller expression also includes a state estimator that is extended with in-
put disturbance states. We have not found such a derivation of a MPC controller
on state-space form elsewhere.

A direct result is that to obtain integral action with input bias estimation, it
is required to include the same number of input biases as measurements. Com-
bined with the process model (also on state-space form), the closed loop model is
determined, and this can, for example, be used to check the steady-state solution.

The state-space MPC formulation has been applied (in Chapters 4 and 7) to
obtain the frequency dependent gain for each controller channel and the magni-
tude of each of the elements in the sensitivity function matrix. The frequency
dependent gain in each channel may give insight into how the controller utilizes
each measurement and the magnitude of the control actions for each input. The
steady-state behaviour can be seen from the low-frequency gains. But, often more
than one channel in a row have high gain at low frequencies, and then it is difficult
to interpret the result. It is then better to consider the elements of the sensitivity
function matrix. An offset-free, steady-state control for a specific output requires
that all the elements in the corresponding row have low gain at low frequencies.
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8.2 Directions for further work

8.2.1 Serial processes: Selection of manipulated inputs and mea-
surements

A general question related to control structure design is the choice of manipulated
inputs and measurements. In Section 4.4 we study a serial process with three
units, and with one candidate measurement (pH) and one candidate manipulated
input (addition of a reactant) in each unit. To save installation and operational
costs, one may omit one or more of the instruments or actuators. From Table 8.1
we see there are 49 possible combinations. Often one would like to monitor the
final output, in which case the number of possible combinations is 28.

Table 8.1: Possible combinations of inputs and measurements for the example in Section

4.4. The last column is for the case with a measurement in the last unit.
Inputs Measurements | No of combinations | No of combinations

pH in last tank used
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In general, if one may choose from 1 to M inputs and from 1 to L possible
measurements, the number of combinations is given by (Nett, 1989):

> (1)) o

In the example M = L = 3.
To illustrate the problem, we will here compare two realistic combinations
from the example:

(1) pH measurement and reactant addition in tanks 1 and 3.

(2) pH measurement and reactant addition in tanks 2 and 3.
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In both cases we keep the measurement and reactant addition in the last tank,
since normally we want to measure the product quality, and the late reactant addi-
tion minimizes the delay in the last control loop. When we omit reactant addition
to a tank, the steady-state pH will be the same as the inflow pH. From the simula-
tions in Figure 8.1 we see that the resulting pH-response in the last tank is similar
to the full instrumentation case (compare with Figure 4.7(a)). We see that the
small deviation in the pH of last tank has a shorter duration for case 1 (with no
instrumentation in tank 2). In case 2 (Figure 8.1(b)) the control inputs have not
reached their steady state after 250 s (u5 reaches —0.34).

The simulations indicate that with a multivariable controller one may omit the
instrumentation in one of the three tanks.

10 ' ‘--‘-..\i ' ' ' 1 (0] ' ' ' lenu’inkl
' H Hin tank 1 N e T LTI E
S S -2}
0 -3
4 pHin lan’k 2 4 pH in tank 2
] S ) S
8 pHin tank 3 8t lente:nka
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1 1
Control input: Control inputs u, scaled
0 0
-1 : : : : -1 : : : :
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time [s] time [s]
(d) Instrumentation is removed from (b) Instrumentation is removed from
tank 2. pH set-point in tanks 1 and 2 tank 1. At steady state the pH in tank 1
are both set to 2.4. is equal to the influent pH. pH set-point
is 2.5 in tank 2.

Figure 8.1: pH measurement in and reactant addition to two tanks only. @ = I (not
Q@ = diag(100, 1,1) as with full instrumentation)

Even if the final results for the two cases are similar, one may point out some
important distinctions: In case 1, the total control loop includes all three tanks,
whereas in case 2, only the two last tanks are included. In case 1, therefore the
feedback loop from the last tank to the first is slower, but on the other hand, the
“feedforward” controller element can be made close to “ideal”, in contrast to case
2 (because of the delays).

A further analysis of the differences between different control configurations
would be useful, both as a basis for recommendations to process designers, but
also to get a deeper understanding of the process and the controller.
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8.2.2 MIMO feedforward controllers under the presence of un-
certainty

MPC vendors often offer feedforward control from measured disturbances (e.g.,
Honeywell (1999) and ABB (2003)), and therefore the study of multivariable
feedforward controllers (from multiple measurements to multiple control inputs)
has become more interesting. The theory of Chapter 6 covers multiple-input,
multiple-output (MIMO) feedforward controllers, but the application of the theory
to MIMO examples is still remaining.

8.2.3 Effect of model uncertainty on the performance of multi-
variable controllers

In this thesis we have studied some aspects of multivariable control under the
presence of uncertainty. The basic idea is that a multivariable controller consists
of both “feedforward” and feedback control elements, and these two types of ele-
ments respond differently to model error. We believe that a closer look into some
of the following thoughts might be useful

e ldentify elements or blocks of a multivariable controller that may degrade
the performance, and redesign the controller to avoid this. In principle, it
should be possible to identify such elements from the process model. One
way to change (or remove) a controller element is to change the correspond-
ing part of the model, for example, by removing the relationship in the
model between the control input and the output.

One method to investigate, is to consider feedforward elements (3, j) (either
manually or automatically detected) and compute \Sﬁt i ( jw)| for expected
model errors to determine the frequency range for which the controller el-
ement is effective. If there are any feedback element (e.g., (i, k£)) that also
controls output ¢, one may compute |S;  (jw)| to see if this control element
remove errors introduced by the feedforward branch. If the frequency range
for which the feedforward element is effective is not overlapping with the
range where it is needed, it is better to leave this controller element out. A
simple example using this method has been presented (Faanes and Skoges-
tad, 2003).

e Automatically detect feedforward control elements. Sometimes this is not
an easy thing to do manually. One possible automatic method is (from the
process model) to determine which outputs depend on which inputs when
all the loops are closed. A control element from measurement y; to manipu-
lated variable u; is feedforward control if 1) y; is (closed loop) independent
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of u,;, 2) there is another output y, which depends on u;, and 3) there is
another input that both y; and y,. depend on. An output is (closed loop) de-
pendent of an input if a change in the input leads to a change in the output
(when all the loops are closed).

Due to other feedback loops or weak dependencies in the process, a con-
trol element may fail to fulfil the criteria for a feedforward controller, even
though it has many similarities with feedforward control. This is seen in the
case study in Chapter 4. For such cases it may be better to find an appropri-
ate definition for the “degree of feedforward action” for a (total) controller
or its control elements. This may for example be a number between 0 and 1
where 1 corresponds to pure feedforward control and O corresponds to pure
feedback control.

8.2.4 MPC with integral action

There are many ways of obtaining integral action with mode predictive controllers
(MPC). Output bias estimation is the most popular. Another is input disturbance
or bias estimation (which we have used). Alternatively, integration may be intro-
duced in the process model itself (for example by integrating the control input)
with the disadvantage that the MPC optimization problem has grown, and also
that the “new process” includes poles at the imaginary axis. For example, this
means that the state-space formulation we derived in Chapter 5 must be modified
since it only applies to stable processes.

We believe that a comparison of the different methods would be useful. The
recent paper by Muske and Badwell (2002) is a good starting point. It is also
interesting to consider the methods proposed for integral action for linear qudratic
(LQ) controllers, since a criterion for obtaining offset-free steady state is that none
of the constraints are active (Muske and Badwell, 2002).
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In this paper we aim at obtaining insight into how a multivariable feedback controller works,
with special attention to serial processes.
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A.1l Example: pH neutralization

Neutralization of strong acids or bases is often performed in several steps. The
reason for this is mainly that the pH control in one tank cannot be quick enough to
compensate for disturbances (Skogestad, 1996). In (McMillan, 1984), an analogy
from golf is used: the difficulty of controlling the pH in one tank is compared
to getting a hole in one. Using several tanks, and smaller valves for addition of
reagent for each tank, is compared to the easier task of reaching the hole with a
series of shorter and shorter strokes.

In this example, control structures for neutralization of a strong acid by use
of three tanks in series are discussed. The aim of the control is to keep the outlet
pH from last tank constant despite changes in inlet pH or flow. This is obviously
a serial process, since the flow goes from one tank to another. For each tank, the
pH can be measured, and the reagent can also be added to each tank. Referring to
Figure 4.1, the three units (i-1, i and i+1) correspond to the three tanks (1, 2 and
3).

To study this process we model each tank as described in (Skogestad, 1996).
In each tank we model the excess H* concentrations, that is ¢ = cy+ — con-.
This gives bilinear models, which are further linearized around a stationary work-
ing point so that methods from linear control theory can be used. We get two
states in each process unit (tank), namely the concentration, ¢, and the level. The
disturbances enter tank 1 only. We here assume that there is a delay of 5 seconds
for the effect of a change in inlet acid or base flow or inlet concentration to reach
the outflow of the tank, e.g. due to incomplete mixing, and a further delay of 5
seconds until the change can be measured. In the linear state space model these
transportation delays are modelled by Padé-approximations of 4th order. There is
assumed no further delay in the pipes between the tanks. We assume that the lev-
els are controlled by the outflows using a P controller such that the time constant
for the level is about 1/10 the time constants for the concentrations.

The volumes of the tanks were chosen to 13.6m?, the smallest possible vol-
umes according to the discussion in (Skogestad, 1996). The acid inflow (distur-
bance) has pH = —1. The pH of the final product in tank 3 should be pH = 741,
and we selected the set-points in tank 1 as 1.65 and in tank 2 as 3.8. The concentra-
tions are scaled so that a variation of &1 pH around these set-points corresponds
to a scaled value of 1. The control inputs and the disturbances are also scaled ap-
propriately. The linear model was used for multivariable controller design, while
the simulations are performed on the nonlinear model.

A conventional way of controlling this process is to use local control of the
pH in each tank using PID-controllers. Figure A.1 shows the response of pH in
each tank when the acid concentration in the inflow is decreased from 10mol/I to
5mol/l. As expected from (Skogestad, 1996), this control system is barely able
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Figure A.1: With only local control, PID controllers must be agressively tuned to keep
the pH in the last tank within 7 + 1. (Disturbance in inlet concentration occurs at t = 10.)

to give acceptable control. However, the nominal response can be significantly
improved with multivariable control.

28 N

0 50 100 150 200 250
time [s]

Figure A.2: A large improvement in nominal performance is possible with multivariable
control. (Disturbance in inlet concentration occurs at ¢ = 10)

Figure A.2 shows the response with a 3 x 3 multivariable 4, controller de-
signed with performance weights on the outputs and on the control inputs in all
tanks, and with composition into tank 1 as a disturbance. The main reason for the
large improvement is the feedforward effect discussed in section 4.3.

The gain of the elements in the multivariable controller as a function of fre-
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Figure A.3: Gain of the control elements of the original 3 x 3 7, controller. (Local PID
controllers are dashed.)

quency are shown in Figure A.3. The diagonal control elements are the local
controllers in each tank, whereas the elements below the diagonal represent the
“feedforward” elements. From such plots we get an idea of how the multivariable
controller works. For example, we see that the control input to tank 1 (row 1)
is primarily determined by local feedback, while in tank 2 it seems that “feedfor-
ward” from tank 1 is most decisive for the control input. In tank 3 the control
actions are smaller. This is also seen from the simulation in Figure A.2 (the solid
line in the plot of ).

We observe that none of the control elements have any integrators, even though
the simulation in Figure A.2 show no steady-state offset. However, if some model
error is introduced (20% reduced gain in tank 2 and 3), we do get a steady-state
offset. Figure A.4 shows the start of the response, it finally ends up slightly above
pH = 8. Local PID controllers give no such steady-state offset.

We subsequently redesigned the controller to get three integrators in the con-
trol loop shape (Figure A.5). The simulation in this case gives no steady-state
offset. This illustrates one of the problems of the "feedforward” control block,
namely the sensitivity to static uncertainty. Simulations on the perfect model may
lead the designer to believe that no integrator is necessary.

To study the feed forward effect separately, a #., controller was designed
using the measurement in tank 1, and control inputs in all tanks. The result is
local control in tank 1 and feed forward from tank 1 to tanks 2 and 3. Simulation
on the linear model gives the same result as for the 3 x 3 controller (Figure A.2),
whereas nonlinear simulation gives steady-state offset due to static model error
and no feedback in tanks 2 and 3.
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Figure A.4: Model error gives steady-state offset with original 3 x 3 controller.
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Figure A.5: Gain of the control elements of the redesigned 3 x 3 H o controller. (Local
PID controllers are dashed).
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The effect of feedback from downstream tanks, i.e. the blocks above the diag-
onal from the discussion in section 4.3, is illustrated through the following sim-
ulations. We introduce a static measurement noise in tank 2 of 1 pH unit. In
Figure A.6 we see the response for the process with local control with PID. We
can see that the pH in tank 3 relatively quickly returns to a pH of 7. The problem
is the control input in tank 3, which stabilizes at a level away from the point in the
middle of the range (0), which we consider as the ideal resting position. Since we
really are interested in the pH in only the last tank, we get two extra degrees of
freedom, which can be used for resetting the control inputs of the last two tanks.
Figure A.7 shows the simulation for the multivariable controller. Here we see that
both the pH and the control input in tank 3 go to their desired values. The actual
pH in tank 2 is increased to the correct value to obtain this. This illustrates that the
elements above the diagonal in the multivariable controller give input resetting.
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Figure A.6: Steady-state measurement noise in tank 2: Local control with PID do not
bring the control input for tank 3, w3, back to the ideal resting position. (u-plot: solid
line.)

To summarize the example we can say that the multivariable controller gives
significant improvements compared to local control based on PID. This is espe-
cially due to the feedforward effect, and with large model errors, the feedforward
may lead to worse performance. Integral action is important in the controllers,
even if the feedforward effect may give no stationary deviation for the nominal
case. The inputs in the last two tanks are reset to their ideal resting position with
the multivariable controller, because of the feedback from downstream tanks.
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Figure A.7: Steady-state measurement noise in tank 2: The multivariable controller has
built in input resetting, and brings u3 back to the ideal resting position (u-plot: solid).
Note that the timescale differs from the other plots.

A.2 Conclusion

An example of neutralization of a strong acid with base in a series of three tanks is
used to illustrate some of the ideas in the paper. This process is obviously serial.
The example illustrates that the multivariable controller yields significant nominal
improvements compared to local control based on PID. But this is especially due
to feedforward, and with model errors, the feedforward may in fact lead to worse
performance. Integral action or strong gain in the local controllers at low frequen-
cies is important to obtain no steady-state offset, even if the feedforward effect
itself may nominally give no steady-state. Feedback to upstream tanks brings the
inputs to their ideal resting positions, also when a wrong pH measurement give
problems in an upstream tank. The example indicates that it is possible to get a
good performance with careful use of a multivariable controller or a combination
of local control, feed forward from tank 1 and input resetting.

In this study we used a H -contoller, but similar results have also been found
for a MPC controller.
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Abstract

Buffer tanks are often designed and implemented for control purposes, yet control theory is rarely
used when sizing and designing buffer tanks and their control system. Instead, rules of thumb
such as “10 min residence time” are used. The objective of this paper is to provide a systematic
approach. We consider mainly the case where the objective of the buffer tank is to dampen (“aver-
age out”) the fast (i.e. high frequency) disturbances, e.g. in flow and concentration, which cannot
be handled by the feedback control system.
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LIn the present version some corrections and clarifying modifications from the original text
have been made. The most important error was step 3 in Table B.1. Some missing values have
been provided for the examples, and equation (B.26) has been modified. A concluding section that
was omitted due to spatial limitations has been included.
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B.1 Introduction

The objective of this paper is to provide a systematic approach to the design of
buffer tanks based on control theory. The background for this approach is that
buffer tanks often are implemented for control purposes. Even so, control theory
is rarely used when sizing and designing the tanks. Instead, rules of thumb are
used.

Text books on chemical process design seem to agree that a half-full residence
time of 5-10 minutes is appropriate for reflux drums and that this also applies for
other buffer tanks. For tanks between distillation columns a half-full residence
time of 10-20 minutes is recommended. ((Lieberman, 1983), (Sandler and Luck-
iewicz, 1987), (Ulrich, 1984), (Walas, 1987) and (Wells, 1986)). Sigales (1975) is
more specific concerning what follows after the drum. None of these references
give any justifications for their choice. (Watkins, 1967) gives a reflux drum vol-
ume dependent on instrumentation and labor factors (both related to operational
use of the buffer tank), reflux and product rates, and a factor dependent on how
well external units are operated. The method gives half full hold-up times from
1.5 to 32 min.

Design of vessels to dampen flow variations is presented by Harriott (1964) us-
ing a specification of outlet flow rate change given a certain step in inlet flow. This
method has similarities with the one presented for flow variations in the present
paper.

Another related class of process equipment is neutralization tanks. The main
problems for this process are large and varying process gain and delays in the con-
trol loop. Design is described in (Shinskey, 1973) and (McMillan, 1984). Another
design method and a critical review is found in (Walsh, 1993).

Zheng and Mahajanam (1999) find the necessary buffer tank volume by opti-
mization and use it as a controllability measure.

A stated above, due to limitations in the control system, there is a limitation
in frequencies above which the control system is not effective. The process itself
must dampen the disturbances in this area. If it initially does not, addition of one
or more buffer tanks is necessary. In this paper we present design methods for
buffer tanks based on this fundamental understanding.

B.2 Transfer functions for buffer tanks

Consider the effect of a disturbance, d, on the controlled variable, . The lin-
earized model in terms of deviation variables may be written as

y(s)=Gq(s)d(s) (B.1)
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To illustrate the effect of the buffer tank, we express the dynamic model of the
tank with the transfer function 4 (s). The disturbances passes through the buffer
tank (e.g. see Figure B.1), so that the process with a buffer tank may be expressed
by

G (s) = Gay (s) h(s) (B.2)

where Gy, (s) is the disturbance transfer function of the original plant, and G (s)
is the modified disturbance transfer function. A typical buffer tank transfer func-
tion is

h(s)=1/(rs+1) (B.3)
Note that 4 (0) = 1 so that the buffer tank has no steady state effect.

Quality/ Flow
disturbance VAVAVA
/\/\ﬂ - Buffer tank Process —/‘\/\>
h(s) GyolS)
G4(s)

Figure B.1: Example of how a buffer tank dampens disturbances.

We consider a buffer tank with liquid volume V' [m?], inlet flow-rate g;,, [m3/s],
outlet flow-rate ¢q. Further we let ¢;, and ¢ denote the inlet and outlet quality
(concentration or temperature), respectively. A component or simplified energy
balance for a perfectly mixed tank yields

d(Ve) /dt = gincin — qc (B.4)
In addition we have the total mass balance (assuming constant density):

dV/dt = gin — q (B.5)

B.2.1 Quality disturbance

For quality disturbances the objective of the buffer tank is to smoothen the quality
response, c(s) = h(s) cin (), so that the variations in ¢ are smaller than in c;,.
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Combining (B.4) and (B.5) yields V % = ¢;,, (¢, — ¢) and for a single buffer tank
linearization yields

1 c —c*
| Cin (8) + 2 o (S B.6
Ty o )+ ) (8.

c(s) =

where * denotes the nominal (steady state) values. Note that the dynamics of V/
(level control) have no effect on the linearized response of ¢. Furthermore for the
case with a single feed stream ¢}, = ¢* and the dynamics of g;, have no effect on
the response of c. In any case we find that the transfer function for quality is

h(s) =1/ (s +1) (B.7)

where 7, = V*/q* [s] is called the residence time (steady state). We can see that
the buffer tank works as a first order filter. Similarly for n buffer tanks in series
we have

hs)=1/ (%s-ﬁ— 1)" (B.8)

where 7, is the total residence time.

B.2.2 Flow rate disturbance

For flow rate disturbances the objective of the buffer tank is to smoothen the flow
response, ¢ (s) = h (s) ¢in (s). Note that we need to use a “slow” level controller,
as tight level control yields ¢ = g;,. Let k (s) denote the transfer function for the
level controller including measurement and actuator dynamics and the possible
dynamics of an inner flow control loop. Then ¢ (s) = & (s) (V (s) — V), where
V is the set-point for the volume. Combining this with the total mass balance
(B.5) yields

k(s sk (s)
1= 5¥ k(s)qm () s+k(s)’ (B9)
The buffer tank transfer function is thus given by
k (s) 1
= = B.10
() s+k(s) ﬁ +1 ( )

In this case we have more freedom in selecting & (s) since we can select the
controller k(s). With a proportional controller k (s) = K, we get that 4 (s) is a
first order filter with - = 1/ K. For a given A (s) the controller is

k(s) =sh(s)/(1—h(s)) (B.11)
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B.3 Controllability analysis

We here provide a review of some controllability results which are subsequently
used for buffer tank design. We consider SISO (single input-single output) sys-
tems. Consider a linear process in terms of deviation variables

y(s) =G (s)u(s) + Ga(s)d(s) (B.12)

Here y denotes the output, u the manipulated input and d the disturbance (includ-
ing disturbances entering at the input which are frequently referred to as “load
changes”). We assume throughout this paper that the model has been scaled such
that expected disturbances make the magnitude of the elements of d lie within 41
for all frequencies and the requirement for the scaled output vector, y, is that the
magnitude of each element in y shall lie between —1 and 1 for all frequencies, and
u is scaled so that the manipulated input range corresponds to a variation of +1 in
u.

Feedback control yields u (s) = K (s) (ys (s) — y (s)), and from this we elim-
inate u to get

_ _G(s)K(s) Ga(s)
VO =T emr e Y T TTem KB
=T (s)r(s)+S(s)Gq(s)d(s) (B.13)

d(s)

ys 1S the set-point, and S (s) and 7" (s) are the sensitivity function and the com-
plementary sensitivity function, respectively. We ignore set-point changes and get
the following expression for the effect of disturbances

y(s) =5(s)Gal(s)d(s) (B.14)

Two different requirements must be fulfilled to get acceptable control perfor-
mance. The first relates to the speed of response to reject disturbances. From
(B.14) we see that to keep |y| < 1 when |d| = 1, we must require

1S (jw) Ga (Jw)| < 1; Vw (B.15)

We define wp as the frequency where |S (jw)| = 1. At higher frequencies we
cannot rely on feedback control for disturbance rejection, so that

Ga(jw)| <1; w>wp (B.16)

For acceptable performance and robustness we have the following maximum
value of the bandwidth (Skogestad, 1999), (Skogestad and Postlethwaite, 1996):

wp = 1/0s (B.17)
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where f.¢ is the effective delay. With P1 or PID control we have (Skogestad,
1999):

B i . j =2forPl
o = 0+ 7+ 5 + Z:T i — 3for PID (B.18)
i>]

where @ is the delay, 7, = 1/z, where z is a right half plane zero, and 7; is lag
number 7 ordered by size so that 7 is the largest time constant. For more realistic
PI controllers, wg must be reduced compared to (B.17). Ziegler-Nichols tuning
gives wp = 1/ (1.316.¢), while a more robust tuning (Skogestad, 1999) gives

wp = 1/ (20e8) (B.19)

Note that (B.16) is only a necessary requirement, as (B.15) needs to be satisfied
for w < wg. In particular, (B.15) may impose additional requirements if G is of
high order; this is discussed later.

In words (B.16) tells us that at sufficiently high frequencies the process must
be “self-regulating”. If (B.16) is not satisfied then we need to modify the process.
One commonly used approach is to add buffer tanks as illustrated in Figure B.1,
such that the “new” disturbance response becomes as in equation (B.2).

The second limitation relates to input constraints for disturbances, but will not
be covered by this article.

B.3.1 Additional requirements due to high order G4

As mentioned, (B.16) is only a necessary requirement as (B.15) needs to be satis-
fied also for w < wg. To investigate this further we make the following approxi-
mation of the sensitivity function, S (jw), with the loop transfer function, L (jw)

(= G (jw) K (jw)):
S(jw) =1/ (1 + L (jw)) = 1/L (jw) (B.20)
Inserting this approximation into (B.15), we obtain
G4 (jw)| < L (jw)|; Yw (B.21)

Now it may be difficult to have sufficiently high roll-off (slope) in the loop transfer
function L (s) to get |L (jw)| > |G4 (jw)| at frequencies below the bandwidth
(even though we satisfy it at the bandwidth). The problem is that a high roll-off
in L (s) yields a large phase lag, and we get instability problems. For reasonable
robustness and performance we must have that the slope for | L| is about -1 near the
bandwidth wg. In this case it is difficult to make general formulas for the buffer
tank design. Graphical or optimization based solutions are probably simplest. One
particular case is studied later.
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We can get a steeper slope around the bandwidth, however, with multiple con-
trol loops. E.g. with a series of n buffer tanks and control in each tank, the total
slope of |L| is —n (even though it is -1 for each individual tank).

B.4 Quality variations

When the main source of disturbances are variations in the inflow quality (temper-
ature or concentration) they may be smoothened by a mixing tank. With perfect
mixing and a residence time of 7, (h denotes hold-up), the outflow quality is
roughly speaking the sliding mean of the input quality within a time window of
length 7;,. The transfer function for one buffer tank is given by (B.7). We may
also consider using a series of buffer tanks. For n equal tanks in series with a total
residence time of 75, and total volume V/, the transfer function is given by (B.8).

10°

Gain 0.33 (min.vol.1 tank)

10

Magnitude

107}

10_3 -1 . 0 . 1 2
10 10 10 10
Frequency x 1,

Figure B.2: Quality disturbance: Frequency responses for n tanks in series with total
residence time 7, h (s) = 1/ (s +1)".

In Figure B.2 we show the amplitude plot of & (s) for n = 1, 2, 3, 4 equal tanks
in series with a given total residence time 7,,. Physically, on the x-axis is shown
the normalized frequency, wr, of the sinusoidal varying input concentration,

Cin(t) = Cinpo(t)sin(wt)
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into the first tank, and on the y-axis is shown the normalized output concentration
from tank n, co/cin,0, Where c¢;, o and co denote the magnitude of the sinusoidal
variations. Note that both axis are logarithmic.

At low frequencies, w < 1/7, we have ¢y /¢, 0 &~ 1, which means that slow si-
nusoidal variations are unaffected when they pass through the tanks. However, fast
variations (with high frequencies) are dampened by the tanks which tend to “av-
erage out” the variations. At sufficiently high frequencies, w > 1/7, we find that
co/cino (log-scale) as a function of frequency (log-scale) approaches a straight
line. This follows because the high-frequency asymptote is |h(jw)| = 77w ™" (in
words, “the slope is —n” at high frequencies for n tanks in series). Thus, at high
frequencies the use of many tanks is “better”, in terms of providing more dampen-
ing for a given total volume. On the other hand, the frequency where the asymp-
tote crosses magnitude 1 (its “break” or “corner” frequency) isw = 1/7 = n/,
which is at a lower frequency when n is smaller, so at lower frequencies fewer
tanks is better. This is also seen from the more exact plot in Figure B.2.

The plot may be used to obtain the total required volume of the buffer tanks
if we at a given frequency specify the factor f by which we want to reduce the
disturbance. The required “gain” of the buffer transfer function is then 1/f and
we can read off w7, and with a given value of w obtain the total residence time
. Typically, the given frequency is the achievable closed-loop bandwidth of the
feedback control system, w = 1/6.¢, and f is the value of G4 at this frequency.

We see that one tank is “best” if we want to reduce the effect of the disturbance
at a given frequency by a factor f = 3 = 1/0.33 or less; two tanks is “best” if
the factor is between 3 and about 7 = 1/0.144, and three tanks is “best” if the
factor is between about 7 and 15 = 1/0.064. The word “best” has been put in
quotes because we here only consider the total combined volume of the tanks. In
practice, there are several other factors that favor using as few tanks as possible;
this includes the scaling law for cost (typically, cost scales with 1/97), the cost of
additional equipment like pipes, pumps, sensors, control systems, etc. as well as
other controllability considerations (slope condition on L). Therefore, one would
probably consider using only one tank also when we want to reduce the effect of
the disturbance by a factor f = 100, even though in this case the volume of one
tank is about 5 times larger than the total volume of two tanks, and more than 7
times larger than the total volume of three tanks (this is seen from Figure B.2 by
reading off the value of wr;, that corresponds to magnitude 10~2).

To satisfy the necessary condition (B.16) we need to select 4 (s) such that

|h (jws)||Ga, (jws)| <1 (B.22)
We introduce the factor by which the effect of the disturbance must be reduced

f =G4 (jws)| (B.23)
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We must at least require |k (jwg)| = 1/f. As mentioned this may be solved
graphically using Figure B.2, but alternatively we can find the analytical solution

from (B.8) and (B.17):
Th > Oegn/ f2/Im — 1 (B.24)

For one tank and f > 1 we have the appropriate formula 7, > ff.g. Forn > 2
the use of (B.24) assumes that the total slope of |L| around wg can be —n. This
can be achieved with local quality control in each tank, e.g. for a neutralization
plant, it must be possible to measure the concentration and automatically add a
reactant in each tank.

To find the optimal number of tanks one must then take into account equip-
ment, piping, control systems (each tanks may require a level controller), etc. as
mentioned above. Normally the optimal number of tanks will not be large, so that
the cost calculations has to be made for a limited number of cases.

Example B.1 Consider mixing of two process streams, A and B as illustrated in
Figure B.3. The concentration and flow rate of stream A are denoted c4 and ¢4,
and for stream B they are called ¢z and gz (c4 and ¢z may also be temperatures).
The two streams with total flowrate ¢ = 1m?3/s, are mixed in a mixing tank of
1m3, and the concentration of the outlet flow is denoted c,. The concentrations
represent the difference between component 1 and 2. ¢4 > 0 since stream A never
has less of component 1, whereas cg is negative. The objective is to mix equal
amounts of the components such that ¢y = ¢y, — ¢y, IS zero. This concentration ¢
is controlled by manipulating the flow rate of B. First we check if this controller,
together with the mixing tank, is sufficient for suppressing disturbances in the
concentration of stream A. Combination of component balance and total material
balance gives the following model:

dc 1

d—to =7 [(ca—¢)qa+ (cB —¢) g5 (B.25)
This model is linearized and scaled (as described in the controllability section).
We require a variation in ¢ less than 1/10 of the variation in c4. The scaled
deviation variables are marked with a prime and we get the following model after
Laplace transformation

¢ (s) [10¢/y (s) — 205 (s)] (B.26)

:1+s

where we have assumed constant cz. We study concentration disturbances, lead-
ing to Gy, (s) = 10/ (1 + s) and further Gy (s) = —20/ (1 + s). Mainly due
to the measurement, the control loop has an effective delay of 1s. With a robust
controller tuning, (B.19) gives a bandwidth of 0.5rad/s.
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Figure B.3: Extra buffer tank for a mixing process. Concentration is controlled by
manipulating flow rate of stream B. Nominal data: g4 = 1m®/s, gg = 0m?/s,
c4a = 0mol /m3, ¢cg = —2mol /m?, ¢y = O0mol /m3. Range, used for scaling: Ex-
pected variations in c4: +1mol /m3. Range for gg: +1m3 /s. Allowed range for c:
+0.1mol / m?.
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|Gy (jw)| and |Gy, (jw)| are shown in Figure B.4 (dashed lines). We see that
|Go| > |Gq,] for all frequencies, so that input constraints pose no problems in
this case. In the figure the bandwidth frequency, wpg, is also marked. We see that
|G4| > 1 at frequencies above the bandwidth, so a standard (robust) control
system is not sufficient to fulfil the requirements on the outlet concentration. To
solve this problem, we may either improve the control system (e.g. feedforward
control), increase the volume of the mixing tank, or install an extra buffer tank.
In this case we assume that the latter alternative is the best, and introduce a new
tank after the mixing tank (dashed in Figure B.3). We see from Figure B.4 that the
gain must be reduced with 10 at the bandwidth (f = 10), and obtain from (B.24)
(n = 1) a required residence time of the buffer tank of 20s, corresponding to a
volume of V = g7 = 20m?. The modified disturbance transfer function gain,
|G4l, is shown with a solid line in Figure B.4. The slope is -1 or smaller below the
bandwidth, so that we need not consider the problem discussed in section B.3.1.
|L (jw)]| is plotted (dash-dotted) to illustrate this (|G4| < |L|). |SGy| is below
1 for all frequencies (dashed). Figure B.5 shows the response of a unit step in
concentration of stream A with (solid) and without (dashed) the extra buffer tank.
We see that it is kept below 0.1 with the extra buffer tank present.

Magnitude
=
o

107}

107 -2 — l[J 2
10 10 10 10 10
Frequency [rad/s]
Figure B.4: With an extra buffer tank, |G| is brought below 1 for all frequencies above
the bandwidth.

If the slope of |G| is steeper than the slope of |L|, 73, is too optimistic. We will
however analyze one case. We assume |G, | has slope —1 so that |G| has slope
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0.8
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0.4F Concentration without extra buffer tank
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0.3r
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0.1p Concentration with extra buffer tank

\
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0 -

0 20 0 a0 0 e 0 8
Time [s]
Figure B.5: With an extra buffer tank the outlet concentration is kept within 0.1 from

set-point despite a unit step in disturbance. This is not the case without the extra buffer
tank.

—2 above the frequency 1/7,,, where 7, is the buffer tank residence time. Further
we assume that |L| has slope —1 near the bandwidth and that it increases to —2
due to an integrator in the controller below w = 1/7;, where 7; is the integral
time. A robust choice of 7; is 86.¢ (Skogestad, 1999). Using geometry it is easy
to show that in this case 7, = 8 ff.¢. Compared to (B.24) for one tank we see that
the residence time for this case is increased by a factor of 8.

Example B.2 Consider the process from example B.1, modified so that the mea-
surement delay is 0.1s, the volume of the first tank is 5m? and the variation re-
quirements for the outlet concentration is 0.01. The concentration in the first tank
is controlled with a robust PI controller (Skogestad, 1999). In this case the slope
of |G4 (jw)| is —2 around the bandwidth, and (B.24) leads to a residence time of
0.39s, which is insufficient. In Figure B.6 a residence time of 7, = 8 ff.g = 3.2s
is applied. The method uses asymptotes, and we see that |G4 (jw)| is just touch-
ing the asymptote of |L (jw)|. |L (jw)] itself is a distance above |G 4| so the result
here is slightly conservative. By optimization one find a minimum residence time
of 2.4s required to fulfil (B.21) for this controller tuning.

B.5 Flow variations

By exploiting the volume of the buffer tank, flow variations in the outflow may be
dampened using a slow level control. The outflow will then be dependent on the
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Figure B.6: With a residence time of 7, = 8 g in the second tank, |L (jw)| > |G4 (jw)]
for all frequencies, and disturbances are rejected.

chosen controller. Denote the tank volume V' [m?] and the inlet and outlet flow-
rates ¢;,, and ¢ respectively. The transfer function for the buffer tank is then given
by (B.10). Compared to the quality disturbance case, we have more freedom in
selecting A, since we can select the controller k£(s). But the level will vary, so
the size of the tank must be chosen so that the level remains between its limits.
The volume variation is given by V' (s) /qin (s) = 1/ (s + k (s)), and combination
with (B.11) yields:

V(s)/ain (s) = 1 = h(s)) /s (B.27)
which is used to find the required tank volume. The tank size design consists of
the following steps:

(1) Select A (s) such that if has the desired shape, that is such that (B.16) is
satisfied.

(2) Find the corresponding controller from (B.11) (is it realizable?)

(3) Find the largest effect of g;,, on V from (B.27) (usually at steady state, s =
0).

(4) Obtain the required total volume from the expected range of ¢;, (denoted
Aqin)'

In table B.1 we have applied the method for first and second order filtering.
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Table B.1: Flowrate disturbance: Procedure for buffer tank design applied to first and
second order filtering

Step 1st order 2nd order

1. Desired h (s) 1/ (ms+1) |1/ (rs+ 1)
2. k (s) from (B.11) 1/m 5ro %2;1
3.V (0) /qm (0) from (BZ?) T1 27y

4. V:‘,ot TIAQmaw 27—2AQmaw

B.5.1 First-order filtering

With h (s) = — 7 the required controller is a P-controller with gain K, = 1/7;.
From (B.27), V (s) = —'5ain (s). The maximum value of this transfer function
occurs at low frequencies (s = 0), and the required volume of the tank is V;,; =
T1Agmaz- Adding a slow integral action to the controller will not affect these
results considerably. Such an integral action will reset the volume to its nominal
value. This is not always desired, however. If e.g. ¢, is at its maximum, we may
want the volume to stay at a large value to anticipate a possible large reduction in

Qin-

B.5.2 Second-order filtering

With h (s) = (mlﬂ)Z we get from (B.11) that the required controller is a lag
1 1
k = — B.28
(s) 2y Gs+1 ( )

and from (B.27) the response of the volume deviation is

(12/2) s +1

V (s) =2 in
(5) 2(7'25+1)2q

(s) (B.29)

This has its largest value equal to 27, at low frequencies (s = 0), and the required
volume is 275 A¢maz-

B.6 Conclusions

The objective of the control system is to counteract disturbances. However, the
maximum achievable control bandwidth is approximately equal to the inverse of
the effective process delay, i.e. wp ~ 1/6,;. For “fast” disturbances, above the
bandwidth frequency, one must rely on the process itself, including any buffer
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tanks, to dampen the disturbances. The requirement is that the effect of distur-
bances on the controlled variable (usually concentration), should be less than 1 (in
scaled units) at frequencies above the bandwidth. Specifically, if the magnitude
of the original disturbance transfer function G4 (s) is larger than 1 at frequencies
above the bandwidth, then we must add one or more buffer tanks, with overall
transfer function A(s), such that G, = Ggoh is less than 1. In the paper we present
design methods for sizing buffer tanks based on this fundamental insight.

The two fundamentally different sources of disturbances are variations in flow-
rate and variations in quality (concentration, temperature). Quality variations are
dampened by mixing, and it may be adventageous to use several smaller rather
than a single large buffer tank. Figure B.2 shows how A (s) depends on the number
of tanks n and total residence time 7. If we define f as the value of |G| at the
bandwidth frequency wg, then the design objective is that || should be less than
1/f at this frequency, and we derive in (B.24) the required value for 7,,. The volume
in each buffer tank is then V' = ¢7;, /n where ¢ is the total flowrate. If the resulting
slope of G4 around the bandwidth is steeper than -1, then we need to increase the
volume or add local feedback loops. The design method is illustrated in Examples
B.1and B.2.

Flowrate variations are dampened using a slow level controller £(s) in the
buffer tank, and there is no advantage of using several tanks as we may include
dynamics in k(s). Table B.1 gives a design procedure for flowrate disturbances.

In conclusion, buffer tanks are designed and implemented for control pur-
poses, yet control theory is rarely used when sizing and designing buffer tanks
and their control system. In this paper we have presented a systematic approach
for design of buffer tanks to dampen disturbances in quality and flowrate.
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