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Chapter 1
Introdution
Current omputational grammars designed within the HPSG and LFG frameworkssu�er from an inreasing amount of analyses of sentenes parsed, and inreasingproessing time, as sentene length extends beyond that of 8-10 words. Suh grammarsdo not purport to re�et the psyhologial reality of what happens in senteneproessing, and so far, no theory adequately overs this area. I nevertheless feel itas a legitimate onern that the rather explosive proessing demands witnessed in suhgrammars bear no intuitive similarity to what happens when we atually use sentenesof normal length (whih may well be 20-30 words). Part of the disrepany an beattributed to pragmatis: muh of the proessing load hinges on substantive ambiguityof the words used, and in atual language use, we normally have no problem determiningthe relevant meaning of any lexial item uniquely. The aount of this belongs totheories of disourse and pragmatis, and should not a�et the design of omputationalgrammars, whih deal with modules of word ombinatoris at sentene level. However,even with this aspet sorted away, proessing demands remain having to do with non-loality of information, manifesting itself in multiple lexial entries even when no realambiguity is in question, and umbersome strategies and massive hypothesis-buildingin parsing.In this thesis, I try, with departure point in formalisms as alluded to above, to de�nedesigns of lexion building and syntati analysis whih will redue the proessing loadsof a parsing mehanism signi�antly. I build a grammar of Norwegian to illustrate andverify my proposals.This grammar model may seem unorthodox in many ways, but in presenting it, I1



2 CHAPTER 1. INTRODUCTIONprovide evidene and motivation that would be relevant in any standard analysis. Noappeal to psyhologial reality is made throughout, exept one partiular paragraphwhere I relate to the issue. Thus, the model presented is to be evaluated as any standardanalysis and implementation should be; only, the reader may bear in mind that whatmotivates the various sub-proposals being olleted into this partiular whole, is theintuition mentioned.1.1 Theoretial assumptionsOne of the di�erenes between Constrution Grammar (CG) on the one hand andlexialist frameworks like HPSG and LFG on the other, is that in the analysis ofverbal onstrutions, the former posit onstrutional frames as `primitive' entities intowhih the individual verbs will aommodate their semantis, whereas in the latterframeworks, the orresponding type of entity is often referred to as `argument struture',and is assumed to be propagated into the grammar through the spei�ations (`lexialframes', or `subat restritions') of the individual verbs. In the analyti pratie insuh grammars, these lexial frames are distinguished as `lexial types' or `maros'and de�ned at an abstrat level, and only in turn assoiated with the individualverbs; hene it might be questioned whether the di�erene originally mentioned is ofmainly rhetorial signi�ane rather than representing a di�erene in insights about theinterplay between grammar and the lexion. In the present thesis, I will try to show thatthe di�erene an indeed be modelled in suh a way as to provide interestingly di�erentdesigns of grammar. I will do this using the overall arhiteture of HPSG grammars,but inside of this arhiteture, develop a mehanism by means of whih the over-allgrammatial on�guration in whih a verb ours, rather than its prede�ned lexialframe, is what indues its argument struture. I will show that this design provides amore e�ient parsing grammar than one using the `lexialist' design, and argue thatalso on oneptual and empirial grounds, this design is advantageous.In this enterprise, the grammar engineering aspet is the most important one, andis the area where I hope to be ontributing something new by this thesis. However,the model I develop an be fully appreiated only on the bakground of my theoretialviews of grammar.My theoretial view of grammar makes a sharp distintion between `form' and`ontent', the former omprising morphology and morphologially and distributionally



1.1. THEORETICAL ASSUMPTIONS 3validated aspets of what is alled `syntax'. Grammar, in my view, is onstituted onlyby these omponents, exluding semantis; as far as syntax is onerned, I therebystand very muh on the side of `autonomous syntax', maintained by Chomsky all sineChomsky (1957). To avoid onfusion with more inlusive oneptions of `syntax' foundin the literature, I will refer to my notion as one of `strit syntax' when neessary.My view of the Lexion as onneted to a grammar is that it should highlight thoseproperties or parameters whih are highlighted in the grammar, and only subsidiarilyexpose other properties of lexial items (thus quite unlike an enylopedia, for instane).It follows that by my view of Grammar, in the lexion, only those properties whihre�et parameters of morphology and strit syntax should be represented. Valeneproperties of verbs are in my view mostly a re�etion of their meaning, and thereforenot a proper aspet of grammar: `argument struture' is thus not part of strit syntax,and valene requirements should not be part of verb entries in the Lexion.However, I reognize that for most parsing grammars, a omponent of `valene' or`argument struture' may be desirable: a parsing grammar is, in many respets, morea `performane' than a `ompetene' onstrut, and thereby ombining omponentswhih on a strit view should be kept apart. To the extent that `argument struture'ought to be represented in the verb lexion of a parsing grammar and re�eted inthe parsing mehanisms, I want to do that in suh a way that in a lexial entry,this type of information is easily detahable, almost to be regarded as an `add-on'property. This `add-on' nature of argument struture spei�ation is what models myonstrutional view of grammar, in that what `adds' the spei�ation in question isinformation provided by the environment of the verb, i.e., the onstrution in whihthe verb ours.The parameters of spei�ation onstituting argument struture are of the sametype as those underlying the `Grammatial Relations' of LFG, and relational primitivesof Relational Grammar - see Setion 1.2 below - and do not involve semanti propertiessuh as `roles' of partiipants and the like. Sine the riterial basis for the GrammatialRelations are onstrutional environments, my formal term for grammatial relationsis subonstrutions. Subonstrutions are realized by morpho-syntati signs suh assyntati rules, in�etions and funtion words.My avoidane of semanti assumptions in syntax also has as a onsequene that Iomit the more standardly assumed levels of onstituent struture representation (suhas -struture in LFG, and ounterparts of this assumed in most HPSG grammars),



4 CHAPTER 1. INTRODUCTIONsine I believe that the strutures proposed to a large extent re�et assumptions about`logial form'. Thus, my assignment of `Grammatial Relations' to a string will bebased mostly on linear order, and not supposing any `onstituent struture bakbone'previously assigned, as in standard LFG and HPSG grammars.The grammar implementation I am providing is alled Norsyg,1 whih has beendeveloped sine 2002. The grammar is a typed feature struture grammar, and it isimplemented with the LKB system, whih is a standard software for implementingtyped feature struture grammars, typially HPSG grammars. I employ the over-allarhiteture of the `HPSG Grammar Matrix', however only up to the point wherethe `onstrutional' design is de�ned. At this point, what populates the mehanismsrepresenting semantis in a standard HPSG/Matrix grammar suh as MRS (see Setion3.4), is a display of Grammatial Relations, and thus, notionally, more on a par with anLFG f-struture rather than with an HPSG semanti struture. The feature geometryemployed is similar to what is used in the HPSG literature, but a new mehanism forassigning and onstraining the expeted argument frames of verbs, involving a typehierarhy of onstrution and subonstrution types, will be presented.1.2 Five subonstrutionsA onstrution serves as a skeleton that open lass lexial items �t into. On the viewoutlined above, the `argument struture' of an open lass lexial item is projetedfrom the onstrution it ours in. This grammatial on�guration is a onstellationof funtional signs like in�etions, funtion words (i.e., `strit syntax') and (moreabstratly) rules.2 In order to get the relation between a onstrution and the individualfuntional signs that together express the onstrution, I assume that a onstrutionan be deomposed into subonstrutions.3As antiipated above, a subonstrution is losely tied to the notion of `GrammatialRelation'. A Grammatial Relation is always realized through a syntati onstellation1See Appendix A.2In this thesis I make a distintion between what I refer to as funtional signs, namely in�etions,losed lass lexial items, and syntati rules on the one hand, and open lass lexial items, whih areunin�eted adjetives, nouns and verbs.3Sine I assume that subonstrutions are expressed by what I refer to as funtional signs (seefootnote 2), I sometimes refer to subonstrutions as phrasal subonstrutions, in order to separatethem from what is referred to as lexial onstrutions (see Sag et al. (2003, Chapter 16), and Müller(2006)).



1.2. FIVE SUBCONSTRUCTIONS 5� for instane, `subjet-of' is realized through a onstellation depitable as(1) SNP VPin a language like Norwegian, and similarly for other funtions. A onstellation like thatin (1), whih may be alled a loal subtree, will here be referred to as a subonstrution,and a GR will be seen as orresponding to the set of subonstrutions whih realize it.Suh a view on GRs relative to realizing onstellations is similar to the way in whih LFGorrelates GRs with C-struture onstellations, through, in the PS-rules, annotatingthese onstellations for the GRs they indue. For instane, for the onstellation (1),the PS-rule in an LFG grammar would provide the following annotation stating thatthe onstellation realizes the `subjet-of' GR: (2)(2) SNP VP
↑SUBJ = ↓The ounterpart of this notation in the present work is outlined in this setion, inChapter 3, and in Setion 6.1. A omparison between our representation of GRs andthe `f-struture' in LFG is given in Setion 2.7.2.I assume that there are �ve kinds of subonstrutions, and that a onstrutionan be a onstellation of zero to �ve subonstrutions. The subonstrutions are alledarg1-sign, arg2-sign, arg3-sign, arg4-sign and arg5-sign. These �ve subonstrutions aresigns with a syntati expression and a semanti ontent. As mentioned, the syntatiexpression is either a funtion word, an in�etion, or a rule. The subonstrutions arenot expressed as open lass lexial items like verbs, nouns, or adjetives.The semanti ontent of the subonstrutions are Parsons-style �underlying events.�Parsons (1990), argues that a transitive sentene like (3a) an be given the semantirepresentations in (3) or (3d) rather than the traditional semanti representation in(3b). In (3) the binary relation Stabbed has been given an �underlying event analysis�with three underlying events. The prediate is the �rst underlying event (Stabbing),the �rst argument is the seond underlying event (Subj), and the seond argument isthe third underlying event (Obj). (3d) is a representation with themati roles insteadof funtions, where the �rst argument is (Agent), and the seond argument is (Theme).



6 CHAPTER 1. INTRODUCTION(3) a. Brutus stabbed Caesar.b. (∃e)[Stabbed(B,C)℄. (∃e)[Stabbing(e) & Subj(e,B) & Obj(e,C)℄d. (∃e)[Stabbing(e) & Agent(e,B) & Theme(e,C)℄While Parsons uses funtional terms suh as Subj and Obj, or themati role namessuh as Agent, Theme, Goal, Benefative, Instrument and Experiener (Parsons, 1990,71�72) for the underlying events, I will use the relation names arg1-rel, arg2-rel, arg3-rel, arg4-rel and arg5-rel for the underlying events. These represent underlying eventsthat are not meant to orrespond diretly to themati roles (Fillmore, 1968), butin ombination with the meaning of the main verb and the arguments, they an beinterpreted as themati roles.The underlying events provided by the syntati elements (arg1-rel�arg5-rel) is as faras I will go into semanti deomposition. In order to get themati role interpretation,or more elaborate semanti deomposition as in Jakendo� (1990), I assume that theunderlying events will have to be interpreted in onjuntion with the meaning of theverb and the meaning of the arguments. This is outside the sope of this thesis.I do not have as an ambition to let my analysis yield meanings or semantirepresentations of sentenes. Aording to Frege's priniple of ompositionality, themeaning of a sentene is determined by the meaning of the onstituents as well as thestruture of the onstituents. In this thesis, I will only look into the struture of theonstituents. The meaning of the onstituents will not be taken into onsideration. Soone of the two fators, whih aording to the priniple of ompositionality are neededto give a semanti representation of a sentene, is missing. This does not mean that theoutput is ompletely detahed from meaning, only that it represents a partial meaning,namely the meaning provided by the struture. (The onstituents will be representedas well, but only as unanalyzable prediates.) Given that representations produedby the grammar are assumed to give meaning only if interpreted in onjuntion withthe meaning of the onstituents, I have hosen to refer to them as a Basi RelationRepresentations (BRRs).4 The BRR of (3a) is given in Figure 1.1. It represents the4This term was suggested to me by Lars Hellan. I have also onsidered other terms suh as struturalsemanti representations or olletions of Grammatial Relations. However, these terms are potentiallyonfusing or misleading. The term strutural semanti representation may be seen as nonsensial ifone does not adhere to the view that meaning is ompositional. The term olletion of GrammatialRelations may give the wrong impression that the representation of underlying events orresponds to



1.2. FIVE SUBCONSTRUCTIONS 7stabbing event deomposed into three underlying events _stab_v_rel, arg1_rel, andarg2_rel. The underlying events are linked by means of a handle (h1) (see Setion 3.4 onsemanti representations for more details). The indies of the two partiipants Brutusand Caesar are bound by the underlying events arg1_rel and arg2_rel, respetively.The binding of the indies implies that the representation is an indexed BRR.
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Figure 1.1: Indexed BRR of Brutus stabbed CaesarThe subonstrutions an to some extent be illustrated by argument struturefeatures used in LFG (see Bresnan (2001, 302�321), and disussion in Setion 2.3).In LFG, argument struture is assumed to be lexially spei�ed, and the semantiargument roles arry features, [±o℄ and [±r℄, whih onstrain the way the argumentroles are mapped onto argument funtions in f-strutures. The feature [�r℄ maps theargument role onto an unrestrited syntati funtion, that is, either subjet or objet.5Obliques and restrited objets are [+r℄. The feature [�o℄ maps arguments onto non-objetive syntati funtions (subjets and obliques). The feature [+o℄ maps argumentsonto objets and restrited objets.The subonstrutions an more diretly be illustrated by means of GrammatialRelations in Relational Grammar (Blake, 1990). In Relational Grammar, stratarepresent the grammatial relations of a verb by means of ars labelled 1 (subjet),2 (diret objet), and 3 (indiret objet). In addition there are oblique relations(inluding benefative, loative, and instrumental). The Initial Stratum shows the�deep� grammatial relations of a verb, and the Final Stratum shows the surfaea representation of surfae grammatial relations like F-struture in LFG. The Grammatial Relation`Subjet' does for example not appear in the representations.5These funtions are referred to as unrestrited sine they aording to the theory do not need tohave a semanti role. Raised and expletive arguments are presented as examples of syntati funtionswith no semanti role. It should be noted that in this thesis, raised arguments are assumed to bearguments both of the raising verb and the ontrolled verb. (See Setion 6.7.3.)



8 CHAPTER 1. INTRODUCTIONgrammatial relations. The Initial Stratum may be idential to the Final Stratumof ars. This is the ase in ative, transitive lauses, where the initial 1 is the �nal 1and the initial 2 is the �nal 2. There may also be revaluations of ars. In that ase,the Final Stratum is di�erent from the Initial Stratum. This is the ase in a passivetransitive lause where the initial 1 is demoted to h�meur and the initial 2 is promotedto 1. There may be more than one revaluation. The subonstrutions assumed in thisthesis orrespond to ars in the Initial Stratum in Relational Grammar.6The arg1-sign is a subonstrution that orresponds to the realization of an externalargument, or deep struture subjet, in GB. It orresponds to the realization of an(agent) argument with the [�o℄ feature in LFG. It orresponds to the realization ofan argument whih has a 1-ar in the initial stratum in Relational Grammar. Whenthis subonstrution is used, it implies that the event of the main verb has somethingthat an be interpreted as a auser or initiator (an arg1-rel underlying event). Theinformation that the event has an arg1-rel is assumed to ome from the syntax, andnot from the main verb. In an ative main lause, the arg1-sign is expressed as a rulethat links the subjet to the head projetion (see (4a)), and in a passive lause, thissubonstrution is expressed as the passive auxiliary or the passive morphology (see(4b)). In an in�nitival ative lause, the arg1-sign is expressed as the in�nitival marker(see (4)).(4) a. John smashed the ball.b. The ball was smashed.. (John tried) to smash the ball.The arg2-sign is a subonstrution that orresponds to the realization of the diretobjet internal argument in GB. In LFG it orresponds to the realization of an(patient/theme) argument with the [�r℄ feature, or an (patient/theme) argument withthe [+o℄ feature if there is another (bene�iary) argument with the [�r℄ feature. Itorresponds to the realization of an argument whih has an 2-ar in the initial stratumin Relational Grammar. The arg2-sign expresses that the event of the main verbhas something that an be interpreted as a theme or patient argument (an arg2-relunderlying event). Again, the information that the event has an arg2-rel underlyingevent, omes from the syntax, and not from the main verb. The arg2-sign is usually6It should also here be noted that in the approah presented in this thesis, raised arguments areassumed to be arguments both of the raising verb and the ontrolled verb.



1.2. FIVE SUBCONSTRUCTIONS 9realized as a rule that attahes the diret objet to the head projetion (see (5a)). Inunausative and passive lauses, the rule attahes the subjet to the head projetion(see (5b) and (5)). In an in�nitival unausative or passive lause the arg2-sign maybe realized as the in�nitival marker (see (5d)).(5) a. John smashed the ball.b. The boat arrived.. The ball was smashed.d. (The ar needed) to be washed.The arg3-sign is a subonstrution that orresponds to the realization of an indiretobjet internal argument in GB. In LFG it orresponds to the realization of a(bene�iary) argument with the [-r℄ feature. It orresponds to the realization of anargument with a 3-ar in the initial stratum in Relational Grammar. The arg3-signexpresses that the event happens in the (dis)favor of somebody (an arg3-rel underlyingevent). Also here, the information that the event has an arg3-rel underlying event isontributed by the syntax, and not by the main verb. The arg3-sign is usually realizedas a rule that attahes the indiret objet to the head projetion (see (6a)), but if thelause is passive, it may be the subjet that the rule attahes to the head projetion(see (6b)). The arg3-sign may also be realized as the in�nitival marker in a ditransitivepassive lause (see (6)).(6) a. John gave Mary a book.b. Mary was given the book.. (Mary wanted) to be given a book.The arg4-sign is a subonstrution that attahes a delimiter to the head projetion.It orresponds to the realization of a goal/loative oblique in GB, LFG, and RelationalGrammar. A delimiter is a goal phrase as in (7a) or a resultative as in (7b). Thearg4-sign expresses that there is something that an be interpreted as an end point orend state for the argument realized by the arg2-sign (if realized) (an arg4-rel underlyingevent). It is important to notie that the information about there being an arg4-rel isassumed to ome from the syntax, and not from the main verb (or from the delimiteritself). The arg4-sign is realized by a rule that attahes the delimiter to the headprojetion.



10 CHAPTER 1. INTRODUCTION(7) a. John smashed the ball out of the room.b. John hammered the metal �at.The arg5-sign is a subonstrution that attahes PP arguments that are notdelimiters, to the head projetion. It orresponds to the realization of for examplean instrument oblique in LFG and Relational Grammar. An arg5-sign an express thatthe event has an instrument as in (8).(8) John puntured the balloon with a needle.Table 1.1 summarizes what argument realizations the subonstrutions orrespondto in GB, LFG,7 and Relational Grammar (RG).8Subonstr. GB LFG RGarg1-sign external argument agent [�o℄ initial 1-ararg2-sign internal dir obj patient/theme [�r℄ initial 2-ararg3-sign internal indir obj bene�iary [�r℄ initial 3-ararg4-sign oblique oblique obliquearg5-sign oblique oblique obliqueTable 1.1: Subonstrutions orresponding to argument realizations in GB, LFG, andRelational GrammarThe �ve subonstrutions an be ombined to form a wide range of onstrutions.An intransitive sentene like (9a), has only an arg1-sign. This means that it has anarg1-onstrution. A transitive sentene, like (9b), has two subonstrutions, an arg1-sign and an arg2-sign. This means that it has an arg12-onstrution. An unausativesentene like (9) only has an arg2-sign, whih means that it has an arg2-onstrution.A ditransitive sentene like (9d) has three subonstrutions, an arg1-sign, an arg2-signand an arg3-sign. This means that it has an arg123-onstrution. A transitive lausewith a PP omplement like (9e) has an arg1-sign, an arg2-sign and an arg4-sign (thePP to Mary is a delimiter). This means that it has an arg124-onstrution.7If there is a bene�iary argument with the [�r℄ feature, the argument realization orresponding tothe arg2-sign is a patient/theme with the [+o℄ feature.8The di�erene between an oblique realized as an arg4-sign, and an oblique realized as an arg5-sign an be understood by means of the distintion made between subsequent and anteedent rolesin Croft (1991, 184�191). Croft refers to the roles benefative, malefative, reipient, and result assubsequent and the roles instrumental, manner, means, omitative, passive agent, ergative, and auseas anteedent. The subsequent roles are assumed to follow the objet in the ausal hain and theanteedent roles are assumed to preede them. In this thesis, the arg4-sign is assumed to realize asubsequent oblique, and the arg5-sign is assumed to realize an anteedent oblique.



1.3. A CONSTRUCTION-CONSTRAINING MECHANISM 11(9) a. John smiles. (arg1-onstrution)b. John smashed the ball. (arg12-onstrution). The boat arrived. (arg2-onstrution)d. John gave Mary a book. (arg123-onstrution)e. John gave a book to Mary. (arg124-onstrution)Sine the onstrutions are reations of the syntax, a lexial entry an be allowedto enter all possible onstrutions simply by not onstraining it. A verb like drip isnot tightly onneted to a partiular onstrution. The range of onstrutions that thisverb an enter, an easily be aounted for. (I will present onstrutions that drip anenter in Chapter 3.)1.3 A onstrution-onstraining mehanismThe grammar I am presenting has a mehanism whih makes it possible to onstrainverbs in suh a way that they only enter onstrutions that one would expet them toappear in. A verb like eat is normally allowed into an arg1-onstrution (see (10a)) andan arg12-onstrution (see (10b)). Given that these are the onstrutions one wants theverb to appear in, the verb an be provided with the lexial onstraint arg1-12, whihmeans that it is either allowed into the arg1-onstrution or the arg12-onstrution, butno other onstrution.(10) a. John eats. (arg1-onstrution)b. John eats an apple. (arg12-onstrution)The onstrution-onstraining mehanism involves 8 �top� types, one positive typeand one negative type for eah of the �rst four subonstrutions.9 (The positive typesare named arg1+ (arg1 plus), arg2+ (arg2 plus), arg3+ (arg3 plus), and arg4+ (arg4plus), and the negative types are named arg1� (arg1 minus), arg2� (arg2 minus),arg3� (arg3 minus), and arg4� (arg4 minus).) The types indiate whether or not asubonstrution is present in a lause. By default, a lause is assigned the four negativetypes. For eah subonstrution that applies in the lause, the negative type is swithed9The arg5-sign is not a part of the mehanism. The PPs realized by the arg5-sign are in theimplemented grammar treated as adjunts.



12 CHAPTER 1. INTRODUCTIONto a positive type. So if an arg1 sign applies, the type arg1� is swithed to arg1+. Anintransitive lause like (10a) has one subonstrution, the arg1-sign, and it thereforehas the types arg1+, arg2�, arg3�, and arg4�. The uni�ation of these types gives theonstrution type arg1, as shown in Figure 1.2.10 A transitive lause like (10b) hastwo subonstrutions, the arg1-sign and the arg2-sign, and has the types arg1+, arg2+,arg3� and arg4�. linkarg1� arg2� arg3� arg4� arg1+ arg2+ arg3+ arg4+arg1Figure 1.2: Supertypes of the onstrution type arg1 in the link hierarhyIn order to limit the number of possible onstrutions a verb an enter, a set of�intermediate� types is introdued. The hierarhy in Figure 1.3 illustrates one suhtype, namely arg1-12. It inherits from arg1+, arg3�, and arg4�, and it has twosubtypes, the onstrution types arg1 (whih inherits from arg1-12 and arg2�) andarg12 (whih inherits from arg1-12 and arg2+). The intermediate types representlexial information assoiated with verbs, and they are uni�ed with the four (positiveor negative) subonstrution types of the lause. This fores a verb spei�ed with thearg1-12 type to our in lauses with the arg1-onstrution or the arg12-onstrution.The onstrution-onstraining mehanism is not a part of strit syntax. Its funtionis to prevent odd sentenes rather than ungrammatial sentenes.11 However, suh a10A more extended version of the hierarhy is given in Figure 4.9, p. 96. The full hierarhy is givenin the �le `nor.tdl' in norsyg, under `valene types' and inludes 128 types.11I believe that there should be a distintion made between the ungrammatiality of examples like(xi) on the one hand, and the oddity of examples like (xii) on the other. While the examples in (xi) areunaeptable beause of syntati errors (in (xia) there is a past tensed verb in an in�nitival lause, andin (xib) the determiner a does not agree with the noun men), the examples in (xii) are unaeptablebeause the main verbs enter onstrutions that they are not ompatible with. The syntati struturesin the latter examples, I argue, are grammatial.(xi) a. *John tries to slept.b. *A men smiles.



1.3. A CONSTRUCTION-CONSTRAINING MECHANISM 13linkarg1� arg2� arg3� arg4� arg1+ arg2+ arg3+ arg4+arg1-12arg1 arg12Figure 1.3: A partial link hierarhymehanism is neessary in order to keep the searh spae of a parser at a manageablelevel. When implementing a grammar, one has to attend to the grammar both asa linguisti theory and as a parser. This raises onerns that not always unite. Forexample, in priniple I would like to allow all verbs (or maybe even all open lass lexialitems) to enter all onstrutions, but in a real implementation, this will make the parsertoo slow. The onstrution-onstraining mehanism is designed for these onerns; seeChapter 4. (Some of the more tehnial aspets of the implemented grammar are alsodisussed in Appendix A.6).To give an idea of the type of system I am proposing in these respets, imagine anLFG-like grammar di�ering from any atual LFG grammar in not obeying priniples(xii) a. #John slept the ar.b. #John admires.The ommon judgment of examples like (xiiia) and (xiiib) is that (xiiia) is grammatial, whereas(xiiib) is ungrammatial.(xiii) a. John �lled the mouth with hoolate.b. #John smiled the mouth with hoolate.I argue that (xiiib) is not really ungrammatial, rather that it is very odd. (I will later in the thesisstar �very odd� sentenes like (xiia), (xiib) and (xiiib), even though I laim they are not ungrammatial.)It is possible to get some meaning out of (xiiib) by oerion. For example that John aused his mouthto be �lled with hoolate by smiling. Or that John used hoolate to turn his mouth into a smile.The term ungrammatial I reserve for sentenes like (xia) and (xib). These sentenes ould neverbe grammatial, irrespetive of the meaning assigned to the open lass lexial items. I will howeveruse the term ungrammatial about sentenes that are �very odd� later on, simply beause that is theonvention.



14 CHAPTER 1. INTRODUCTIONof Completeness and Coherene (see Bresnan (2001, 63)). In the lexial entries forverbs in suh a grammar - being f-struture skeletons - there would be no GR-listsprovided with the attribute `PRED' (just lines like `PRED `kik�). In suh a grammar,due to phrase struture rules like (2), syntati ombination would still populate thef-struture with whatever GRs were enountered, and the resulting f-struture wouldprovide a reord of the GRs syntatially enoded in the onstrution parsed; however,without any mehanism heking whether suh an assembly of GRs is aepted by theverb in question. This is in spirit how I would like a grammar to funtion. However, foronerns mentioned, we may want to inlude onstraints in eah lexial entry onerningadmissible GRs. In the imaginary LFG grammar in question, one would then add therelevant spei�ation inside the PRED value, e.g., `PRED `kik(Subj, Obj)�. In mysystem, I similarly have one version of lexial entries where nothing is said about whiharg-types a verb may ombine with, and one line in whih, for `kik', for instane, Ian insert the spei�ation `arg12' (f. above). So far, though, this might seem justa pointless exerise of notational inventiveness. What are ruial ontributions by mysystem are the following, however:In the �rst plae, in ases where a given verb has many environments, LFG andstandard HPSG will posit as many entries for that verb as it has frames. My deploymentof a type system as skethed, on the ontrary, will allow me to have only one entry,whih still aommodates all the frames. This will be shown in Setions 4.3 and 4.4.Seondly, this same type-design will allow me to use the atual parsing of a orpus asa way of inrementally de�ning the sum of frames in whih a verb an enter, but as aresolution proess working relative to the one single entry required. This will be shownin Setion 4.5. Although the latter point has not yet been arried out on a large orpus,the mehanism is lear, and I see these two points as valuable tehnial ontributionsto parsing design and grammar engineering in general.The way in whih the unitary type de�nitions mentioned above depend on resolutionby the syntati environment, may raise the question whether this mehanism wouldapply also for a grammar where disriminants of multi-frame verbs involve semantistruture in addition to GFs. Of relevane are ases of non-isomorphy between semantiand syntati struture. Having stated that I will not be onerned with semantis, itfollows that I will not try to represent the `skewed' syntax-semantis relationship ofsentenes like �I believe him to be sik� or �He seems sik.� By standard assumptions,the former will have a logial struture of the form `believe (I, he be sik)', and the



1.4. SYNTACTIC STRUCTURES 15latter `seem (he be sik)', thus `believe' here being logially a two-plae prediateand `seem' a one-plae prediate. As far as arg-roles in my system are onerned,`believe' will have three arg-roles and `seem' two in these examples, sine the analysisaddresses syntati struture exlusively. By these resolutions, I obviously will notget any semanti struture beyond what stands in a one-to-one relation to the GFstrutures. At least at its present stage of development, this an be seen as a limitationof my system, and I disuss what it may take for it to ope with these types of `skewed'onstrutions in Setion 6.7.4.1.4 Exo-skeletal grammar and left-branhing synta-ti struturesI propose that the approah I am taking an be alled an exo-skeletal approah in thesense of Borer (2005a, 15). This term is borrowed from zoology, where it is used todesribe animals that have their skeleton on the outside. The opposite of exo-skeletal isendo-skeletal, whih is used to desribe animals with the skeleton inside the body, likehumans. In an exo-skeletal grammar, the funtional signs (funtion words, in�etionsand rules) are given more emphasis, while the role of the open lexion (lexial entriesof nouns, verbs and adjetives) is played down. In an endo-skeletal grammar, it is thelexemes that de�ne what is outside, and the argument struture is �xed in the verblexeme.In an exo-skeletal grammar, the grammar an in priniple only generate grammatialsentenes even if the open lass lexial items do not have any subategorizationonstraints. This is an advantage that an exo-skeletal grammar has to a stritlyendo-skeletal grammar, whih ruially relies on the subategorization onstraints ofopen lass lexial items. If the subategorization onstraints of the open lass lexialitems in an endo-skeletal grammar were left out, there would be nothing preventingungrammatial sentenes like (14) from being generated.(14) *John eats an apple Mary that he smiles.The ideas about exo-skeletal grammar that I present in this thesis, are implementedin the Norsyg grammar. The main objetive of this grammar is this: I have wanted tomake a grammar that does not make use of lexial rules or multiple lexial entries in



16 CHAPTER 1. INTRODUCTIONorder to aount for verbs with more than one onstrution. Thus, no matter how manyargument frames a verb an our in (and provided they are not distint in terms of`strit syntax'), the lexion will provide just one entry for the verb, and the multipliityof frames will be indued from the di�erent onstrutional environments solely.To put this another way, Norsyg is di�erent from lexialist grammars in that openlass lexial items are unonstrained by default. Restritions an be made if there isa need for it. The ommon proedure in lexialist grammars is to be very restritiveby default, that is, only to allow one onstrution on a lexial entry, and then reatemehanisms that produe other possible onstrutions, mainly by means of multiplelexial entries or lexial rules.Syntati strutures are assumed in general to be left-branhing (see Figure 1.4),rather than mixed left- and right-branhing (enter-embedded) (see Figure 1.5), asassumed in HPSG and LFG, or right-branhing (see Figure 1.6), as assumed in versionsof GB/Minimalism using Larsonian shells (Larson, 1988; Culiover, 1997). With a left-branhing struture, the �rst onstituent will appear at the bottom of the tree (like thenode a in Figure 1.4), and the last onstituent will be the last daughter of the top rule(like the node d).ABCa b  d
Figure 1.4: Left-branhing tree

Aa BCb  dFigure 1.5: Mixedleft- and right-branhing tree
Aa Bb C dFigure 1.6: Right-branhing treeLeft-branhing syntati strutures make it possible to give an aount of longdistane dependenies where the �ller appears at the bottom of the tree, and theextration site -ommands the �ller. That is, the position that the �ller is assumed tobe extrated from, is situated higher up the tree, as a sister of one of the anestors ofthe �ller. The information that there is a long distane dependeny, passes through thenodes intervening between the �ller and the extration site. If there is a long distanedependeny between the node a and d in the tree in Figure 1.4, this information willbe loal to the nodes b and  sine it passes through their mothers (C and B). Given a



1.4. SYNTACTIC STRUCTURES 17mixed left- and right-branhing tree struture as shown in Figure 1.5, a long distanedependeny between a and d will not be loal to the nodes b and , sine it does notpass through their mother (C). In a right-branhing tree struture as shown in Figure1.6, the information that there is a long distane dependeny between the nodes a andd, is again loal to the nodes b and , sine it passes through their mothers B and C.In some languages (Sag (2005) mentions among other languages Chamorro and Irish),long distane dependenies are registered by verbs or omplementizers. This indiatesthat suh onstituents have loal aess to long distane dependenies.The left-branhing strutures allow for inremental parsing, with a bottom-up, left-to-right parsing strategy. The nodes of the tree in Figure 1.4 are then enumerated in theorder shown in (15a). Also right-branhing strutures (often used in GB/Minimalism)allow for inremental parsing, if they are parsed with a left-orner parsing strategy.The nodes of the tree in Figure 1.6 are then enumerated in the order shown in (15b).Mixed left- and right-branhing tree strutures (used in LFG and HPSG) do not lendthemselves to inremental parsing in the same way sine these kinds of strutures requirestorage proportional to the height of the tree. (I will return to parsing strategies inSetion 5.2.)(15) a. a, b, C, , B, d, Ab. a, A, b, B, , C, dGiven the left-branhing strutures assumed in this thesis,12 the traditional notionof a syntati onstituent, is not appliable. What traditionally is oneived of as asyntati onstituent (a word or a phrase whih an be replaed by a pronoun, whih anbe fronted, or whih may be possible to oordinate) is rather re�eted as a onstituentin the Basi Relation Representation. Syntati strutures in this thesis are to a largepart determined by the exo-skeletal nature of the grammar. A main verb may forexample be regarded more as a modi�er than as the syntati head of a lause. Aomplementizer may form a onstituent together with the matrix lause, rather thanforming a onstituent together with the rest of the subordinate lause. The syntatistrutures re�et how words and phrases ombine and form new onstituents, but asmentioned, these onstituents are not neessarily onstituents in the traditional sense.12There are some ases where the left-branhing tree strutures are not employed in the analyses,like in PPs and some ases of oordination, but these ases have not been the fous of my study. I willalso make use of a stak in order to aount for embedded lauses. This implies that parsing will notbe fully inremental.



18 CHAPTER 1. INTRODUCTIONRather, they an be seen as the history of ombinations of words and phrases of asentene.The grammar formalism I am presenting in this thesis borrows ideas from severalgrammatial theories, inluding HPSG, Constrution Grammar, LFG, and GB. The fatthat the grammar is a typed feature struture grammar and designed for bottom-uphart parsing (Kay, 1986), is due to the fat that it is implemented with the LKBsystem (Copestake, 2002). Sine the formalism was developed from the GrammarMatrix (Bender et al., 2002), the terminology used to represent grammatial objets isto a large degree taken from HPSG.The idea of one lexial entry per stem (and no lexial rules) and that onstrutionshave meaning independent of the words that appear in them is inspired by ConstrutionGrammar, but while onstrutions in my grammar formalism an be deomposed intosubonstrutions, onstrutions in Constrution Grammar are seen as entities thatannot be analyzed further (see Setion 2.4).As already mentioned, the grammatial relations assumed to hold between aprediate and its arguments an be ompared to the grammatial relations used inLFG, but there is no one to one orrespondene.Apart from apparent similarities to HPSG, Constrution Grammar, and LFG,the grammar formalism is maybe best oneived of as a monostratal variant of GB(Chomsky, 1986) where surfae grammatial relations, deep grammatial relations,and movements are represented at one level. Movement to the spei�er position ofC (aounting for wh-movement/long distane dependenies in GB) is aounted for bymeans of the perolation of a feature slash as in HPSG (but as I will show in Setion6.9, the approah in this grammar formalism di�ers in several respets to the approahesin HPSG). Movement to an argument position as assumed in ases where an argumentreeives themati role from one verb and ase from another verb (aounting for raisingonstrutions and small lauses in GB) is not possible. Instead, the grammar formalismallows for an argument to be realized twie in these ases. This orresponds to assumingan argument similar to PRO in GB. (See disussion in Setions 6.7.4 and 9.5.2.) Passiveis aounted for by assuming that what orresponds to the external argument in GBis realized by the passive auxiliary or the passive morpheme (see Setion 7.1). Theformalism does not imply anything orresponding to head movement in GB (V to Tand/or T to C movement), but ertain positions orrespond to C, T, and V, and theategories appearing in these positions are assumed to originate in this positions (see



1.5. LAYOUT OF THE THESIS 19Setion 9.3).The left-branhing tree strutures result in tree strutures ompletely di�erent fromthe right-branhing strutures known from GB (and from syntati strutures in anyother theory, exept perhaps from CCG), and onstituents in the traditional senseare not formed. Still, given the di�erent parsing strategies assoiated with the twoapproahes (a bottom-up, left-to-right parsing strategy in the approah presented in thisthesis vs. a left orner parsing strategy argued to be appropriate for GB (see Setion5.2)), preterminals are enumerated in the same order. This will be demonstrated inChapter 9.1.5 Layout of the thesisThe �rst part of the thesis inludes Chapters 2�4 and deals with argument struture.In Chapter 2, I introdue some entral notions in the disussion around argumentstruture, suh as unausativity and unergativity, valene alternations and voie. Idisuss how HPSG, LFG, Constrution Grammar, and three versions of Minimalismdeal with argument struture. I look at how muh argument struture informationthe theories assume is present in the lexion, and how muh they assume an beredued to syntax, and I situate the theories on a sale lexialist <�> non-lexialist(or endo-skeletal <�> exo-skeletal). In Chapter 3, I go through a number of thevalene alternations and onstrutions presented in Levin (1993), and show how thesealternations an be aounted for syntatially with the �ve subonstrutions that Iam assuming. I will present the Basi Relation Representations (BRRs) that areemployed in the grammar. In Setion 3.5, I suggest four basi sign types whih representthe realization of the �rst four subonstrutions. I show how di�erent syntatiinstantiations of the subonstrutions inherit from the basi signs. In Chapter 4, I showhow valene an be represented in a grammar formalism where argument struture anbe inferred from funtional signs. I introdue four valene features, one for eah ofthe �rst four subonstrutions. These will arry positive and negative values, re�etingwhether the argument is realized or not. Further, I introdue a hierarhy whih allowsme to give a ompat representation of possible onstrutions for a lexeme. I give someexamples of lexial entry types, and present methods for expanding the lexion. FinallyI ompare my approah to a lexialist version of the grammar, the Robust AurateStatistial Parsing (RASP) system, and other Norwegian omputational resoures.



20 CHAPTER 1. INTRODUCTIONThe seond part of the thesis inludes Chapters 5�10. In this part I show how anexo-skeletal grammar may be strutured. I present analyses of a range of linguistiphenomena. Chapter 5 gives a preliminary introdution to the syntati strutures Iam assuming. I will present some methodologial onsiderations onerning linguisti,oneptual, and omputational aspets of the approah. In Chapter 6, I present thebasi syntati interior of a grammar for Norwegian. I suggest six main kinds of rules.First, the valene rules, whih realize the �rst four kinds of subonstrutions. Seond,the �ller rule, whih �lls in the extrated onstituent. Third, the merge rule, whih forexample ombines a projetion headed by a omplementizer or an auxiliary with themain verb. Forth, the subordination rules, where embedded lauses are entered. Fifth,the lause boundary rules, whih mark the boundary of the lauses. Sixth, the modi�errules, whih let a modi�er modify a head projetion. The hapter gives analyses ofmain lauses, subordinate lauses, relative lauses and in�nitival lauses. There is alsoa setion on long distane dependenies. In Chapter 7, I present analyses of passiveand presentation. In Chapter 8, I present four kinds of oordination in Norwegian, andargue that it is an advantage to use an exo-skeletal grammar in for example the analysisof oordination of Vs. In Chapter 9, I ompare the analysis presented in Chapter 6 withGB, and use the omparison to illustrate how syntati strutures of basi lauses inEnglish an be aounted for. In Chapter 10, I present an analysis of sentene adverbialsin Norwegian in light of the analysis presented in Chapter 6.Appendix A has information about the Norsyg grammar, where the analysispresented in this thesis is implemented. Appendix B has information about an Englishand a German demo grammar, whih I have developed in order to illustrate how theanalysis an be extended to other languages. All the Norwegian and English examplesin this thesis are gathered in the �les `ex.items' and `eng-ex.items', distributed withNorsyg, and the results of bath parses of these sentenes with the Norsyg grammar andthe English demo grammar are given in Appendix C. Basi Relation Representations(BRRs) of all analyses onduted with the Norsyg grammar and with the English andGerman demo grammars are given in Appendix D.
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Chapter 2Argument struture in HPSG, LFG,Constrution Grammar, andMinimalism
2.1 IntrodutionIn this hapter I will look at how HPSG (Head-Driven Phrase Struture Grammar), LFG(Lexial Funtional Grammar), Constrution Grammar, and three approahes withinMinimalism treat argument struture and valene alternations. The three Minimalistapproahes are Hale and Keyser's Prolegomenon to a Theory of Argument Struture,Ramhand's �First Phase Syntax� and Borer's neo-onstrutionist approah. I havehosen three Minimalist approahes that span from a lexialist approah to argumentstruture to a strit non-lexialist approah to argument struture. I will present howthe theories aount for the most basi argument frames of intransitive verbs (bothunergative and unausative), transitive verbs, and ditransitive verbs. I will also showhow they do valene alternations like passive, the ausative/inhoative alternation andresultative onstrutions.1 I aim at situating the frameworks on a sale lexialist �non-lexialist by lassifying them with regard to three main riteria:1Studies by Boguraev and Brisoe (1989) and Manning (2003) show that it is di�ult to give goodriteria for when valene alternations an apply. Corpus evidene presented in Bangalore and Joshi(1999) shows that lexial items on average are assoiated with as many as 47 supertags, whih arebundles of phrase struture information and dependeny information.23



24 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISM1. Variable behavior verbs2 � Whether the alternation between unausativity andunergativity of the same verb is treated as part of the lexion or as part of thesyntax.2. Valene alternations � Whether alternations suh as the di�erene in arity,3the ausative/inhoative alternation, the dative alternation, the spray/loadalternation and the resultative onstrution are aounted for lexially orsyntatially.43. Voie � Whether ative, passive and middle voie is treated lexially, or as a partof the syntax.Generally speaking, frameworks like HPSG and LFG will be shown to lassify mostlyas lexialist with regard to all three riteria. The Minimalist frameworks I will beonsidering di�er with regard to the three riteria. Before I disuss the frameworks indetail, I will present some linguisti notions that I will use in this setion. Muh of thematerial I present is taken from or inspired by Levin (1993). I will onsider argumentframes that our in Norwegian and English.2.1.1 Unergative and unausative verbsThe di�erene between unergative and unausative verbs has been an issue in linguistisfor a long time (see Jespersen (1924, 164-167), Fillmore (1968), Perlmutter (1978) andLevin and Hovav (1995)).Unergative (or �real� intransitive) verbs are verbs like smile, laugh and sing. Theseverbs may passivize in Norwegian. They an not transitivize in the sense that a auseris added to the event. This is illustrated by (16) where (16a) is grammatial and (16b)is ungrammatial.(16) a. The man smiled.b. * Mary smiled the man. (On the interpretation that Mary aused the man tosmile)2I have taken this notion from Borer (2005b, 30-46).3By di�erene in arity I mean whether a verb an shift between intransitive and transitive, andtransitive and ditransitive.4Variable behavior is not treated as part of valene alternations sine variable behavior in sometheories annot be aounted for by means of one root/lexial item, while in other alternations it an.This makes the lexialist � non-lexialist distintion more �ne-grained.



2.1. INTRODUCTION 25Unausative verbs on the other hand are intransitive verbs like arrive, die and fall.These verbs annot passivize. An intuition behind this group of verbs is that theirargument orresponds to the objet of a transitive lause. If we inlude the intransitiveversions of verbs like break, widen, and rak to the unausative verbs, we see that theseverbs may transitivize by adding a auser, as illustrated in (17) where the auserMary isadded in (17b). The objet of the ausativized version orrespond to the subjet in theintransitive version. This phenomenon is often referred to as the ausative/inhoativealternation.(17) a. The glass broke.b. Mary broke the glass.It is possible for an unergative verb to have an objet added while maintaining thesemanti role of the subjet as illustrated in (18a). An objet like a big smile in (18a)is usually referred to as a ognate objet. Unausative verbs on the other hand annothave suh objets, as (18b) illustrates. In order for (18b) to be grammatial, the subjetannot be the argument that is being broken, as it is in (17a).(18) a. Mary smiled a big smile.b. * The glass broke a rak. (On the interpretation that the glass is breaking)Some verbs are ambiguous between an unausative and an unergative reading, likedrip in (19). Either the subjet is the soure of the dripping, as in (19a) (unergativereading), or the subjet is what is dripping, the theme, as in (19b) (unausativereading). These verbs, as said above, are alled variable behavior verbs.(19) a. The roof drips.b. Water drips (from the roof).Data suh as those presented in examples (16)-(18) have made linguists proposethat the syntati subjet of an unausative verb as in (17a) is really an underlyingobjet or internal argument of the verb, sine this argument funtions as objet if aauser is added as in (17b) (see for example Fillmore (1968); Perlmutter (1978)).2.1.2 Other alternationsTransitive verbs and unausative verbs an have the resultative onstrution, asillustrated in (20) and (21). In the resultative onstrution a prediative element



26 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISM(typially a PP or an adjetive) prediates over the �underlying objet�. In (20b),the prediative element prediates over the objet of an ative transitive verb, andin (21b), it prediates over the subjet of an unausative verb. An unergative verb(whih does not have an underlying objet) an not express the resultative onstrution,as illustrated in (22).(20) a. John hammered the metal.b. John hammered the metal �at.(21) a. The river froze.b. The river froze solid.(22) a. The man smiles.b. * The man smiles happy. (On the interpretation where the man beomeshappy)Some overtly transitive verbs like eat, read and paint may have an understood objetthat may or may not be expressed, as illustrated with the pair in (23). This is one formof alternation in arity.(23) a. John ate the apple.b. John ate.The dative alternation is an alternation between a ditransitive verb, as in (24a),and a transitive verb with a PP omplement, as in (24b). The indiret objet ofthe ditransitive verb (Mary) orresponds to the prepositional objet of the transitiveverb. The indiret objet of the ditransitive verb must be something that an take thediret objet into its possession. This interpretation is not neessarily present for theprepositional objet of the transitive verb (see Pinker (1989, 48)).(24) a. John gave Mary an apple.b. John gave an apple to Mary.The spray/load alternation is an alternation between two transitive verbs with a PPomplement. In one variant the objet is the argument whose loation is hanged, andthe PP is the new loation (see (25a)). In the other variant the objet is the loationand the prepositional objet is the argument that has hanged loation (see (25b)).



2.1. INTRODUCTION 27(25) a. John loaded hay onto the wagon.b. John loaded the wagon with hay.2.1.3 VoieEnglish has ative, passive, and middle voie, as illustrated in (26).5(26) a. The buther uts the meat.b. The meat was ut (by the buther).. The meat uts easily.The transitive verb ut an be the main verb of lauses with all three voies. (26a)is an ative sentene. So far in this setion all sentenes have been ative. (26b) is apassive sentene. Passive is usually either periphrasti, as in English (passive auxiliary+ past partiiple) or morphologial (marked with an a�x on the main verb). Whena lause is passive, as in (26b), the subjet of the orresponding ative lause (in thisase the buther) is expressed in an optional PPby . Some other element is realized asthe subjet. In English, this will be the objet that in ative is losest to the verb(i.e. the meat in (26b)). Even though the agent may not be expressed, there is still anotion of some auser of the situation expressed. In this sense, passive sentenes di�erfrom sentenes with unausative verbs (see (17a)) where there is no notion of a auser.((17a) does not onvey that the breaking event is aused by anyone or anything, it justhap pended.)(26) is a sentene with middle voie. A sentene with middle voie has no partiularmarking in English exept that it usually ontains an adverb like easily in (26).6 Thesubjet of the orresponding ative lause (the buther) is not expressed. Still there isa notion of ausation, whih is not present in the unausative lause. Compare for5I here hange perspetive and present voie as a property of lauses, rather than a propertyinherent to verbs. I ould also have taken the lause perspetive for the alternations I have presentedin the previous setions, but sine most of the literature seems to treat these alternations as lexialalternations, rather than as syntati alternations, I have used the lexial perspetive.6Norwegian does not have middle voie. Instead of middle, the sequene let + re�exive + mainverb is used as in (xxvii). Languages like Spanish and Russian mark middle with a re�exive su�x.(xxvii) Studietstudy-def larlets segitself letteasily kombinereombine medwith ena jobb.job`The study ombines easily with a job.'



28 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMexample The up broke with The up broke easily. In the latter example there is anotion of something external to the up that made it break, while this notion is notavailable in The up broke.Having skethed the intuitions behind verb alternations and voie, I now proeed toa disussion of di�erent theoretial frameworks and how they relate to the phenomenaI have presented.2.2 HPSGIn HPSG, the argument frame of a verb is to a large extent determined when the verbenters the syntax. A lexial item is a sign onsisting of phonologial, syntati andsemanti information, as illustrated in Figure 2.1.7
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Figure 2.1: Lexial entry for the verb admireThe phonologial information is usually represented as a list of strings (see the valueof phon in Figure 2.1) The syntati information is represented as a feature strutureas value of the feature at. The semanti information is represented as the value ofont.8 The verb admire is transitive, and this is re�eted on the valene lists subjand omps.9 The subj list ontains an NP (the subjet) and the omps list ontains7There are di�erent naming onventions for features in HPSG. I will be using the ontology offeatures that is used in Pollard and Sag (1994), Chapter 9. These features are also used in the EnglishResoure Grammar (ERG) Flikinger (2000).8In parts of the literature the features syn and sem are used instead of at and ont.9In my presentation of HPSG I use the valene features subj and omps as in Borsley (1996).In parts of the HPSG literature, there is only one valene list, subat (e.g. Pollard and Sag (1994)(Chapter 1-8), Müller (2002)), while in other parts of the literature the feature arg-st (or arg-s) hasas value the onatenation of the subj list and the omps list Manning (1996) and Sag et al. (2003).



2.2. HPSG 29an NP (the objet). They are o-indexed with the �rst and the seond argument of theprediate respetively.10 11An intransitive verb like smile has an empty omps list, and only one semantiargument as shown in Figure 2.2.
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Figure 2.2: Lexial entry for the verb smileA ditransitive verb like give has two elements on the omps list and three semantiarguments as shown in Figure 2.3. The �rst element on the omps list is the indiretobjet and the seond element on the omps list is the diret objet. The diret objetis linked to the seond argument and the indiret objet is linked to the third argument.Passive is usually aounted for with a lexial rule (Pollard and Sag (1994), Saget al. (2003)). In Figure 2.4, I show a simpli�ed version of what the passive lexial rulemay look like. What omes before the arrow, is the input to the lexial rule and whatomes after, is the output. As an be seen, the �rst omplement of the input lexeme (1)is the subjet of the output. The rest of the omplement list (2) of the input lexemebeomes the omplement of the output. This means that a passive lexeme is derivedfrom an ative lexeme.Alternatives to this approah are suggested for German in Kathol (1994), Pollard(1994) and Müller (2007, 272-273), where the passive auxiliary determines therealization of the arguments of the past partiiple, and there is no need for lexial10It is an HPSG onvention that lowered subsripts, as those attahed to the NPs in Figure 2.1,abbreviate a link to the semanti index.11There are di�erent onventions for displaying semanti information. In some approahes featureslike admirer and admiree are used (e.g. Pollard and Sag (1994) and Sag et al. (2003)), and inother approahes themati roles like agent, theme and experiener are used (Müller (2002)). Iwill follow the onvention in Copestake et al. (2005) with argument names like arg1, arg2, arg3and arg4. To a ertain degree, these argument names orrespond to the syntati relations that areexpressed by the subonstrutions assumed in this thesis.
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Figure 2.3: Lexial entry for the verb give
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Figure 2.4: Passive lexial rulerules.Other verb alternations are aounted for with lexial rules (Sag et al. (2003, 262-263), Müller (2002, 240-247) and Davis (2001, 274)). The lexial rule for deriving atransitive resultative verb from an intransitive unergative verb may look as in Figure2.5.12














at |val



subj 〈

1

〉omps 〈〉ont |restr〈

[arg1 2

]

〉















⇒



























at |val





subj 〈

1 NP 2

〉omps 〈

2 NP 3 , AP/PP 4

〉





ont |restr〈









arg1 2arg2 3arg3 4









〉

























Figure 2.5: Resultative lexial ruleWhat is displayed in Figure 2.5 is that an NP and a PP or AP are added to theomps list of the output verb, and that two semanti arguments are added as well.The result state is linked to the third argument.12The lexial rule in Figure 2.5 is based on the resultative lexial rule for unergatives in Müller (2002,241).



2.3. LFG AND THE LEXICAL MAPPING THEORY 31Sag et al. (2003, 262-263) suggest to aount for also dative alternation and loativealternations with lexial rules.The HPSG literature also has approahes to valene alternations that make less useof lexial rules. In ase of verbs like eat, that may have unexpressed objets, the objetmay be onsidered optional, as suggested in Flikinger (2000, 22-24).Riehemann (2001, Chapter 7) employs a type hierarhy with a type stem on thetop and possible versions of stems as subtypes. At the bottom of the hierarhy aretypes for fully in�eted linguisti objets (see Riehemann (2001, 264)). Between thetype stem and the linguisti objet types, are generalizations over linguisti objets.The approah laims to make it possible to avoid the use of lexial rules. Instead, astem an undergo omplex type onstraints as it is fored down the hierarhy. The typeonstraints an be reursive so that more than one a�x an be added. Type resolutionmakes sure that linguisti objets are bottom types in the hierarhy. Riehemann'sapproah relies on omplex type onstraints and type resolution, whih are powerfulmehanisms and not available in the LKB system. It is di�ult to see whether thisapproah is better than a lexial rule approah sine this approah seems to have thesame omplexity in the type system as an ordinary HPSG approah has in the lexialrules. Sine the approah uses type resolution, words must be fully spei�ed when theyare ombined with other words/phrases. So there is no way to delay the deision ofwhih argument frame a word has in ase of valene alternations where no in�etionis involved (e.g. the dative alternation in English). In the approah taken in thisthesis, the type hierarhy is also playing a ruial role, but while Riehemann uses thetype hierarhy to allow for underspei�ed lexial entries and fores words to be fullyspei�ed, I allow both for underspei�ed lexemes and underspei�ed words, and let thesyntax help onstrain the argument frame. This delays the deision on whih argumentframe a word has until the syntati ontext has been made available to the word.Also the formal apparatus di�ers. In the approah taken in this thesis, omplex typeonstraints and type resolution are not employed.2.3 LFG and the Lexial Mapping Theory (LMT)In this setion I will sketh the theory for mapping semanti arguments onto syntatifuntions proposed in Bresnan (2001, 302-321) and Dalrymple (2001, 195-215). Thismapping takes plae in the lexion and gives an aount of valene alternations without



32 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMusing lexial rules or multiple lexial entries.LFG assumes an argument struture (a-struture) whih onsists of a prediator andits argument roles. These roles are assoiated with a feature [±r℄ or [±o℄ and orderedwith regard to the themati hierarhy in (28):(28) Themati Hierarhy:agent ≻ bene�iary ≻ experiener/goal ≻ instrument ≻ patient/theme ≻ loativeAording to the Lexial Mapping Theory the verb pound has the a-struture in(29).(29) pound < x y >[�o℄ [�r℄Here, pound is the prediator, and x and y are its two argument roles. The x is theagent role, and omes �rst in the a-struture sine agent is the most prominent role inthe Themati Hierarhy. The y is the patient role.The [±r℄ and [±o℄ features determine what syntati funtion the argument rolesget. [±r℄ says whether the syntati funtion is restrited or not. [±o℄ says whether asyntati funtion is objetive or not. With these two features the syntati funtionsan be grouped into four lasses, subj, obj, objΘ and oblΘ:(30) �r +r�o subj oblΘ+o obj objΘsubj is the subjet of the lause. In English, obj is the �rst objet of the lause(the diret objet in a transitive lause or the indiret objet in a ditransitive lause).objΘ is in English the seond objet of a lause (the diret objet of a ditransitivelause). oblΘ is an argument whih is not a subjet and not an objet, for example aPP omplement.As an be seen in the a-struture of pound, the x and the y have only one featureinstantiated. The x is [−o] and the y is [−r]. So the syntati funtions are not yetdetermined. This is done with the help of a ouple of mapping priniples. The �rstmapping priniple says (i) that the most prominent role in the a-struture, marked with
[−o], beomes the subjet. (31a) is an example of this. But (ii) if there is no suh [−o]role, a non-agentive role marked with [−r] will beome the subjet. (31b) is an example



2.3. LFG AND THE LEXICAL MAPPING THEORY 33of this. The seond priniple deals with the mapping of the rest of the arguments. Iwill not go further into how this is done here (see Bresnan (2001, 309-311)).(31) a. John pounds the metal.b. The metal was pounded.Given the a-struture of pound and the �rst mapping priniple, we see that the �rstargument role x will be mapped to subj sine it is the most prominent role and hasthe [−o] feature. The seond priniple will map the seond argument role y onto theobj funtion. Syntati funtions are represented in f-struture, whih serves as a linkbetween the argument struture and expression struture (-struture) (Bresnan, 2001,9-10).(32) transitive:a-struture: pound < x y >[�o℄ [�r℄f-struture: subj objHowever, if a semanti argument is not marked with a positive restrited/ objetivefeature, it may be possible to �suppress� it. This happens in passive, where the mostprominent role is suppressed. As (33) shows, the role with the [−r] feature will berealized as subjet (due to the seond part of the �rst mapping priniple).
(33) passive:a-struture: pound < x y >[�o℄ [�r℄Øf-struture: subjIn alternations where an understood objet is not realized (�understood objetalternations�), an argument role (patient or theme) marked with [−r] is suppressed:
(34) understood objet:a-struture: eat < x y >[�o℄ [�r℄Øf-struture: subj



34 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMUnausatives are assumed to have one semanti argument whih has the [−r]feature. This argument will be mapped to the subj funtion due to the seond part ofthe �rst mapping priniple and the fat that every prediator must have a subjet, asshown in (35).(35) unausative:a-struture: freeze < x >[�r℄f-struture: subjDitransitive verbs have a mapping as in (36).(36) ditransitive:a-struture: give < x y z >[�o℄ [�r℄ [+o℄f-struture: subj obj objΘAs (36) shows, ditransitives have three argument roles. In English, only one rolean have the [−r] feature, and it is given to the primary patient-like role. In (36), thisis the reipient y. The lower patient role (aording to the themati hierarhy in (28))z gets the feature [+o].In passive, the semanti role with the [−r] feature is mapped to the subj funtion(seond part of the �rst mapping priniple). This is illustrated in (37). This preventsthe diret objet of a orresponding ative ditransitive verb to beome the subjet inpassive, whih is usually judged as ungrammatial in English.
(37) passive of ditransitive:a-struture: give < x y z >[�o℄ [�r℄ [+o℄Øf-struture: subj objΘIt is possible for one form an be both intransitive, transitive, and ditransitive.Bresnan (2001) uses the verb ook as an example. When used transitively andintransitively the verb has the a-strutures in (38) and (39). As is shown, the intransitivevariant has an a-struture with two roles where one argument y is suppressed.



2.3. LFG AND THE LEXICAL MAPPING THEORY 35
(38) transitive:a-struture: ook < x y >[�o℄ [�r℄f-struture: subj obj
(39) understood objet:a-struture: ook < x y >[�o℄ [�r℄Øf-struture: subjWhen ook is used ditransitively, it gets another prediator ook-for, and the numberof argument roles inreases with one as illustrated in (40).
(40) ditransitive:a-struture: ook-for < x y z >[�o℄ [�r℄ [+o℄f-struture: subj obj objΘThis means that the verb ook needs two a-strutures. Sine a-strutures areprojeted from the lexial semantis, this seems to suggest that there are two oneptsook.(41) has examples of ative and passive ditransitives in Norwegian. In ative, theagent role is linked to subj (see (41a)), while in passive both the most prominentpatient-like role (ative indiret objet) (see 41b) and the less prominent patient-likerole (ative diret objet) (see (41)) an be mapped to subj. This is also pointed outin Lødrup (1995, 323�325). In addition an expletive det may funtion as subjet (see(41d)). In order to allow both the patient-like roles to be mapped to subj one ouldlet both of them have the [−r] feature required by the seond part of the �rst mappingpriniple as illustrated in (42).(41) a. JonJon overrekkerhands KariKari totwo bananer.bananas`Jon hands Kari two bananas.'



36 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMb. KariKari blirbeomes overrakthanded totwo bananer.bananas`Kari is handed two bananas.'. ToTwo bananerbananas blirbeomes overrakthanded Kari.Kari`Kari is handed two bananas.'d. DetIt blirbeomes overrakthanded KariKari totwo bananer.bananas`Kari is handed two bananas.'(42) ditransitive:a-struture: overrekke < x y z >[�o℄ [�r℄ [�r℄But this ould ause problems, sine it now should be possible to suppress the lessprominent patient role, and we ould generate lauses with an agent role and a reipientrole, whih would be very odd or ungrammatial, as illustrated in (44).(43) ditransitive:a-struture: hand < x y z >[�o℄ [�r℄ [�r℄Ø(44) ??/* JonJon overrekkerhands Kari.Kari (On the interpretation that Kari is a reipient)Another possibility would be to hange the seond part of the �rst mapping prinipleso that it also allowed for [+o] argument roles to be mapped to subj. This would be abit strange sine [+o] means objetive.Lødrup (2000) and Lødrup (2004, 10-11) points out that in Norwegian it is possibleto have a presentational onstrution with an expletive (det) funtioning as subjet ifthere is no agent role mapped to subj (see (45a)). He also shows that an agent rolean funtion as objet (see (45b)). This is a hallenge to the �rst lexial mappingpriniple that requires that an agent is mapped to subj, and if there is no agent, themost prominent patient role is mapped to subj.



2.4. CONSTRUCTION GRAMMAR 37(45) a. Detit forsvantdisappear-Past ena myntoin iin gresset.grass-Def (theme [�r℄)`A oin disappeared in the grass.'b. Detit lekteplay-Past noensome barnkid-Pl iin gresset.grass-Def (agent [�r℄)`Some kids played in the grass.'2.4 Constrution Grammar (CG)While frameworks like HPSG and LFG are mainly lexialist, Constrution Grammar(Fillmore et al., 1988; Kay and Fillmore, 1999; Goldberg, 1995) lets the syntax play amore important role. Goldberg (1995) gives a number of phrasal onstrutions thatindependent of the lexial meaning of the words an be said to have a meaning.Examples of suh onstrutions are:i) The English Ditransitive Constrution (see (46)), whih has the following syntatiative struture: [SUBJ [V OBJ OBJ2℄℄,ii) The English Caused-Motion Constrution (see (47)), whih has the followingsyntati ative struture: [SUBJ [V OBJ OBL℄℄,iii) The English Resultative Constrution (see (48)), whih has the followingsyntati ative struture: [SUBJ [V OBJ OBL℄℄, andiv) The Way Constrution (see (49)), whih has the following syntati ativestruture: [SUBJi [V [POSSi way℄ OBL℄℄(46) Sally baked her sister a ake. (Goldberg, 1995, 141)(47) They laughed the poor guy out of the room. (Goldberg, 1995, 152)(48) He talked himself blue in the fae. (Goldberg, 1995, 189)(49) Frank dug his way out of the prison. (Goldberg, 1995, 199)Typial for verbs appearing in these onstrutions is that their argument frames arenot neessarily preditable from the verb's semantis. In Constrution Grammar, theargument frames an be ontributed by the onstrutions, and the meaning is omposedby the verb's semantis and the onstrution it appears in. There is no need to assume



38 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMseveral verb meanings for the same stem in order to aount for a verb with more thanone possible argument frame.The notion of non-ompositionality is entral in Constrution Grammar.Construtions as the ones just mentioned are argued to be semanti entities that annotbe analyzed further. Goldberg (1995, 4), gives the de�nition in (50) of a onstrution.(50) C is a onstrution i�def C is a form-meaning pair <Fi , Si> suh that someaspet of Fi or some aspet of Si is not stritly preditable from C's omponentparts or from other previously established onstrutions.This seemingly goes against the assumption made in this thesis, namely that eventsan be deomposed into underlying events. This is however not the ase. The twoapproahes fous on di�erent issues. While the underlying event analysis assumed inthis thesis allows for further interpretation of the event, settling on themati roles, or inthe ase of idiomati expressions, arriving at the meaning of the idiomati onstrution(both of whih would be out of the sope of this thesis), the Constrution Grammarapproah seems to get diretly at the most spei� meaning. This means that the BasiRelation Representation assumed in this thesis is more abstrat than the semantisassumed in Constrution Grammar. The fat that one interpretation of an abstratonstrution is unanalyzable, does not mean that the abstrat onstrution itself annotbe deomposed.The relation between the abstrat onstrutions assumed in this thesis and theConstrution Grammar onstrutions illustrated by the examples (46)�(49) an beoneived of in terms of a hierarhy as shown in Figure 2.6. In the approah takenin this thesis, the examples belong to two onstrutions types, the arg123-onstrutionand the arg124-onstrution. The English Ditransitive Constrution an be said to bean instane of the arg123-onstrution, and the English Caused-Motion Constrution,the English Resultative Constrution, and the Way Constrution an be said to beinstanes of the arg124-onstrution. (Constrution types like the arg123-onstrutionand the arg124-onstrution were brie�y mentioned in Setion 1.2. I will return toonstrution types and how they are omposed in Chapter 3)It is not quite lear how the onstrutions are realized in Constrution Grammar. InGoldberg (1995, 192) a resultative onstrution is realized as a ternary branhing rule(V OBJ OBL), and in Goldberg and Jakendo� (2004), the resultative onstrution isa phrase struture rule V NP AP/PP. However, in Sign-Based Constrution Grammar



2.5. GB/MINIMALISM 39onstrutionsarg123-onstrution arg124-onstrutionthe English the English the English the WayDitransitive Caused-Motion Resultative ConstrutionConstrution Constrution ConstrutionFigure 2.6: Norsyg and Constrution Grammar onstrution types(see Sag et al. (2003, Chapter 16)), a distintion is made between lexial and phrasalonstrutions, where lexial onstrutions orrespond to lexial rules in HPSG, andphrasal onstrutions orrespond to phrases in HPSG. Aording to Mihaelis (2005),the Caused-Motion onstrution does not speify the funtion of the agent and thetheme, sine the Ative or the Passive onstrution have to apply before the funtion ofthese roles are settled. The Caused-Motion onstrution has to apply before the Ativeor the Passive onstrution. Sine in some languages, passive is marked by means ofin�etion, the onstrution would need to be a lexial onstrution, and not a phrasalonstrution, as suggested by Goldberg.2.5 GB/Minimalism2.5.1 Passive in GB/MinimalismBefore I present the di�erent GB/Minimalist frameworks, I will take a brief look at howpassive is treated in GB/Minimalism. As in HPSG there are two diretions, one lexialand one syntati (assuming that the analyses of passive in German that I mentionedin Setion 2.2, are syntati).Aording to Chomsky (1981, 117-127) passive is a lexial proess. When a verb getspassive morphology the subjet's theta-role is absorbed, and (in most ases) one of thearguments inside the VP is not assigned Case. This fores the argument that did notget Case inside the VP to move to the subjet position. In English, the partiiple formis onsidered as passive morphology. The partiiple killed in John was killed assignsCase but not theta role to the subjet and theta role but no Case to the objet: [S [NP



40 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMe ℄ [V P kill NP* ℄℄.13 That fores the NP that gets the internal theta role, John, to moveto subjet position in order to reeive Case.The onsequene of this approah is that there are �ve versions of the partiipleoverrakt of the Norwegian ditransitive verb overrekke (`hand'). First, there is the ativeform: [S NP [V P overrekke NP NP ℄℄. Seond, there is a passive version where theindiret objet does not reeive Case (orresponding to (41b)): [S [NP e ℄ [V P overrekkeNP* NP ℄℄. Third, there is a passive version where the diret objet does not reeiveCase (orresponding to (41)): [S [NP e ℄ [V P overrekke NP NP* ℄℄. Forth, there isa version where both objets reeive Case (orresponding to (41d)): [S [NP e ℄ [V Poverrekke NP NP ℄℄. And �fth, there is an adjetival form whih I will not go into here.An alternative to this approah is to treat passive as an argument of the verb (seeJaeggli (1986), Baker (1988) and Åfarli (1992)). An element PASS is then assumed totake the external argument role of the verb. The external argument is, when present,the argument that is assigned nominative Case. But the PASS element does not takeCase. So sine the verb still has to assign nominative Case, some other element, thatis not an external argument, has to take the subjet position. This will be a syntatiproess, and not a lexial proess as in Chomsky (1981). If PASS is a verb internalargument, as suggested in Jaeggli (1986), Baker (1988) and Åfarli (1992), there will beone ative partiiple and one passive partiiple. Given that the passive argument hasits origin in the syntax, as suggested in Åfarli (2006), there only has to be one versionof the partiiple overrakt (`handed').2.5.2 Hale and Keyser's theoryAording to Hale and Keyser (1993) and Hale and Keyser (2002), argument struturean be represented as a tree struture that is omposed by ertain substrutures. Thesesubstrutures are given in Figures 2.7-2.10.14 Examples ome below.The struture in Figure 2.7 represents a head that takes a omplement, but nospei�er. In English, these strutures are assoiated with the ategory V (verb). Thestruture in Figure 2.8 shows a head that takes both a omplement and a spei�er. InEnglish, these strutures are usually assoiated with the ategory P (preposition). Thestruture in Figure 2.9 shows how a omplement Comp lienses a spei�er Spe on the13[NP e ℄ means that Case, but no theta role is assigned, and NP* means that a theta role, but noCase is assigned.14The struture in Figure 2.7 is the abbreviated version from page 159 in Hale and Keyser (2002).



2.5. GB/MINIMALISM 41HeadHead CompFigure 2.7: Only Comp HeadSpe HeadHead CompFigure 2.8: Comp and SpeHead*Spe Head*Head* CompFigure 2.9: Adding Spe toa struture with Comp
HeadFigure 2.10: No Comp orSpe

head that takes Comp as a omplement. In English, these strutures usually appearwhen an adjetive is taken as omplement. The atomi struture in Figure 2.10 takesneither omplements, nor spei�ers. These strutures ome with nouns. Argumentstrutures are onstruted by the substrutures in Figure 2.7-2.10.A transitive verb like make in He made a fuss, has the struture in Figure 2.11.15Here the struture from Figure 2.7 is employed with V as the head and DP as theomplement. The DP omplement a fuss beomes the objet in the ative lause.16The subjet he is not represented in the argument struture sine it is an externalargument. VVmake DPa fussFigure 2.11: Argument struture of makeFor intransitive verbs it is a bit di�erent. Here, the same struture is employed aswith transitive verbs, but instead of having a DP as a omplement, the root (R) of theverb beomes the omplement.The argument struture for the unergative verb bark is illustrated in Figure 2.12.Here the struture in Figure 2.7 is working, the struture where a head takes a15I inlude terminal strings in the tree representations in order to make them easier to read.16Hale and Keyser leave it open whether a verb is spei�ed for voie or not when it enters the syntax.



42 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMomplement. The R is the omplement. What will beome the subjet of bark isan external argument and is not represented in the argument struture.VV RbarkFigure 2.12: Argument struture of barkR deides whether the struture in Figure 2.9 may be employed or not. Thisstruture desribes a situation where a omplement Comp lienses a spei�er on thehead that takes it as a omplement. The Comp an be said to be parasiti on the headthat takes it as a omplement. In this way a monadi Comp struture (Figure 2.7) anombine with a Spe struture (Figure 2.9) to form a dyadi struture (Figure 2.8).Roots of unausative verbs like break enfore suh strutures, while roots of unergativeverbs like bark do not enfore them. So when the root break beomes the omplementof a V, it lienses a spei�er on the V, as illustrated in Figure 2.13. The argumentstruture of the intransitive version of break is a ombination of the struture in Figure2.7 and the struture in Figure 2.9. VDP VV RbreakFigure 2.13: Intransitive argument struture of breakThis di�erene in the root of bark and break aounts for the di�erent syntatienvironments that these two verbs an our in. Beause of the struture enforedby the root break, the verb now has an internal argument (in Figure 2.13 the DP),while bark does not. An internal argument is required for a V projetion to be takenas omplement of another V projetion. Sine break has an internal argument, a Vprojetion may take it as a omplement, as illustrated in Figure 2.14. This extraprojetion makes break transitive. bark does not have this option sine it does not havean internal argument.



2.5. GB/MINIMALISM 43V1V1 V2DP V2V2 RbreakFigure 2.14: Transitive argument struture of breakUnausative verbs like freeze and break an have the resultative onstrution.Instead of having the R as omplement as in Figure 2.15, they may instead take anadjetive as omplement as in Figure 2.16. The adjetive has the same ability as theroot of unausative verbs to require a spei�er on the projetion that takes it as aomplement. That is why the liquid here beomes an internal argument. And sinethere is a struture with a spei�er, the struture may get enapsulated inside anotherverb projetion whih transitivizes the verb (see Figure 2.17). The struture in Figure2.16 will realize the internal argument as subjet in English, as in (51a), while thestruture in Figure 2.17 will realize the internal argument as objet, as in (51b) if thesentene is ative.(51) a. The liquid froze solid.b. John froze the liquid solid.VDPThe liquid VV RfreezeFigure 2.15: Unausativeintransitive freeze
VDPThe liquid VVfreeze AsolidFigure 2.16: Intransitiveresultative freezeThe argument struture of ditransitive verbs onsists of three substrutures, two ofthe kind shown in Figure 2.8 and one of the kind shown in Figure 2.7. The result is astruture with three verb projetions and three internal argument positions. The verbmoves to V1 and DP2 moves to the framed DP.



44 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMV1V1 V2DPThe liquid V2V2freeze AsolidFigure 2.17: Transitive resultative freezeVV1 VDP VV2 VDP1bottle VV3give DP2babyFigure 2.18: Ditransitive give2.5.3 First Phase SyntaxRamhand (2008) advoates a more �exible lexion whih does not have the lexialstrutures assumed by Hale and Keyser, but rather some �seletional information thatonstrains the way lexial items an be assoiated with syntati struture� (Ramhand(2008, 3)). One is not supposed to make generalizations over argument struture in thelexion, but rather in the syntax.A lexial item is a bundle of phonologial, enylopedi and syntati information.The syntati information on the lexial item serves as the interfae between thephonologial/enylopedi information and the syntax. The fat that some verbs areonstrained with regard to what kind of omplements they take and what kind ofalternations they an enter, Ramhand sees as an argument for having this syntatiinformation in the lexial item.Ramhand argues that an event an be deomposed into three subevents, namely a



2.5. GB/MINIMALISM 45proess, whih is the ore of the event, a ausation event, whih initiates the proess,and a result event, whih omes as a result of the proess. An event may onsist of oneor more subevents, but the proess must always be present. Eah of these subeventshave a spei�er as indiated in Figure 2.19. Here the Initiator is the spei�er ofthe ause/initiation subevent (init). The Undergoer is the spei�er of the proesssubevent (pro). And the Resultee is the spei�er of the result subevent (res).initP (ausing projetion)DP3subj of `ause' init proP (proess projetion)DP2subj of `proess' pro resP (result projetion)DP1subj of `result' res XPFigure 2.19: First Phase SyntaxIt is possible for one referent to be assoiated with several roles. The intransitiverun for example has the same referent for both the Initiator and the Undergoerrole as shown in Figure 2.20. initPx initrun proP<x> pro<run> XPFigure 2.20: x runThe syntati information in the lexial entry for run is [initi , proi ℄. Sine the twosubevents are o-indexed, there an only be one argument. A transitive verb like kik



46 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMdoes not have this o-indexation, so there are two arguments. The lexial entry of atransitive verb has the syntati information [init, pro℄.An unausative verb likemelt does not have the initiator subevent, only the proesssubevent, so the lexial entry has the syntati information [pro℄, and the syntatistruture it is assoiated with is given is Figure 2.21.proPx promelt XPFigure 2.21: x meltedWhen verbs that do not have an initiating subevent spei�ed in the lexial entry,are ausativized (like melt in Figure 2.21), an invisible verb with an initiator as spei�ertakes the non-ausative verb as omplement, as in Figure 2.22.initPx initØ proPy promelt XPFigure 2.22: x melted yThe di�erene between ausativization in this framework and Hale and Keyser'sframework is that here the ausativization is a syntati proess, while in Hale andKeyser's framework it is a lexial proess. Sine ausativization is treated as a syntatiproess in Ramhand's framework, passive must also be a syntati proess, sine theexternal role of verbs like break is not projeted from the lexion. In Hale and Keyser'sframework, however, passive an either be a syntati or lexial proess, sine it isdetermined in the lexion whether a verb an have an external role or not.



2.5. GB/MINIMALISM 47Something similar to ausativization happens when a result is added to a verb thatdoes not have the result subevent like run. In a lause like Ariel run her shoes ragged,the adjetive ragged introdues the result subevent (res). The res head in this subeventis null (in English). The syntati struture is given in Figure 2.23.initPx initrun proPy pro<run> resP<y> resØ APraggedFigure 2.23: x ran y ragged2.5.4 Minimalism - Borer's neo-onstrutionist approahUnlike the approahes mentioned so far Borer's Exo-Skeletal approah (Borer (2005a)and Borer (2005b)) does not assume any syntati information present in open lexialitems like nouns, verbs and adjetives. They are only seen as modi�ers of an event thatis reated by the syntax.The ability of ertain word forms to our in a range of syntati positions isthe motivation behind the approah. She shows how for example most nouns anbe transformed into verbs and how verbs may enter many di�erent argument framesby oerion. She ontrasts this �exibility with the grammatial stritness that omeswith losed word lass items and grammatial formatives. If you use a determiner, theategory of the element the determiner is attahed to is �xed to noun. And if youuse a past tense su�x, you have a verb. Borer suggests that there are three ognitivemodules involved in the use of language:1. A oneptual system whih has non-grammatial onepts that are reated from



48 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMpereption and oneptualization. These an be seen as small oneptual pakageswith a phonologial index, but no grammatial ontent.172. A grammar omponent whih onsists of strutures and formal properties offuntional items. This omponent produes a grammatial struture that hasan interpretation.183. A omponent Borer refers to as `making sense', where the oneptual pakagesare mathed with the interpretation you get from the grammatial struture. Ifthe output from module 1 and 2 math, then it is grammatial, and if not, it isungrammatial.Sine all open lass lexial items ome without syntati information, the distintionbetween unergative and unausative verbs is due to di�erent syntati strutures. Inthis way it is possible to aount for all the uses of drip in (52) with only one lexialentry, simply beause the lexial item drip omes from the lexion with no syntatiinformation.(52) a. It drips.b. The roof drips.. The roof drips water.d. John drips mediine in the glass.e. John drips himself mediine.f. John drips himself mediine in the glass.g. Water drips.h. Water drips into the buket.In ases where a lexial item enters a syntati frame whih does not math theonept it enodes, Borer prefers to talk about oddity rather than ungrammatiality.So if one for example replaes drip with smile in (52), the result is a set of odd ratherthan ungrammatial sentenes as in (53).17This omponent orresponds to the (ideal) Lexion in my approah. However, in my appliation,I have inluded some grammatial ontent in the lexial entries in order to keep the searh spae at areasonable level.18This omponent orresponds to the notion of `strit syntax' in my approah.



2.6. COMPARISON 49(53) a. It smiles.b. The roof smiles.. The roof smiles water.d. John smiles mediine in the glass.e. John smiles himself mediine.f. John smiles himself mediine in the glass.g. Water smiles.h. Water smiles into the buket.2.6 ComparisonI have shown that the approahes disussed above situate themselves di�erently withregard to how muh information about argument struture is present on a lexialitem when it enters the syntax. On one side of the sale we have LFG's LexialMapping Theory and HPSG. In LFG and HPSG one assumes not only that thelexion spei�es a verbs arity, but also that the lexion ontains information aboutresultatives,19 suppressed arguments and voie (ative/passive).20 Hale and Keyser'sapproah is more moderate in that it appears to leave the ative/passive alternation andthe deision about what is realized as subjet, to syntati proesses, but informationabout ausativization, resultative onstrutions and ditransitivity is still present inthe lexion. In Constrution Grammar, phrasal onstrutions suh as the EnglishDitransitive Constrution and the English Resultative Constrution are assumed tohave meaning independent of the lexial meaning of the words, and words may beunderspei�ed with regard to whether they enter these onstrutions or not. Similarly,Ramhand's approah lets the lexial items arry little syntati information when theyare entered into the syntax. Verbs that have the ausative/inhoative alternation areunderspei�ed with regard to whether they have a ausative argument. Verbs that mayor may not have the resultative onstrution are underspei�ed with regard to this,19This was not made lear in Setion 2.3, but Bresnan (2001, 313) mentions that a resultativeprediate alters the a-struture and adds a resultative argument.20As I mentioned on page 29, there are some HPSG approahes to passive in German where thepassive auxiliary determines the realization of the arguments of the past partiiple, and the passivelexial rule is not needed.



50 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMand verbs that may be ditransitive are also underspei�ed with regard to this. Stillinformation about unergativity/unausativity is assumed to be present in the lexialitem. Finally, Borer's neo-onstrutionist approah laims that (open lass) lexialitems do not have any syntati information present at all. This makes it possible forone lexial item not only to enter all possible argument frames as a verb, but it analso end up as a noun or an adjetive.In Table 2.1, I have ategorized the di�erent frameworks with regard to whetherpassive is a lexial proess, whether other alternations suh as arity alternations, theausative/inhoative alternation, the dative alternation, the spray/load alternationand the resultative onstrution are treated as lexial proesses, and whether variablebehavior is spei�ed in the lexion.21Passive Other alternations Variable behaviorHPSG + +LFG (LMT) + + +Hale and Keyser + +CG (Goldberg) �Ramhand � � +Borer � � �Table 2.1: Overview of alternations that are represented lexially in di�erentframeworks2.7 Some methodologial onsiderationsIn the approah to argument struture taken in this thesis, I assume that the argumentstruture an be redued to grammatial relations. One motivation for doing this isto avoid the use of multiple lexial entries or lexial rules in order to aount for thedi�erent argument frames that a verb an enter. If one makes use of multiple lexialentries of lexial rules, one may end up with a large set of words with the same form,eah having their speialized argument frame that �ts with the syntati environment.The fat that there is no morphologial evidene to support the hypothesis that theargument frame of a word is �xed in the lexion (one form an our in several frames),suggests that argument struture is not �xed in the lexion. Or at least, that a ertaindegree of freedom is allowed with regard to the hoie of argument struture.21I have left the �eld open when it may be unlear whether the phenomenon is lexially spei�ed.



2.7. SOME METHODOLOGICAL CONSIDERATIONS 51I also assume that syntati strutures are binary, and that there are no onstraintson trees of depth greater than one. This makes it possible to aount for phenomenasuh as srambling, modi�er attahments, and omplex prediates with a small set ofrules. If syntati strutures are assumed to be �at (or if onstraints on trees are allowedto reah further than one node down), the rules may beome too tightly onneted topartiular word orders, and the amount of rules may beome unmanageable.2.7.1 Remarks to HPSGA methodologial problem with the non-in�eting lexial rules assumed in HPSG isthat there always has to be one lexial entry (with a partiular argument frame) thatother lexial entries an be derived from. Sine there is no in�etion, there is no wayto tell whih lexial entry that was �rst. In ase of the dative alternation, for example,one has to deide whether give in John gave a �ower to Mary is derived from give inJohn gave Mary a �ower or the other way around. To hoose one instead of the otherseems to be just a stipulation.222.7.2 Remarks to LFG/LMTThe Lexial Mapping Theory is suggested as an alternative to lexial rules in LFG. Withthe Lexial Mapping Theory, valene alternations an be aounted for by employingrelation hanges (see Bresnan (2001, 25-40)). The suppressions of argument roles ina-strutures are examples of suh relation hanges (see (33) and (34)). However, it isa bit di�ult to see the di�erene between using lexial rules and the employment ofrelation hanges. A lexial rule may alter the onditions a lexeme puts on its syntatienvironment. A relation hange an apply to a relation and thereby alter the onditionsthat a lexeme with this relation �nally puts on its syntati environment. Although in alexial rule, the onditions on the syntati environment are hanged more diretly, theresult is the same. One ends up with two versions of a word either way. For example,in the ase of passive in English, there is a distintion between a past partiiple anda passive partiiple. But the form (for example ooked) is exatly the same. So even22Sine the version with two NP objets is semantially more restrited (see Pinker (1989, 48)),one ould argue that it is derived from the semantially less restrited version with one NP objet.Another argument in favour of a lexial rule where the version with two NPs is the output, is thatBantu languages employ an appliative a�x to derive a verb that takes two NP omplements from averb that takes an NP and a PP omplement (see Baker (1988)).



52 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMthough there is no proof for it (suh as di�erent morphologial marking), the LFG/LMTtheory predits two distint words, exatly as a framework that employs lexial ruleswould do.The realizations of Grammatial Relations in LFG have ertain similarities to thesubonstrutions in the present work (see Setion 1.2, Chapter 3 and Setion 6.1). Thisis shown in (54) where LFG `sub-trees' mapping arguments to Grammatial Relationsare ompared to subonstrutions. Eah omparison is illustrated with one or moreexamples where the mapped argument is printed in boldfae. In (54a), the mapping ofan agentive argument to the Subjet GR in LFG orresponds to an arg1-sign. In (54b),the mapping of a patient/theme argument to the Subjet GR in LFG orresponds to anarg2-sign. In (54), the mapping of a bene�iary argument to the Subjet GR in LFGorresponds to an arg3-sign. In (54d), the mapping of a patient/theme argument to theObjet GR in LFG orresponds to an arg2-sign. In (54e), the mapping of a bene�iaryargument to the Objet GR in LFG orresponds to an arg3-sign. In (54f), the mappingof a goal argument to the Oblique GR in LFG orresponds to an arg4-sign. In (54g),the mapping of an instrument argument to the Oblique GR in LFG orresponds to anarg5-sign. And in (54h), the mapping of a propositional argument to the XCOMP GRin LFG orresponds to an arg2-sign.(54) Realization of LFG Gram-matial Relation LFG ArgumentRole Correspondingsubonstrution
a. SNP VP

↑SUBJ = ↓

agent arg1-signWe pounded the metal �at
b. SNP VP

↑SUBJ = ↓

patient/theme arg2-signThe metal was pounded �atThe river froze solid



2.7. SOME METHODOLOGICAL CONSIDERATIONS 53
. SNP VP

↑SUBJ = ↓

bene�iary arg3-signThe hildren were ooked supperd. VPV XP
↑OBJ = ↓

patient/theme arg2-signWe pounded the metal
e. VPV NP

↑OBJ = ↓

bene�iary arg3-signTo bananer blir overrakt Kari`Kari is handed two bananas'f. VPV XP
↑OBL = ↓

goal arg4-signThe glass was put on the tableg. VPV XP
↑OBL = ↓

instrument arg5-signThe ball was hit with a stikh. VPV VP

↑XCOMP = ↓

proposition arg2-signHe seems to agreeThe argument roles referred to in (54) are LFG argument roles. The table showswhat subonstrutions ertain grammatial realizations of argument roles in LFGorrespond to.



54 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISM2.7.3 Remarks to Constrution GrammarGiven that the onstrutions in Constrution Grammar are realized as phrasalonstrutions as presented in Goldberg (1995), the theory faes ertain hallenges,pointed out in Müller (2006). In order to aount for resultatives in onnetion withpermutations of SUBJ, OBJ and OBL, verb initial/verb �nal position, passive, middle,modal in�nitives and free datives in German, 218 onstrutions are required. Thisleaves out the treatment of adjunts and omplex prediates, whih ould make thenumber of onstrutions needed in�nite. Müller's ritiism presupposes that the phrasalonstrutions are either �at or that they involve onstraints on trees of depth greaterthan one. For the German subordinate lauses in (55), he assigns the strutures in (56):(55) a. daÿthat sothat grüngreen selbsteven JanJan diethe Türdoor nihtnot streihtpaints`that not even Jan would paint the door that green'b. daÿthat sothat grüngreen diethe Türdoor selbsteven JanJan nihtnot streihtpaints. daÿthat JanJan sothat grüngreen selbsteven diethe Türdoor nihtnot streihtpaintsd. daÿthat einea solhesuh Türdoor sothat grüngreen niemandnobody streihtpaints`that nobody paints suh a door that green'(56) a. [OBL SUBJ OBJ V℄b. [OBL OBJ SUBJ V℄. [SUBJ OBL OBJ V℄d. [OBJ OBL SUBJ V℄In the approah taken in this thesis, where onstrutions are deomposed intosubonstrutions (see Setion 1.2 and Chapter 3), this ritiism does not hold. Withdeomposed phrasal onstrutions, it possible to maintain binary strutures and at thesame time have a phrasal approah to onstrutions. The examples in (55) an be giventhe (binary) strutures in (57), where COMPL is the omplementizer. Analyses of theGerman lauses are given in Appendix B.2, p. 309.



2.7. SOME METHODOLOGICAL CONSIDERATIONS 55(57) a. [[[[COMPL ARG4℄ ARG1℄ ARG2℄ V℄b. [[[[COMPL ARG4℄ ARG2℄ ARG1℄ V℄. [[[[COMPL ARG1℄ ARG4℄ ARG2℄ V℄d. [[[[COMPL ARG2℄ ARG4℄ ARG1℄ V℄The left-branhing tree strutures assumed here were brie�y introdued in Setion1.4, and will be disussed in more detail in Chapter 5. In addition to allowing forphrasal (sub-)onstrutions, binary left-branhing tree strutures open for inrementalparsing of sentenes (see Setion 5.2). This ould be seen as a development of CG,whih would make the theory less hit by Müller's ritiism, but as mentioned in Setion2.4, the analysis with phrasal subonstrutions presupposes abstrat onstrutions thatan be deomposed, and not unanalyzable onstrutions, as assumed in CG.2.7.4 Remarks to Hale and Keyser's theoryAs in HPSG and LFG, also in Hale and Keyser's theory the argument struture isassumed to be �xed in the lexion before it enters the syntax.23 This fores oneto assume several lexial entries for one form in the ase of verb alternations. Inthe ausative/inhoative alternation, for example, the two alternates are assoiatedwith di�erent argument strutures (see Figure 2.13 (p. 42) and 2.14 (p. 43)). Thatimplies that break in The glass broke and break in John broke the glass are two di�erentlexemes (whih still share the same root). If a lause has a seondary prediate, this isrepresented in the argument struture as well. So hammer in He hammered the metaland hammer in He hammered the metal �at are also di�erent lexemes. In some verbalternations it seems like the alternates are not even able to have the same root. (Theroot is determining whether a verb is unergative or unausative.) As mentioned inSetion 2.1.1, the verb drip in (18), repeated here as (58), is ambiguous. It may meanthat something is the soure of the dripping , as in (58a), or it means that somethingis the theme of the dripping, as in (58b).(58) a. The roof drips.23Hale and Keyser make it lear that these strutures are projeted from the lexion: �We use theterm argument struture to refer to the syntati on�guration projeted by a lexial item. It is thesystem of strutural relations holding between heads (nulei) and their arguments within the syntatistrutures projeted by nulear items. While a lexial entry is more than this, of ourse, argumentstruture in the sense intended here is nothing other than this.� (Hale and Keyser, 2002, 1).



56 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMb. Water drips (from the roof).On the �rst interpretation, the verb an be haraterized as an unergative andhas the struture in Figure 2.12 (p. 42). On the other interpretation, the verb isan unausative and has the struture in Figure 2.13 (p. 42). The reason why thesestrutures are di�erent is that the root of an unausative verb requires a spei�er,while the root of an unergative does not. So unless there is a way to underspeify therequirements of the root, there must be two di�erent roots for drip. This is unfortunateif the root is supposed to be the lowest ommon denominator for all argument frames.That would exlude any generalizations over the unergative drip and the unausativedrip, for example that some dripping is taking plae.The verb drip an enter a large number of argument frames, as illustrated in (52).If one wants to aount for all these frames in the framework of Hale and Keyser, oneis fored to assume two roots and seven di�erent argument frames. It seems to be onlythe examples in (52a) and (52b) that an share lexial entry for the verb drip sine thesubjets in these examples are external arguments.2.7.5 Remarks to First Phase SyntaxUnlike the frameworks mentioned so far in this setion, Ramhand manages to separateargument struture from lexial items in suh a way that one lexeme an be assoiatedwith a range of argument frames. As I have shown, the verb kik an be both transitive,ditransitive and enter a resultative onstrution without having to posit several lexialentries, as the ase was in Hale and Keyser's framework. Also the ausative/inhoativealternation is aounted for without using more than one lexial entry per verb.Apart from the fat that the syntati strutures are right-branhing, this frameworkis quite similar to the approah taken in this thesis. Phrasal subonstrutions allow alexeme to be assoiated with several argument frames, and the syntati strutures arebinary and they are not enter-embedded.One problem with this approah is that it presupposes the use of unpronounedwords. This seems to be implied by the right-branhing trees (as is typial for theGB/Minimalist analyses). First, there is an unpronouned ause-verb that aounts forausativization of verbs that do not have the ausative sub-relation in the lexial entry(see Figure 2.22, p. 46). Seond, there is an unpronouned resultative item that addsa resultative sub-relation when adjetives serve as resultatives (see Figure 2.23, p. 47).



2.8. SUMMARY 57Although Ramhand manages to aount for most of the alternations I haveonsidered so far in Setion 2.5.3 without employing several lexial entries or lexialproesses of any kind, I am not quite sure how verbs suh as the drip in (58), an beaounted for with only one entry. Analyzed as an unergative, drip will have the lexialentry [vi,Vi℄, while analyzed as an unausative it must have the lexial entry [V℄. Soit seems like some verbs still need two lexial entries in this approah.2.7.6 Remarks to Borer's neo-onstrutionalist approahThe main problem with Borer's neo-onstrutionalist approah may be that it leaves itup to the `making sense' omponent to determine whether a sentene is well-formed ornot. There does not seem to be a lear understanding of how this omponent works, andthe hane of overgeneration seems to be bigger than in the other frameworks disussed.At least in parsing, a lot of strutures will be build before they eventually are rejetedin `making sense'. Sine the approah does not ommit itself to a partiular syntatitheory, it is not quite lear whether it needs to posit unexpressed words in the way thatRamhand does.Goldberg (2006, 210�211) mentions three problems with neo-onstrutionalism.First, the meanings of the noun dog and the verb dog in English are di�erent. Aordingto the neo-onstrutionalist approah, the lexial meaning of these words should be thesame. Seond, the theory fails to aount for idiosynrasy with regard to obligatoryarguments of ertain words like the verbs eat, dine, and devour. Dine is intransitive,eat may be either intransitive or transitive, and devour is obligatorily transitive. Third,the assumption that the external argument is an agent fails to aount for transitiveexamples where the subjet is not an agent, like sentenes with the verbs undergo,reeive, �ll, frighten, ost, and weigh.2.8 SummaryI have presented six approahes to argument struture, HPSG, LFG/LMT,Hale and Keyser, Constrution Grammar, First Phase Syntax, and Borer's neo-onstrutionalism. Three of the frameworks are lexialist (HPSG, LFG, and Hale andKeyser) and three of them are onstrutionalist (Constrution Grammar, First PhaseSyntax, and neo-onstrutionalism).



58 CHAPTER 2. HPSG, LFG, CG, AND GB/MINIMALISMI have pointed out problems with eah of the approahes. HPSG, LFG/LMT, andHale and Keyser reate several lexial items for the same phonologial form. For eahalternation a verb has, there is a partiular lexial item. This proedure is problematiwhen there is no morphologial evidene for more than one lexial item. ConstrutionGrammar assumes �at syntati strutures, whih may result in an unmanageableamount of rules. Ramhand's First Phase Syntax approah has to assume severalunpronouned words in order to be able to have only one lexial item per phonologialform, and Borer's approah may have a problem with overgeneration.The frameworks presented in this hapter di�er in regard to how to approahargument struture. They span from strit lexialist approahes to argument strutureto pure non-lexialist approahes to argument struture. They also di�er with regard towhether argument struture an omposed by substrutures or whether it is a primitive.The approah I am going to present in the remaining hapters is a non-lexialist (oronstrutionalist) approah to argument struture where argument struture an beomposed by substrutures. In order to ahieve that, I employ what I refer to asphrasal subonstrutions. As in the onstrutionalist approahes, I will assume that theargument struture of a verb is determined by the grammatial on�guration in whihthe verb ours, rather than by a lexially spei�ed frame. That is, the onstrutionis a phrasal onstrution. And, as in frameworks suh as First Phase Syntax andHale and Keyser's theory, I assume that argument struture an be deomposed intosubstrutures. That is, a onstrution an be deomposed into subonstrutions. Inpriniple, open lexial entries will be assumed to have no syntati information, asproposed in Borer's neo-onstrutionalist approah, but of pratial reasons, I willintrodue a mehanism that allows me to onstrain a verb to our in the argumentframes one would expet it to our in. In the next hapter, I will disuss howinformation about possible argument frames an be represented on verb lexemes.



Chapter 3A subonstrutional approah toArgument StrutureIn this Chapter I will present an alternative onstrutional approah where phrasalonstrutions are deomposed into �ve subonstrutions. (I have already introduedthe subonstrutions in Setion 1.2.) I will present a number of alternations andonstrutions disussed by Levin (1993), and ommon in the linguistis literature. Someof the alternations and onstrutions, like the resultative onstrution, the understoodobjet alternation, the dative alternation, and the spray/load alternation I have alreadymentioned in the previous hapter. For eah alternation or onstrution that I gothrough, I will show how the alternate argument frames an be aounted for bymeans of the �ve subonstrutions. The approah will make it possible to have binarystrutures and at the same time have a phrasal approah to onstrutions, withoutpositing onstraints on trees of depth greater than one.3.1 Some syntati testsThe �ve subonstrutions are general in nature, and will be re�eted in eah languageaording to the grammar of the language. In Norwegian, they are re�etedin the following phenomena: passive, presentation, topialization, and resultativeonstrutions. On the Norwegian data, I employ a passive test and a presentationaltest from Åfarli and Eide (2003, 226-239) to determine whether an argument is internalor external. I use a topialization test to determine whether a PP is an argument or an59



60 CHAPTER 3. SUBCONSTRUCTIONSadjunt, and I use a resultative test to determine whether an argument is a delimiter.Passive is used to determine whether a verb may be in a lause with an arg1-sign(or put in GB terms, whether a verb may have an external argument). If a verb anbe the main verb in a passive lause, it is ompatible with the arg1-sign. In an ativeversion of the lause, the subjet is realized by the arg1-sign. But the fat that a verbmay be the main verb in a passive lause, does not imply that the verb always appearsin lauses with the arg1-sign,1 and passive is also no prerequisite for having an externalargument.2Presentation is used to determine whether a verb may be in a lause with an arg2-sign (or put in GB terms, whether a verb may have an �diret objet internal argument�).In Norwegian, presentational onstrutions may be used in ases where the subjet isnot realized by the arg1-sign, as in unausative lauses like (59a) and passive lauseslike (59b). If a verb an be the main verb in a lause with a presentational onstrution,and the lause has a diret objet (the presented NP), then this objet is realized bythe arg2-sign. But the test does not say that the verb always has an objet realized bythe arg2-sign.3(59) a. Detit kommeromes ena mann.man`There is a man oming.'b. Detit blirbeomes sendtsent ena pakke.paket`A paket is being sent.'Åfarli and Eide (2003, 235) show that the tests may reveal that an intransitive verban have either an external argument or an internal argument, i.e. that the verb anbe both unergative and unausative. Example (60a) with the verb arbeide (`work'),has a passive version (60b), and aording to this, it is unergative. But it also has apresentational version as shown in (60), whih means that it is unausative. Thisverb is therefore onsidered to be a variable behavior verb.1Variable behavior verbs may passivize when they are transitive, but when they are unausativethey do not passivize.2Soure subjets are assumed to be external arguments even though sentenes with soure subjetsdo not passivize (see Setions 3.2.1 and 3.3.3).3It may not be expressed, or the verb may be a variable behavior verb with an unausative andan unergative variant.



3.1. SOME SYNTACTIC TESTS 61(60) a. EnA mannman arbeiderworks påon åkeren.�eld-def`A man is working on the �eld.'b. DetIt blirbeomes arbeidetworked påon åkeren.�eld-def`The �eld is being worked on.'. Detit arbeiderworks ena mannman påon åkeren.�eld-def`A man is working on the �eld.'Topialization is used to determine whether a PP is an argument of the verb oran adjunt. If the omplement of the PP an be topialized and leave the prepositionbehind, as in (62a), the PP is treated as an argument. If this is not possible, as in (62b)the PP is treated as an adjunt.4(62) a. MaritMarit snakkertalks JonJon med.with`Marit Jon talks to.'b. * MandagMonday kommeromes JonJon på.onResultative is used to determine whether an argument is a delimiter. (A delimiteris a resultative or a goal phrase.) I use this test in Setion 3.2.5 and 3.3.7 where I dealwith alternations like the spray/load alternation. The idea is that a lause an haveonly one delimiter. That means that if a resultative (whih is a delimiter) an be added,then the variant without the resultative does not have a delimiter. And if a resultativeannot be added, then this is an indiation that the lause already has a delimiter.4It may be objeted to the topialization test that it is possible to extrat from spatial adjunts, asshown in lxi. This kind of spatial expressions will be onsidered as arguments, rather than adjunts,in this approah. As argued in Setions 1.2 and 2.4, the arguments assigned to a verb by the syntaxdo not need to be preditable from the meaning of the verb.(lxi) Denthat broenbridge blewas detit funnetfound eta likbody under.under`A body was found under that bridge.'



62 CHAPTER 3. SUBCONSTRUCTIONS3.2 Five subonstrutionsIn this setion I revisit the �ve subonstrutions introdued in Setion 1.2, arg1-sign,arg2-sign, arg3-sign, arg4-sign, and arg5-sign. I use the syntati tests from the previoussetion to determine what subonstrutions a lause has.3.2.1 ARG1The arg1-sign is the realization of what in GB is referred to as the �external argument�.In Ramhand's terms the external argument orresponds to the Initiator. Thisargument an be syntatially realized as subjet, as in (64a), or as a passive auxiliary,as in (64b). The arg1-sign annot be the realization of the diret objet or the indiretobjet. When the arg1-sign is the realization of the subjet, the subjet is an NP. Theargument realized by the subonstrution an semantially be interpreted as an agent,as in (64), or a soure, as in (65).5(64) a. John smashed the ball.b. The ball was smashed.(65) The roof drips water.Most lauses with an arg1-sign realized as subjet, like (66a), do not have apresentational variant in Norwegian, as illustrated in (66b). However, as I have alreadyshown in (60) with the variable behavior verb arbeide (`work'), this is not always thease.(66) a. Ena spillerplayer smashet.smashed`A player smashed.'5The reason why I treat soure arguments as realizations of arg1-signs, is that they annot funtionas objets in presentational onstrutions as (lxiiia) illustrates. In order to have a presentationalonstrution, the soure has to funtion as a prepositional objet as in (lxiiib). See also disussion inSetion 3.3.3.(lxiii) a. * Detit utstrålerradiates ena solsun varme.heatb. DetIt utstrålerradiates varmeheat frafrom sola.sun-def`Heat radiates from the sun.'



3.2. FIVE SUBCONSTRUCTIONS 63b. * Detit smashetsmashed ena spiller.player3.2.2 ARG2The arg2-sign orresponds to the realization of what I have referred to as a �diret objetinternal argument�. In Hale and Keyser's framework it will be the �internal argument�.In Ramhand's terminology it orresponds to the Undergoer in a transitive lause.The argument may be realized as diret objet as in (64a) and (67a), but if the lausedoes not have an arg1-sign or if the sentene is passive, then the argument realizedby the arg2-sign may funtion as subjet, as in (64b) and (67b). In a lause whereit is possible to realize the arg2-sign as a subjet, as in (67b), the lause also hasa presentational variant in Norwegian. Then the expletive det ('it') funtions as thesubjet. This is illustrated in (67). Formally the arg2-sign an be an NP (like ieream in (68a)), an in�nitival lause (like to ompete in (68b)) or a subordinate lause(like that it rains in (68)). Usually the subonstrution an be interpreted semantiallyas a theme, patient or undergoer, but as showed in (60), it may also be interpreted asan agent.(67) a. Ena spillerplayer smashetsmashed ena ball.ball`A player smashed a ball.'b. Ena ballball blebeame smashet.smashed`A ball was smashed.'. Detit blebeame smashetsmashed ena ball.ball`A ball was smashed.'(68) a. The man likes ie ream.b. The man likes to ompete.. The man says that it rains.If the verb is ergative, the argument realized by the arg2-sign an either funtion assubjet, as in (69a), or as diret objet in a presentational onstrution, as in (69b).



64 CHAPTER 3. SUBCONSTRUCTIONS(69) a. Ena avisnewspaper brenner.burns`A newspaper is burning.'b. Detit brennerburns ena avis.newspaper`A newspaper is burning.'A verb that an undergo so alled �adjetive onversion� (see Bresnan (2001): 30-37),links the argument of the arg2-sign to what it modi�es. This is illustrated in (71a). Ifthe verb is not likely to have an arg2-sign, like shout in (71b), the past partiiple annotbe an adjetive. There are some verbs that annot undergo the adjetive onversion,like ome in (71). Bresnan (ibid.) points out that there is a semanti restrition onpast partiiples that onvert to adjetives, namely that the verb has to have an inherentresult state. This aounts for the ungrammatiality of (71), where ome does not havean inherent result state. (71d), on the other hand, is grammatial sine arrive has aninherent result state.6(71) a. a puntured ballb. * a shouted man. * a ome mand. an arrived message6Bresnan mentions some intransitive unergative verbs (well-prepared, onfessed, reanted,(un)delared, pratied, and unbuilt) whih an undergo the adjetive onversion (a well-preparedteaher). In Norwegian, only one of these verbs forberede (`prepare') an undergo the adjetiveonversion. But this verb is not intransitive in Norwegian. It requires an objet, like the re�exivepronoun in (lxxa). Otherwise the sentene is ungrammatial, as illustrated in (lxxb).(lxx) a. Lærerenteaher-def forberedteprepared segrefl godt.well`The teaher prepared well.'b. * Lærerenteaher-def forberedteprepared godt.wellAlso konsentrere (`onentrate') behaves in the same way. As a verb in Norwegian it requires anobjet, and it may undergo adjetival onversion, while the English onentrate may be intransitive.My suggestion is that these verbs are assoiated with an arg2-sign, the realization of whih must beexpressed syntatially in Norwegian. Maybe it is not required to express this arg2-sign as an objet(or as a subjet in passive) in English.



3.2. FIVE SUBCONSTRUCTIONS 653.2.3 ARG3The arg3-sign is usually the realization of the indiret objet, like John in (72a). If thelause is passive, then the arg3-sign an be the realization of the subjet (see (72b)).Formally the argument of the arg3-sign is an NP. The subonstrution an semantiallybe interpreted as a reeiver or benefative/malefative.(72) a. Mary gave John a book.b. John was given a book.The verb gi ('give') in (75) has three subonstrutions, an arg1-sign, an arg2-sign,and an arg3-sign. (75a) is ative and (75b)-(75e) are passive. (75b) shows that the arg3-sign an be the realization of a subjet. (75) illustrates that an expletive an be subjetin passive. The ontrast in grammatiality between (75) and (75d) illustrate that thediret objet must be inde�nite when the lause has a presentational onstrution. Thepresentational onstrution does not have any suh in�uene on the arg3-sign.7(75) a. JonJon girgives KariKari ena bok.book`Jon gives Kari a book.'b. KariKari blirbeomes gittgiven ena bok.book`Kari is given a book.'. DetIt blirbeomes gittgiven KariKari ena bok.book`Kari is given a book.'7The restrition on the diret objet in presentational onstrutions is not quite as straightforwardas I present it here. There are examples of de�nite diret objets in presentational onstrutions, as(lxxiii) and (lxxiv) illustrate. See Faarlund et al. (1997, 836) for more examples.(lxxiii) Detit �nsis ikkenot matbitenfood-piee iin huset.house-def`There is not any food in the house.'(lxxiv) Detit ståris-written navnetname-def dittyours påon døra.door-def`Your name is written on the door.'



66 CHAPTER 3. SUBCONSTRUCTIONSd. *It Detbeomes blirgiven gitta Karigirl boka.book-defe. EnA bokbook blirbeomes gittgiven Kari.Kari`Kari is given a book.'3.2.4 ARG4The arg4-signs are realizations of delimiters like resultative and goal phrases. Thesyntati argument of an arg4-sign is a PP or adverb, as in (76a), or an adjetive, asin (76b). It an also be an NP, as pointed out in Rothstein (1985, 81-95) (see 76).(76) a. John put the glass on the table.b. John kiked the ball �at.. He sprayed his new ar a brilliant shade of green.Semantially the arg4-sign expands the event, by telling the loation or state wherethe arg2-sign argument is ending up.In (76b) �at is ambiguous between the resultative reading and the adjunt reading.Either John kiked the ball into a �at state (resultative reading), or he kiked the ballwhile it was �at (adjunt reading). In (77) the funtion of �at is disambiguated when agoal phrase out of the room is added. Then only the adjunt reading of �at is aessible.Sine goal phrases are delimiters and resultatives are delimiters, this suggests that therean only be one delimiter/arg4-sign in a lause.(77) John kiked the ball �at out of the room.Winkler (1997, 375) makes similar observations with regard to resultative seondaryprediations (RSPs). Simpson (2006, 154�155) points out that hange of loationattributes and hange of state attributes annot apply at the same time, and if �a verbattributes a hange of loation of some argument, it is not possible to have a seondaryprediate attributing a hange of state involving that same argument.� While Simpsonproposes that the inompatibility of hange of loation and hange of state on the sameverb is as a semanti onstraint, I laim that it is also a syntati onstraint, sine bothare interpretations of the arg4-sign, and a lause only an have one arg4-sign.



3.2. FIVE SUBCONSTRUCTIONS 673.2.5 ARG5Arg5-signs are realizations of PP omplements that are not delimiters. In (78a), about�owers is realized by the arg5-sign. In (78b), to Sandy is assumed to be realized bythe arg4-sign. (78) shows that the arg4-sign (the realization of to Sandy) an ometogether with the arg5-sign (the realization of about �owers). (78d) has an arg1-sign (therealization of Mary), an arg2-sign (the realization of John), an arg4-sign (a resultative)(the realization of to sleep), and an arg5-sign (the realization of about �owers).(78) a. Mary talks about �owers.b. Mary talks to Sandy.. Mary talks to Sandy about �owers.d. Mary talks John to sleep about �owers.The spray/load alternation exempli�es the distintion between the arg4-sign andthe arg5-sign. In (79a) on the wall is assumed to be realized by the arg4-sign, while in(79b) with paint is realized by the arg5-sign.(79) a. Jak sprayed paint on the wall.b. Jak sprayed the wall with paint.The test I use to determine whether an argument is realized by an arg4-sign or anarg5-sign is to add a possible delimiter like wet in (80). When wet must be interpretedas an adjunt, this means that the lause already has a delimiter, as in (80a) (on thewall). (80a) annot mean that the paint ended up wet and ended up on the wall. Itmust mean that the paint was wet as it ended up on the wall. So on the wall must berealized by an arg4-sign. In (80b) on the other hand, wet is interpreted as a resultative,and sine there an only be one arg4-sign, with paint annot be realized by an arg4-sign,and therefore is realized by an arg5-sign.(80) a. Jak sprayed the paint wet on the wall.b. Jak sprayed the wall wet with paint.



68 CHAPTER 3. SUBCONSTRUCTIONS3.3 Alternations in Levin's �English Verb Classes andAlternations�In this setion I will go through most of the verb alternations desribed for Englishin Chapter 1 and 2 in Levin (1993)8 and desribe them as alternations of argumentframes or onstrutions using the �ve subonstrutions arg1, arg2, arg3, arg4, and arg5.A onstrution with only an arg1-sign, as in the sentene John smiles will be alledan arg1-onstrution. A onstrution with an arg1-sign and an arg2-sign as in Johnadmires Mary will be alled an arg12-onstrution. And so on.3.3.1 The Causative/Inhoative Alternation (2-12 Alternation)In the ausative/inhoative alternation there is one unausative intransitive variant((81a)) and one transitive variant ((81b)). The objet of the transitive variant (theglass) is the subjet of the intransitive variant.(81) a. The glass broke.b. John broke the glass.The unausative intransitive variant has an arg2-onstrution, whih means thatthere is only an arg2-sign (the realisation of the glass). The transitive variant has anarg12-onstrution, whih means that there is one arg1-sign (the realization of John)and one arg2-sign (the realization of the glass).3.3.2 The Indued Ation Alternation (14/24-124 Alternation)In the indued ation alternation, the subjet of a lause, in this ase (82a), an be theobjet of another lause, as illustrated in (82b). The latter lause has an agent thatauses the event expressed by the �rst lause.8Some of the alternations are variants of a general kind of alternation. There are for example eightunexpressed objet alternations, and they are all alternations of the same kind in my approah. Somealternations, like the middle alternation, are not appliable for Norwegian. And some alternations,like the body-part possessor asension alternation, are not relevant for the present study. (The body-part possessor asension alternation Margaret ut Bill's arm vs. Margaret ut Bill on the arm is inmy approah simply an alternation between a transitive (arg12-onstrution) and a transitive with aPP argument (arg124-onstrution).) I will therefore not onsider the following alternations in Levin(1993): Middle alternations, alternations that have to do with re�exives and reiproals, the lastseven of the eight unexpressed objet alternations, searh alternations, body-part possessor asensionalternation, the �ve possessor-attribute fatoring alternations and the as alternation.



3.3. LEVIN'S �ENGLISH VERB CLASSES AND ALTERNATIONS� 69(82) a. The horse jumped over the fene.b. Sylvia jumped the horse over the fene.Norwegian has the same alternation, as (83a) and (83b) demonstrate. I assumethat the intransitive variants ((82a) and (83a)) either has an arg14-onstrution or anarg24-onstrution. The reason why I allow two onstrutions in these examples is that(83a) passes both the passive test (see (83)) and the presentation test (see (83d)), andan be onsidered to be a variable-behavior verb. The transitive examples (82b) and(83b) are assumed to have arg124-onstrutions.(83) a. Bilenar-def kjørerdrives inninto i garasjen.garage-def`The ar drives into the garage.'b. MaritMarit kjørerdrives bilenar-def inninto i garasjen.garage-def`Marit drives the ar into the garage.'. Detit kjørerdrives ena bilar inninto i garasjen.garage-def`A ar drives into the garage.'d. Detit kjøresdrive-pass inninto i garasjen.garage-def`Something drives into the garage.'3.3.3 The Substane/Soure Alternation (25-12 Alternation)In the substane/soure alternation, the subjet of a lause with a omplement PP, asin (84a), an be the objet of another lause, as in (84b). The subjet of this otherlause is what orresponds to the objet of the preposition in the �rst lause.(84) a. Water drips from the roof.b. The roof drips water.This alternation is illustrated for Norwegian in (85). The intransitive variants (84a)above and (85a) below are assumed to have arg25-onstrutions. The PP with the



70 CHAPTER 3. SUBCONSTRUCTIONSsoure from the roof is realized by an arg5-sign. An argument for not assuming thatthe PP is realized by an arg4-sign, is that it is possible to add a goal phrase, whih willbe realized by an arg4-sign (see (86)) (see also the disussion in Setion 3.2.5).(85) a. VannWater drypperdrips frafrom taket.roof-def`Water drips from the roof.'b. Taketroof-def drypperdrips vann.water`The roof drips water.'. Detit drypperdrips vannwater frafrom taket.roof-def`Water drips from the roof.'d. * Detit drypperdrips eta takroof vann.water(86) Water drips from the roof into the buket.The reason for assuming that the subjet is realized by an arg2-sign in theintransitive variants (84a) and (85a), is that the Norwegian example (85a) has apresentational variant (see (85)). The transitive variants (84b) and (85b) are assumedto have arg12-onstrutions. One reason for this is that example (85b) does not havea presentational variant (see (85d)). That means that the subjet of (85b) taket ('theroof') annot be realized by an arg2-sign, but should be realized by an arg1-sign.93.3.4 Intransitive/Transitive Alternations (1-12 Alternations)In the intransitive/transitive alternations there is one intransitive variant (see (88a),(89a), and (90a)) and one transitive variant ((88b), (89b), and (90b)). The intransitive9A problem with letting a soure be realized by an arg1-sign, is that it does not pass the passivetest. In (lxxxvii) it is not possible to get the soure reading for the roof. It must be interpreted as anagent.(lxxxvii) # Water is dripped (by the roof).



3.3. LEVIN'S �ENGLISH VERB CLASSES AND ALTERNATIONS� 71variant is unergative and has an arg1-onstrution. The transitive variant has an arg12-onstrution. The subjet of the intransitive variant and the subjet of the transitivevariant have the same relation to the verb (arg1-relation).(88) Unexpressed objeta. John eats.b. John eats a ake.(89) Cognate objeta. Sarah smiled.b. Sarah smiled a harming smile.(90) Reation Objeta. She mumbled.b. She mumbled her adoration.Norwegian also has the intransitive/transitive alternation. This is illustrated withspise (`eat') in (91a) and (91b). Both variants an be passivized, as illustrated in(91) and (91d). And the intransitive (ative) variant annot have the presentationalonstrution, as (91e) shows. The positive passive tests and the negative presentationtest indiate that the subjet is realized by an arg1-sign in both the transitive and theintransitive variant.10(91) a. JonJon spiser.eats`Jon eats.'b. JonJon spisereats ena kake.ake`Jon eats a ake.'. Detit spises.eat-pass`Eating is going on.'10If the adjunt her inne (`in here') is added to (91e), the sentene is grammatial. This indiatesthat spise is a variable behavior verb like arbeide (`work') (see (60)) when an adjunt is added.



72 CHAPTER 3. SUBCONSTRUCTIONSd. Kakerakes spises.eat-pass`Cakes are eaten'e. * Detit spisereats ena mann.man3.3.5 Conative and Preposition Drop Alternations (12-14Alternations)The 12-14 alternation is an alternation between a transitive variant ((92a) and (93a))and an intransitive variant with a PP argument ((92b) and (93b)) where the objet inthe transitive variant orresponds to the objet of the preposition of the intransitivevariant. The transitive variants have arg12-onstrutions and the intransitive variantshave arg14-onstrutions.(92) Conative Alternationa. John ut the meat.b. John ut in the meat.(93) Preposition Drop Alternationsa. Martha limbed the mountain.b. Martha limbed up the mountain.3.3.6 Dative and Benefative Alternations (123-124 Alterna-tions)The 123-124 alternation is an alternation between a ditransitive variant (see (94a) and(95a)) and a transitive variant with a PP (see (94b) and (95b)). The indiret objet ofthe ditransitive variant orresponds to the objet of the PP in the transitive variant.The ditransitive variants have arg123-onstrutions and the transitive variants have124-onstrutions.(94) Dative Alternationa. John gave Mary the book.



3.3. LEVIN'S �ENGLISH VERB CLASSES AND ALTERNATIONS� 73b. John gave the book to Mary.(95) Benefative Alternationa. Martha arved the baby a toy.b. Martha arved a toy for the baby.3.3.7 Loative and similar alternations (124-125 Alternations)In the alternations I present in this setion, I argue that there is an alternation betweenan arg124 onstrution and an arg125 onstrution. In the a examples below there isan arg1-sign, an arg2-sign, and an arg4-sign. In the b examples there is an arg1-sign, anarg2-sign, and an arg5-sign. See Setion 3.2.5 for the motivation behind this distintion.(96) Loative Alternationa. Jak sprayed paint on the wall.b. Jak sprayed the wall with paint.(97) Creation and Transformationa. Martha arved the piee of wood into a toy.b. Martha arved a toy out of the piee of wood.(98) With/Against Alternationa. Brian hit the stik against the fene.b. Brian hit the fene with the stik.(99) Through/With Alternationa. Alison piered the needle through the loth.b. Alison piered the loth with a needle.(100) Blame Alternationa. Mira blamed the aident on Terry.b. Mira blamed Terry for the aident.



74 CHAPTER 3. SUBCONSTRUCTIONSThe next two alternations are a bit di�erent. The objets in the b examples seemsto have a possession relation to the prepositional objet that is not present in the earlierexamples in this setion. This ould be an indiation that the objets in the b examplesbelow are realized by arg3-signs rather than arg2-signs. An other indiation is that itis hard to have a resultative in the b examples below, while this an be done in most ofthe b examples above. It is also impossible to add an indiret objet in the b examplesbelow, whih ould be an indiation that they already have an arg3-sign. On the otherhand, these di�erenes from the alternations above may also result from di�erenes inlexial meaning.(101) Ful�llinga. The judge presented a prize to the winner.b. The judge presented the winner with a prize.(102) Image Impression Alternationa. The jeweler insribed the name on the ring.b. The jeweler insribed the ring with the name.3.3.8 Delimiter Alternations (arg4 alternations)The alternations in this setion are alternations between a variant without a delimiter(arg4-sign) and a variant with a delimiter. If the arg4-sign in a lause realizes aresultative, the lause must also have an arg2-sign.(103) is an alternation between an unergative intransitive (arg1-onstrution),illustrated by (103a), and a transitive with a resultative (arg124-onstrution),illustrated by (103b). Sine the subjet is an arg1 argument, an arg2-sign must beadded in order to have the adjetive resultative. Simply having an arg14 onstrutionis not possible here, as (103) illustrates.(103) Resultative Constrution (1-124 Alternation)a. The guests drank.b. The guests drank the teapot dry.. * The guests drank dry.



3.3. LEVIN'S �ENGLISH VERB CLASSES AND ALTERNATIONS� 75(104) shows an alternation with a transitive variant (arg12-onstrution), illustratedby (104a), and a transitive variant with a resultative (arg124-onstrution), illustratedby (104b).(104) Resultative Constrution, Transitive (12-124 Alternation)a. Pauline hammered the metal.b. Pauline hammered the metal �at.(105) is an alternation between an intransitive unausative (arg2-onstrution),illustrated by (105a) and an intransitive unausative with a resultative (arg24-onstrution), illustrated by (105b).(105) Resultative Constrution, Intransitive (2-24 Alternation)a. The river froze.b. The river froze solid.The alternation in (106) is assumed to have an unergative intransitive variant (arg1-onstrution), illustrated in (106a), and an intransitive unausative variant with a goalphrase (arg24-onstrution), illustrated in (106b).(106) Diretional phrases with non-direted Motion verbs (1-24 Alternation)a. The ar rumbled.b. The ar rumbled into the driveway.The reason why the variant without the delimiter is assumed to be unergative isthat it does not have a presentational variant in Norwegian (see (107a) and (107b)).The variant with the delimiter on the other hand an have the presentational variant(see (107) and (107d)).(107) a. Ena bilar skramlet.rumbled`A ar rumbled.'b. * Detit skramletrumbled ena bil.ar



76 CHAPTER 3. SUBCONSTRUCTIONS. Ena bilar skramletrumbled innin oppkjørselen.driveway-def`A ar rumbled into the driveway.'d. Detit skramletrumbled ena bilar innin oppkjørselen.driveway-def`A ar rumbled into the driveway.'3.3.9 Other AlternationsThe alternation in (108) is an alternation between an arg12-onstrution and an arg23-onstrution.(108) 12-23 Alternationa. We awaited their report.b. Their report awaited us.As the Norwegian data in (109) show, the arg12-onstrution (109a) has a passivevariant (109b), whih predits that the subjet is realized by an arg1-sign. The arg23-onstrution (109) has a presentational variant (109d), whih predits that the subjetis realized by an arg2-sign.11(109) a. ViWe ventetawaited ena overraskelse.surprise`We awaited a surprise.'b. Detit blewas ventetawaited ena overraskelse.surprise`A surprise was awaited.'. Ena overraskelsesurprise ventetawaited oss.us`a surprise awaited us.'d. Detit ventetawaited ossus ena overraskelse.surprise`A surprise awaited us.'11Hellan (1991) has a disussion of similar data.



3.3. LEVIN'S �ENGLISH VERB CLASSES AND ALTERNATIONS� 77Clauses like (110) with no other argument than an expletive subjet have an arg0-onstrution. A lause with an arg0-onstrution does not have any subonstrutions.(110) It drips.But drip an also have an arg1234-onstrution as illustrated in (111).(111) John drips himself water into the eyes.I sum up this setion by listing all possible onstrutions inluding thesubonstrutions arg1-sign, arg2-sign, arg3-sign, arg4-sign, and arg5-sign (or none ofthem). Argument Exampleframearg1 John smiles.arg14 John talked to Mary.arg15 John sprayed with paint.arg145 John sprayed onto the wall with paint.arg12 John admires Mary.arg124 John washed the ar lean.arg125 John sprayed the wall with paint.arg1245 John sprayed the wall wet with paint.arg123 John gave Mary an ie ream.arg1234 John dripped himself two drops of water into the eyes.arg12345 John dripped himself two drops of water into the eyeswith a drop ounter.arg2 The glass broke.arg24 The river froze solid.arg23 A surprise awaited him.arg0 It rains.arg4 It drips into the buket.Figure 3.1: Possible onstrutionsA verb like drip an (more or less suessfully) have all these onstrutions exeptfrom the arg23-onstrution, as illustrated in Figure 3.2. One aim of the grammar Iam going to present in the next setions, is to aount for verbs like drip with only onelexial entry and no lexial rules.



78 CHAPTER 3. SUBCONSTRUCTIONSArgument Exampleonstrutionarg1 The roof drips.arg14 The dotor drips into the eyes.arg15 The dotor drips with water.arg145 The dotor drips into the eyes with water.arg12 The roof drips water.arg124 The roof drips water into the buket.arg125 The dotor dripped the eyes with water.arg1245 The dotor dripped into the eyes with water.arg123 John dripped himself two drops of water.arg1234 John dripped himself two drops of water into the eyes.arg12345 John dripped himself two drops of water into the eyeswith a drop ounter.arg2 Water dripped.arg24 Water dripped into the buket.arg0 It drips.arg4 It drips into the buket.Figure 3.2: Possible onstrutions with drip3.4 Basi Relation Representations (BRRs) andsemanti representationsBefore I start disussing how the subonstrutions are aounted for in Norsyg, I give abrief presentation of the Basi Relation Representations (BRRs) that are returned bythe Norsyg grammar. A BRR is similar to a semanti representation produed by anHPSG grammar. The main di�erene between a BRR and a semanti representation isthat a BRR onsists of the Grammatial Relations of an utterane plus the words of theutterane, represented as unalyzable prediates. A BRR is assumed to have meaningonly when interpreted in onjuntion with the meaning of the words. The semantirepresentations in HPSG on the other hand represent the meaning of an utteranediretly.There are di�erent formalisms for representing semanti information in implementedHPSG grammars. MRS (Minimal Reursion Semantis) (Copestake et al., 2005) andLRS (Lexial Resoure Semantis) (Penn and Rihter, 2004) are the two most well-known. I present MRS, whih is used in the GrammarMatrix, in Setion 3.4.1, and then,in Setion 3.4.2, I ompare it to a �atter semanti representation (RMRS) (Copestake,



3.4. BRRS AND SEMANTIC REPRESENTATIONS 792003), whih is the basis for the BRRs returned by the Norsyg grammar.3.4.1 MRSGrammars that are implemented with the LKB system (the English Resoure Grammar(Copestake and Flikinger, 2000), the German Grammar (Crysmann, 2003), theJapanese HPSG grammar (Siegel and Bender, 2002), the Korean Resoure Grammar(Kim and Yang, 2003), the Greek HPSG grammar (Kordoni and Neu, 2003), andNorSoure (Hellan and Haugereid, 2004)) usually use the MRS formalism to representsemanti information. When a string of words is parsed with an LKB grammar, thesemanti information ontributed by the lexemes, words, and phrases is gathered in thetype mrs (the value of ont). An MRS representation relates to the value of the typemrs of the top node of a derivation, and displays the semanti information gathered inmrs. An MRS representation has the attributes ltop, index, rels, and hons. Theltop feature has as value the top handle. A handle is a tag assigned to a relation,and the relation with the top handle has the widest sope. The index feature has asvalue the index of the string that is parsed. In a lause this will be an event index,whih is the index of the main verb. The rels feature has as value a list with allthe relations ontributed by the onstituents of the sign, and the hons feature has asvalue a list with handle onstraints, whih represent pairs of handles that are equal (butnot uni�ed). The handle onstraints arry information about whih relations outsopewhih (see Copestake et al. (2005)). The MRS of the man admires the house is givenin Figure 3.3.12In Figure 3.3 the verb relation _admire_v_rel has two argument features, arg1and arg2.13 The arg1 is linked to the arg0 of the �rst quanti�er relation and the_man_n_rel relation (x7). The arg2 is linked to the seond quanti�er relation and the_house_n_rel relation (x10). So the �rst argument of the admire-relation is the manand the seond argument of the admire-relation is the house. Eah of the quanti�ers12It is a onvention to begin relation names that are language spei� like _admire_v_rel withan undersore, while relation names that are not language spei�, like proper_q_rel (proper nounquanti�er) do not begin with an undersore. Another onvention is to let the ategory be re�eted inthe relation name, so a noun has the in�x _n_, a verb has the in�x _v_, and a quanti�er has thein�x _q_. The November 2007 version of the ERG does not show the illoutionary fore of a senteneas a separate relation, but rather as a value of the feature sf on the index of the verb.13The semanti arguments arg1, arg2, arg3, and arg4 used in MRS representations should notbe onfused with the valene features arg1, arg2, arg3, and arg4 that I will use in the rest of thisthesis. (The four valene features are introdued in Setion 4.3.)
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Figure 3.3: MRS of the man admires the house from the ERGequals its restr value with the handle of the noun relation that they share index(i.e. arg0 value) with via the two handle onstraints. This means that the nounrelations are in the restrition of the quanti�ers. The sope (body) of the quanti�ersis left underspei�ed. The LKB system provides a sope resolving mehanism thatan produe all possible sope resolved readings of the MRS. The MRS in Figure 3.3gives two sope resolved readings, as illustrated in (112). In (112a) the quanti�er ofthe man outsopes the quanti�er of the house, and in (112b) the quanti�er of the houseoutsopes the quanti�er of the man. These kinds of sope resolved readings are supposedto aount for ambiguities of well-known linguisti examples suh as Every dog haseda at.(112) a. the(x4, man(x4), the(x9, house(x9), admire(e2,x4,x9)))b. the(x9, house(x9), the(x4, man(x4), admire(e2,x4,x9)))3.4.2 BRR/RMRSThe grammar implementation platform that Norsyg is implemented with (the LKBsystem) is designed for produing MRS representations. The BRRs returned by Norsyg(whih is an LKB grammar) deviate from standard MRS representations in two respets(in addition to the fat that BRRs are not real semanti representations). First, theBRRs do not have sope features like restr and body, and handle onstraints are left



3.4. BRRS AND SEMANTIC REPRESENTATIONS 81out. And seond, the relations that have more than one argument position (the arg0position) are deomposed, so that an arg12-relation like the admire relation in Figure3.3 beomes three relations as illustrated in Figure 3.4. The deomposition of relationsinto a Parsons style notation (Parsons, 1990) is taken from Copestake (2003, 9) whihuses deomposed semantis in RMRS (Robust Minimal Reursion Semantis). RMRSis a style of semanti representation designed for shallow parsers where for example thearity of a prediate is not spei�ed.14
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arg1-relationpred arg1_rellbl h1arg0 individual,arg2-relationpred arg2_rellbl h1arg0 individualFigure 3.4: Translation from one arg12-relation to three subrelationsThe translation in Figure 3.4 shows how one arg12-relation an be deomposed intothree subrelations. The unity of the three subrelations are aounted for by lettingthem share lbl value. The �rst subrelation has the same pred value as the arg12-relation. The seond subrelation has the pred value arg1_rel, and the third subrelationhas the pred value arg2_rel. The values of the arg0 feature of the seond and thethird subrelation orrespond to the values to the features arg1 and arg2 in the arg12-relation. The semanti representation of mannen beundrer huset (`the man admires thehouse') is given in Figure 3.5.The semanti representation in Figure 3.5 is intended to have the reading def(x4)∧

man(x4) ∧ def(x6) ∧ house(x6) ∧ admire(e3, x4, x6).14The hoie of a deomposed representation in Norsyg is neessitated by the treatment of forexample oordinated verbs in Chapter 8, where I argue that there are several prediates (one for eahverb), but only one argument frame. This an only be ahieved by detahing the argument roles fromthe prediate. (Figure 8.8, p. 226 shows the BRR for the sentene Marit fanger, steker og spiser �sken(`Marit athes, fries, and eats the �sh').) The hoie of semanti representation is also motivated bythe approah taken to `paked' argument struture information (whih I will ome bak to in Setion4.3.3), sine in this approah, the amount of semanti argument roles is not �xed in the lexial entry.The alternative would have to be a hierarhy of semanti relations of the same omplexity as thehierarhy of linking types in Figure 4.9 (p. 96).
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Figure 3.5: BRR of Mannen beundrer huset (`the man admires the house') from Norsyg3.5 A hierarhy of subonstrutionsAs I showed in Setion 3.2, the �ve subonstrutions have di�erent kinds of morpho-syntati realizations. They an be realized as syntati rules, in�etions, and funtionwords. In this setion I will show how a type hierarhy of signs an be used to apturegeneralizations over these kinds of expressions. The term sign, whih is entral inthe HPSG literature, is used in the Saussurean sense with the ombination of formand meaning. The kinds of signs that I will disuss here are lexemes, words, su�xes,and phrases. I assume that morpho-syntati entities expressing the di�erent kindsof subonstrutions are assoiated with meanings. These meanings are argued to beabstrat meanings whih an get more spei� interpretations, as argued in Setion 1.2for individual subonstrutions and in Setion 2.4 for onstrutions. The more spei�interpretations of the onstrutions are assumed to be a result of the ombination ofthe abstrat meaning of the onstrution with the meaning of the main verb and themeaning of the arguments. But, as mentioned in Setion 1.2, what this more spei�interpretation is, and how it is arrived at, is outside the sope of this thesis.In order to generalize over the di�erent means of expression, I employ a hierarhyof subonstrutions. A subonstrution is a subtype of sign and introdues the featuresin, out, and meaning, as illustrated in Figure 3.6. The value of in is the syntatiinformation that the sign takes as input. The value of out is the syntati informationthat the sign outputs. The hanges made from in to out represent the syntatiexpression of the sign, and the value of meaning is a relation that represents the



3.5. A HIERARCHY OF SUBCONSTRUCTIONS 83meaning of the sign.15 The argument of the meaning relation (1) is linked to the indexof the argument of the input. The feature argument generalizes over the di�erentvalene features, and is a pointer to the syntati argument of the subonstrution.
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Figure 3.6: The type subonstrutionFour of the immediate subtypes of subonstrution are arg1-sign, arg2-sign, arg3-sign, and arg4-sign (see Figure 3.8).16 These signs have a formal side, namely swithinga linking type from positive in in to negative in out, and a meaning side, whih is therelation that is the value of meaning.The de�nition of arg1-sign is given in Figure 3.7.17 Formally, the type arg1-signswithes the arg1|link value from arg1+ (`the arg1 subonstrution is expressed' (froma top-down perspetive)) in in to arg1� (`no arg1 subonstrution is expressed so far'(from a top-down perspetive)) in out.18 This expresses that the arg1-sign is realized.The other valene features stay unhanged. As for meaning, the type has an arg1-relation. Note that argument is uni�ed with arg1. This ensures that the argument15The reason why I do not use the feature ont to represent the meaning of the sign is that lexemeshave their meaning in ont, while rules have their meaning in -ont (onstrutional ontent). (I amhere disussing relative to the Matrix system (see Setion 4.2).) The feature meaning is introduedin order to generalize over ont and -ont. The same holds for in and out. In the most ases,in will point to the head daughter, and out will point to the mother, but in the ase of the passiveauxiliary, in will point to an auxiliary valene feature sine a lexeme does not have a daughter. (SeeSetions 6.1, 6.6.1, and 7.1 for more disussion.) The features in and out do not imply that the signsare lexial rules.16As I will show in Setion 6.4.2, The arg4-sign does not inherit all onstraints from subonstrution.Instead of unifying the index of the argument with the argument of the arg4-relation, the arg4-signuni�es the ltop value of the argument with the argument of the arg4-relation.17The introdution to the valene features arg1, arg2, arg3, and arg4 used in Figure 3.7 is givenin Setion 4.3.18The root node in a parse tree has only negative linking types. As the subonstrutions work (froma top-down perspetive), the negative linking types are swithed to positive linking types. In this way,the subonstrutions that have worked will be reorded in the word that heads the lause. I will returnto this linking mehanism in Setions 4.3.3 and 5.1, and in Chapter 6.



84 CHAPTER 3. SUBCONSTRUCTIONSthat is linked in the supertype subonstrution is the value of arg1. The types arg2-sign, arg3-sign, and arg4-sign have de�nitions similar to arg1-sign, where the arg1s areexhanged with arg2s, arg3s, and arg4s, respetively.
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Figure 3.7: De�nition of arg1-signA hierarhy of subonstrution types is shown in Figure 3.8. The typesubonstrution has six immediate subtypes. Four of the six types are the types arg1-sign, arg2-sign, arg3-sign, and arg4-sign disussed above. The type basi-val is a type forsubonstrutions that link arguments that are expressed. These arguments are eitherrealized in the anonial position by binary valene rules, or they are realized in a non-anonial position. They are then extrated by unary extration valene rules. I willreturn to valene rules in Setion 6.1. The last immediate subtype of subonstrutionis unexpr-subj. This is a type for the realization of unexpressed subjets. It is a unaryrule that takes the in�nitival omplementizer, the small lause onstrution or theimperative in�etion as input. I will return to unexpressed subjets in Setion 6.7.1.As shown in the hierarhy, basi-val is ross-lassi�ed with arg1-sign, arg2-sign, arg3-sign, and arg4-sign, and unexpr-subj is ross-lassi�ed with arg1-sign, arg2-sign, andarg3-sign.In addition to the valene types and the unexpressed subjet types in thesubonstrution hierarhy, there is one type for passive, basi-pass, and one type forsubordinate lause omplements, ompl-phrase. basi-pass inherits from arg1-sign, andis a supertype of the passive auxiliary as well as the passive s-morpheme in Norwegian. I



3.6. SUMMARY 85subonstrutionunexpr-subj arg1-sign arg2-sign arg3-sign arg4-sign basi-valarg1-unex arg2-unex arg3-unex arg1-val arg2-val arg3-val arg4-valbasi-pass ompl-phraseFigure 3.8: Type hierarhy below subonstrutionwill return to passive in Setion 7.1. ompl-phrase is a subtype of arg2-sign. It is a typefor rules that introdue subordinate lauses (both with and without omplementizers).I will return to the treatment of subordinate lauses in Setion 6.6.1.3.6 SummaryIn this hapter I have introdued �ve basi subonstrutions arg1 � arg5, and shownhow onstellations of these subonstrutions onstitute syntati frames aommodatingverb alternations suh as the Causative/Inhoative alternation, the Indued Ationalternation, the Substane/Soure alternation, the Intransitive/Transitive alternations,the Conative and Preposition Drop Alternations, the Loative alternation, and otheralternations. I have presented the Basi Relation Representations returned by thegrammar (BRR). Finally, a type hierarhy of subonstrutions has been presented wherethe linking between syntati and semanti information is done. This hierarhy will bethe basis of the syntati analyses presented in Part II of the thesis. Before I get tothe syntax part, I will show how valene information is represented on lexial entries inChapter 4.
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Chapter 4ValeneIn this hapter I will show how the information about possible argument framesthat I disussed in the previous hapter, an be represented on verb lexemes. Theentral idea is that there are four valene features (arg1, arg2, arg3 and arg4),one orresponding to eah of the �rst four subonstrutions.1 A type hierarhy oflinking types (types that re�et whether a subonstrution is realized or not) allows foronstraining verbs with regard to whih onstellations of subonstrutions (argumentframes) they an enter. A strategy for expanding the lexion will be presented. I willalso present a omparison of the Norsyg grammar and a lexialist version of the Norsyggrammar, where verbs are given one lexial entry for eah argument frame it an enter.Finally, I will ompare the approah taken in Norsyg with the RASP system (a shallow1I do not inlude a separate valene rule for the arg5-role. The reason for this is that I want tokeep the number of parses to a minimum. All PPs that get the arg5-role, an also be analyzed asadjunts. If I deide to inlude the valene rule for the arg5-roles in addition to the modi�er rules,whih easily an be done, the number of parses with a PP attahing to a VP will at least double.Instead of introduing separate arg5 valene rules, I suggest that the arg5-role an be interpreted as aspeialization of the prepositional prediate, as shown in (xiii).(xiii) _with_p_rel_with_p_adjunt_rel _with_p_arg5_relThe only ases where the arg5-role would be possible to distinguish from an adjunt role would be inases of topialization of the omplement of a PP, as disussed in Setion 3.1, where I suggested thatthe possibility for topializing the omplement of a PP an be regarded as a test for whether a PP is anargument or an adjunt. The Norsyg grammar does however not at present aount for topializationof the omplement of PPs, so the interpretation of prepositional prediates as arg5-roles has not beenimplemented. In the present implementation, seletional restritions about the arg5-role are spei�edvia the arg4 valene feature. 87



88 CHAPTER 4. VALENCEparser for English) and some other Norwegian omputational lexions/grammars. But�rst I will have a brief look at how valene is treated in HPSG.4.1 Valene in HPSGIn Setion 2.2 I showed how HPSG represents the valene information in a lexial entryof a verb. A transitive verb has the information in Figure 2.1, repeated here as Figure4.1.
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Figure 4.1: Lexial entry for the verb admireThe omplements of a word are realized with the Head-Complement Rule (Pollardand Sag, 1994, 362�363) (see Figure 4.2). This rule has a head daughter, with oneor more elements on the omps list. The elements on the omps list are realized asnon-head daughters in the phrase.
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, 2 ... nFigure 4.2: Head-Complement RuleThis rule has as many non-head daughters as there are omplements. It requiresthat the head daughter is a word and that the omps list of the mother is empty. Anobvious problem with suh a rule is that it does not allow adjunts to be realized beforeor in between the omplements as in (114), where yesterday omes in between the two



4.1. VALENCE IN HPSG 89omplement PPs.2(114) I talked to her yesterday about John.An alternative is to have a binary Head-Complement Rule that realizes oneomplement at a time, and that does not require that the head-daughter is a word(see Sag et al. (2003, 97)). This proedure is ommon in implemented grammars likethe English Resoure Grammar.
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, 2Figure 4.3: Binary Head-Complement RuleThe binary Head-Complement Rule is given in Figure 4.3. The head daughter of therule is underspei�ed with regard to whether it is a word or a phrase. And it only realizesthe �rst element on the omps list. The rest of the list is reentered in the mother (3).If the omplement list ontains more than one element, the Head-Complement Rule willwork repeatedly until the omps list is empty. By assuming suh binary strutures,it is easier to aount for adjunts that ome in between the omplements, sine aHead-Modi�er Rule an be allowed to work in between two Head-Complement Rules.The subjet of a lause is realized with the Head-Subjet Rule (see Figure 4.4). Thisrule has as its head daughter a word or phrase that has an empty omps list and anelement on the subj list (2). The element on the subj list is realized as the non-headdaughter, and the subj list of the mother is empty. An analysis of a transitive lauseis given in Figure 4.5.
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Figure 4.5: HPSG analysis of John admires MaryThe analysis in Figure 4.5 illustrates the appliation of the Head-Complement Ruleand the Head-Subjet Rule. The word admire has one element on the subj list (2) andone element on the omps list (3). The rule that ombines the verb admires with theproper noun Mary is the Head-Complement Rule. It uni�es the element on the ompslist with the non-head daughter. Sine the omps list of admire has only one element,the omps list of the mother is empty. (The rest of a list with one element is an emptylist.) The rule that applies at the top of the tree is the Head-Subjet Rule. It uni�esthe element on the subj list of the head daughter with the non-head daughter. Thesubj list of the mother is now empty.The tree in Figure 4.5 also illustrates how linking works. The verb admire linksthe arguments of its prediate to the indies of the elements on the subj and omps



4.2. THE GRAMMAR MATRIX AND NORSYG 91lists (see Figure 4.1). When the Head-Complement rule and the Head-Subjet Ruleunify the elements on the valene lists with the syntati arguments John and Mary,the indies of these words beome the arguments of the prediate _admire_v_rel.4.2 The Grammar Matrix and NorsygI will now present an alternative way of doing linking in HPSG whih I have usedin my grammar for Norwegian Norsyg (Norwegian syntax-based grammar). Norsyg isimplemented with the LKB system (Copestake, 2002), whih is a grammar developmentenvironment for implementing typed feature struture grammars.3 The grammar hasadopted many of the types and part of the feature geometry from the Grammar Matrix(version 0.6) (Bender et al., 2002). Some of the lexial entries stem from NorSoure ofJanuary 2004 (Hellan and Haugereid, 2004).4.2.1 The Grammar MatrixThe Grammar Matrix is a starter kit for HPSG grammar development. The 0.6 versionhas 203 types (664 lines of ode) ontaining general information that an be usedin grammar writing. The Grammar Matrix has general types for lexial items andphrases. The lexial types an be used to make lexial rules and add in�etion. Thephrasal types inlude types for Head-Subjet Rules, Head-Complement Rules and Head-Modi�er Rules. There are also types for extration of arguments and �lling in ofarguments. These rules are underspei�ed with regard to whether they are head initialor head �nal. Impliit in the types of the Grammar Matrix is an arhiteture of featuresthat is more or less adopted in Norsyg. A sign that is a phrase or a lexial rule in theGrammar Matrix (potentially) has the features in Figure 4.6.The AVM in Figure 4.6 shows that the type phrase-or-lexrule may have six features:synsem, args, infleted, -ont, head-dtr and non-head-dtr. synsem has3Typed feature strutures (Carpenter, 1992) have been employed in grammar development sine the80's. Flikinger (1987) employs type hierarhies in order to make generalizations over lexial entriesand lexial rules. Later, also generalizations over phrases were done by means of type hierarhies (seeSag (1997)). The English Resoure Grammar (ERG) (Flikinger (2000)), whih has been developedsine 1994, employs type hierarhies to make generalizations over lexemes, words, phrases and allother kinds of linguisti information. The ERG is developed with the LKB system (Copestake, 2002).The LKB system does not allow for relational onstraints with omplex anteedents, type resolution,disjuntion or negation, whih are often presupposed in the theoretial HPSG literature.
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Figure 4.6: The type phrase-or-lexruleas value the type synsem, whih again has the following features: opt, loal, non-loal and modified. The funtion of the feature opt is to say whether an element



4.2. THE GRAMMAR MATRIX AND NORSYG 93on one of the valene lists is optional or not. The omplement of the transitive verb eatis optional, and therefore marked as opt +, (see Flikinger (2000, 22�24)). loal hasas value the type loal-min whih has the features at, ont and agr. The value ofat, at, has the syntati features head and val, while ont, with the value mrs hasthe semanti information. The appliation of MRS semantis in the Grammar Matrixis explained in Flikinger et al. (2003). (MRS semantis is introdued in Setion 3.4).The funtion of the feature agr is agreement. non-loal keeps trak of non-loaldependenies. mod tells whether a sign is modi�ed or not (and from whih diretion).The feature args has as value a list that ontains the daughters of the sign. The featureinfleted tells whether a sign is in�eted or not. The feature -ont has as valuemrs, just as the feature ont. The funtion of -ont (onstrutional ontent) is tolet non-terminal signs enter semanti information. A sign an also have the featureshead-dtr and non-head-dtr. In a binary head initial phrase, the value of head-dtr is uni�ed with the �rst sign on the args list and the value of non-head-dtr isuni�ed with the value of the seond sign on the args list. In a head �nal phrase it isthe other way around. The Grammar Matrix makes ertain theoretial assumptions.Some of these assumptions, like the Head Feature Priniple, are adopted in Norsyg,whereas others, like the existene of valene lists like subj and omps, are not adoptedin Norsyg.
4.2.2 Norsyg - some data425 of the original 664 lines of ode in the Grammar Matrix are hanged or deleted inNorsyg. Norsyg is a grammar with 1215 types, 1530 hand-built lexial entries, 144 161lexial entries derived from Norsk Ordbank, 52 syntati rules, 46 in�etional rules and0 lexial rules (approximately 4200 lines of ode (exluding lexion)). In omparison,the English Resoure Grammar (version Nov-07) has 3260 types, 31675 lexial entries(exluding 13620 proper nouns used in the Handon projet), 175 syntati rules, 17in�etional rules and 26 lexial rules (26687 lines of ode (exluding lexion)). Moreinformation about Norsyg is given in Appendix A.



94 CHAPTER 4. VALENCE4.3 The linking typesIn the approah taken in Norsyg, the linking happens in the syntax rather than in thelexial types. Instead of assuming that a lexial entry has detailed information about aertain syntati frame, whih is ruial in an approah that does linking in the lexion(see Figure 4.1), I assume that a lexial entry by default has little information aboutits syntati environment. The syntati frames are not projetions of the lexion.They are rather onstrutions made up of what I refer to as funtional signs, that isin�etions, losed lass lexial items, and syntati rules. These signs do the linking ofthe arguments of the open lass lexial items that enter the syntati frames. In orderto avoid overgeneration, the open lass lexial items may be spei�ed with informationthat restrits the number of argument frames they an enter. The fat that onstraintsare put on open lass lexial items in order not to be ompatible with all frames an besaid to go against one of the assumptions in Chapter 1, namely that also what I referto as �odd� sentenes are grammatial (strit syntax). Still, of pratial reasons it isneessary to put some onstraints on the open lass lexial items in order to make theimplemented grammar work. In this setion I will show the mehanism used in Norsygfor restriting the possible onstrutions verbs an enter.
4.3.1 Four valene featuresIn the implementation of a grammar that does linking by means of funtional signsrealizing subonstrutions, I make use of four valene features (arg1, arg2, arg3 andarg4), orresponding to the four �rst subonstrutions disussed in Chapter 3.4 Theyhave synsem as value. The type synsem is given the feature link. The value of the linkfeature is the type link. In addition, there is a feature argframe with the value link.It is via this feature that a lexeme may put restritions on what types of onstrutionsit an enter. There is also a feature part whih allows a lexeme to selet for partiles.The type valene now has the de�nition in Figure 4.8, rather than the de�nition withthe subj and omps lists as presented in Figure 4.7.4As for the arg5-signs, I do not have a separate valene feature for them in the urrentimplementation. (See footnote 1, page 87.)
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Figure 4.7: valene in the Gram-mar Matrix
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Figure 4.8: valene in Norsyg4.3.2 A hierarhy of linking typesAs mentioned in Setion 1.3, the type link has a hierarhy below it. First, there areeight types, one positive and negative type for eah of the valene features in Figure4.8 (see Figure 4.9).5 So there is one arg1+, one arg1�, one arg2+, one arg2� and soon. Eah of the types in the bottom of the hierarhy inherit from four of the top types.These types represent the di�erent argument frames that I disussed in Chapter 3. Forinstane, the type arg123 represents an arg123-onstrution, whih is the frame typefor ditransitive verbs like handed in John handed Mary a book. The type arg124 is thetype for transitive verbs with delimiters, like hammer in John hammered the metal �at.The type arg1 is the type for unergative intransitive verbs like smile in John smiled. Ifwe study the hierarhies above the bottom types, we see that arg123 is a subtype ofarg1+, arg2+, arg3+, and arg4�. The type arg124 is a subtype of arg1+, arg2+, arg3�,and arg4+, and the type arg1 is a subtype of arg1+, arg2�, arg3�, and arg4�.5The hierarhy in Figure 4.9 is not omplete. Several intermediate and bottom types are left outin order not to make the illustration too omplex. The omplete hierarhy an be found in Norsyg inthe �le nor.tdl under �Valene types�.The epart feature is not a part of the linking mehanism.



96 CHAPTER 4. VALENCElinkarg1+ arg4+ arg2+ arg3+ arg3� arg4� arg1� arg2�
arg12-123-124 arg12-124-2-24 arg1-12 arg12-23 arg0-2

arg124 arg123 arg12 arg24 arg1 arg2 arg23 arg0Figure 4.9: The link hierarhy4.3.3 Paking of argument framesThe intermediate types in the hierarhy are inserted in order to allow something that anbe thought of as paking of argument frames.6 These types have two or more bottomtypes as subtypes. So a verb that is spei�ed in the lexion with an intermediatelink type will be ompatible with all the frames that orrespond to the subtypes of theintermediate link type. The verb give an our with three valene frames, as illustratedin (115).7(115) a. John gave a book.b. John gave Mary a book.. John gave a book to Mary.In (115a) give has an arg12-frame, in (115b) an arg123-frame, and in (115) anarg124-frame. In order to allow the verb to enter all these argument frames, it isgiven the argframe value arg12-123-124 in the lexion. arg12-123-124 inherits fromarg1+ and arg2+, but is underspei�ed with regard to arg3 and arg4. It has threesubtypes, namely arg12, arg123, and arg124, whih means that give an enter therelevant argument frames.6The term paking was suggested to me by Lars Hellan.7Passive and presentational variants of the examples I am using in this setion are not assumed toalter the argument frame, so I do not mention them here. I ome bak to passive and presentation inSetions 7.1 and 7.2.



4.3. THE LINKING TYPES 97A verb like break an enter the frames illustrated in (116).(116) a. John broke the up.b. John broke the up to piees.. The up broke.d. The up broke to piees.(116a) has a transitive frame (arg12-onstrution), (116b) has a transitive +resultative frame (arg124-onstrution), (116) has an unausative frame (arg2-onstrution) and (116d) has an unausative + resultative frame (arg24-onstrution).In order to allow break in all these frames, it is spei�ed with the intermediate link-typearg12-124-2-24, whih has the four subtypes arg12, arg124, arg2 and arg24.A verb like smile an have the argument frames in (117).(117) a. John smiles.b. John smiles a big smile.(117a) has an unergative intransitive frame (arg1-onstrution) and (117b) has atransitive frame (arg12-onstrution). The verb smile is spei�ed with the argframevalue arg1-12, whih has the two subtypes arg1 and arg12.A verb like rain an enter the argument frames illustrated in (118).(118) a. It rains.b. It rains money.(118a) has an arg0-onstrution and (118b) has an arg2-onstrution, and in orderto allow rain in both these frames, it is given the argframe value arg0-2. arg0-2 hasthe two subtypes arg0 (arg0 inherits from arg1�, arg2�, arg3�, and arg4�) and arg2.As I argued in Setion 3.3.9, the verb await has two argument frames, as illustratedin (108), repeated here as (119). (119a) has an arg12-onstrution and (119b) has anarg23-onstrution. It is given the argframe value arg12-23.(119) a. We awaited their report.b. Their report awaited us.



98 CHAPTER 4. VALENCEThe alternations I have mentioned here are just a few of the alternations I allow inNorsyg. I did not inlude all of them here beause it would make the hierarhy in Figure4.9 too omplex for a display (128 types). Below are some of the sets of onstrutiontypes that I did not mention:
• arg0-1-12-123-1234-124-14-2-24-4: dryppe (`drip')
• arg1-12-123-124-14: kaste (`throw')
• arg1-12-124-14: snakke (`talk')
• arg1-12-124: male (`paint')
• arg1-12-123: love (`promise')
• arg12-124: verdsette (`estimate/appreiate')
• arg12-2: ankomme (`arrive')Some verbs only allow one frame:
• arg123: frata (`deprive of')
• arg1: le (`laugh')4.3.4 Introdutory remarks on the omposition of subonstru-tionsFigure 4.10 gives a simpli�ed illustration of how the information about realizedsubonstrutions in the syntax and argument struture information spei�ed on themain verb is represented.8 As the Figure shows, eah valene rule swithes a negativelink value in the mother to a positive link value in the daughter. The top node hasonly negative link values. In this way, the link values in the bottom of the tree re�etwhat subonstrutions are realized higher up in the tree. The argument struture
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Figure 4.10: Information about realized subonstrutions (BRR: D.1, p. 331)information spei�ed on the main verb is given as value of the feature argframe(arg1-12).The type uni-link (see Figure 4.11) uni�es the link values with the argumentstruture information spei�ed on the main verb (the value of argframe). Thistype applies to onstituents at the bottom of the tree where the linking information isavailable.9 In the analysis of a transitive sentene like that in Figure 4.10, the typesarg1+, arg2+, arg3�, arg4�, and arg1-12 will be uni�ed. This gives the type arg12 (seeFigure 4.9).8This tree does not re�et the fat that syntati strutures are assumed to be left-branhing (seeFigure 1.4, page 16). A left-branhing struture implies that the initial onstituent appears at thebottom-left, like a in Figure 1.4.The initial onstituent of a lause (or the rule that realizes the �rst onstituent of a lause) is givena speial role in the grammar, namely to unify the link values. A presentation of how the uni�ationof the link values is done is given in Appendix A.6.1.9This uni�ation is left out in Figure 4.10 in order to show how the linking types end up at thebottom of the tree.
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Figure 4.11: Uni�ation of link values and argframe valueThe type arg1-12 is also ompatible with the types arg1+, arg2�, arg3�, arg4�, theuni�ation of whih gives the type arg1. This means that the verb smash an also entera onstrution with only an arg1-sign. I would like to emphasize that the restritionsput on lexial entries via the val feature with regard to what argument frames theyenter is not supposed to be seen as a part of the general theory, but rather as a way toimplement restritions, whih in a pratial implementation is unavoidable.4.4 Lexial types in NorsygIn this setion I present a seletion of the 100 handwritten and 288 automatially derivedlexial entry types for verbs in Norsyg.10The lexial type for a transitive verb with an optional NP objet, like eat is presentedin Figure 4.12. The feature argframe is given the value arg1-12, whih means thatthe verb is ompatible with both the unergative intransitive frame (arg1-onstrution)and the transitive frame (arg12-onstrution). The head value of the (optional) arg2of the verb is spei�ed to be nominal. Sine I express optionality with the argumentframe type, there is no need for the feature opt on syntati arguments. The part|satvalue is plus, whih means that the verb is not a partile verb.11The lexial type for a transitive verb that has an objet that an either be anNP or a subordinate lause like admire, has the lexial type shown in Figure 4.13. Theargframe value is arg12, whih means that the two roles are obligatory, and the head10The omplete list of lexial entry types for verbs an be found in the �les `nor.tdl' in Norsyg under�Lexial entry types for verbs� and in the �le `oble.tdl', whih has lexial entry types automatiallyderived from Norsk Ordbank (see Setion 4.5.1).11From now on, unless something else is stated, the value of the part|sat feature in the lexial entrytypes will be plus. That is, they are not partile verb types.
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Figure 4.12: The arg1-12_np_levalue of the arg2 argument is atompl-noun,12 whih means that both a subordinatelause headed by the omplementizer at (`that') and an NP are aepted as the internalargument.
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Figure 4.13: The arg12_p-np_le typeThe lexial type for unausative verbs like fall, whih selets for an optional arg4PP, is given in Figure 4.14. The value of argframe is arg2-24. This means thatthe arg4 argument is optional. The arg2 argument is an NP (hene the head valuenominal). The arg4 argument has two onstraints, namely that the head value isprep, and that the arg2|link value is arg2�. This means that the verb selets for asatis�ed preposition projetion (a PP). (Prepositions are lexially spei�ed as arg2+,and therefore they must realize their argument in order to beome arg2�.)The lexial type for unausative verbs that an be ausativized, like burn, and forvariable behavior verbs, like arrive, is given in Figure 4.15. The argframe value isspei�ed to be arg12-2, whih aounts for the alternation between unausative andtransitive. The head value of arg2 is spei�ed to be nominal, whih onstrains theinternal argument to be an NP.The lexial type for transitive verbs that require a re�exive objet, like theNorwegian verb ombestemme (`reonsider') in (120), is given in Figure 4.16. The12The grammar has a hierarhy of head types that makes it possible to restrit the head value of asign to partiular sets of ategories. In general, a head type that has subtypes re�ets whih subtypesit has in the type name. So the type atompl-noun in Figure 4.13 is the supertype of atompl andnominal.
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Figure 4.14: The arg2-24_pp_le type










arg12-2_np_less|lo|at|val



argframe arg12-2arg2|loal|at|head nominalFigure 4.15: The arg12-2_np_le typeargframe value is spei�ed to be arg12, whih means that both arg1 and arg2are obligatory. The head value re� on arg2 ensures that the internal argument is there�exive seg.(120) JonJon ombestemmerreonsider seg.refl`John reonsidered.'
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Figure 4.16: The arg12_re�_le typeThe lexial type for verbs like paint, whih an be both intransitive, transitive andtransitive resultative, is given in Figure 4.17. The argframe value is spei�ed asarg1-12-124, whih means that it an enter an unergative frame, a transitive frame,and a transitive frame with a delimiter. The head value of arg2 is spei�ed to benominal, and the head value of arg4 is spei�ed to be adj. This ensures that the



4.4. LEXICAL TYPES IN NORSYG 103internal argument is an NP, and that the delimiter is an adjetive.13
















arg1-12-124_np_ap_less|lo|at|val







argframe arg1-12-124arg2|loal|at|head nominalarg4|loal|at|head adj 





















Figure 4.17: The arg1-12-124_np_ap_leThe lexial type for intransitive partile verbs like let in (121) is given in Figure 4.18.The argframe is arg1, whih means that it must appear in a lause that realizes anarg1-sign. The partile will be uni�ed with the value of the part feature. Eah lexialentry of this type will selet the partile(s) they an have via the altkeyrel feature.In the ase of let in (121), the value of altkeyrel|pred is _up_p_rel.(121) The rain let up.
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Figure 4.18: The arg1_part_le typeThe lexial type for a verb like throw, whih an be intransitive, transitive andditransitive (see (122a)�(122)), intransitive or transitive with a PP argument (see(122d)�(122e)), intransitive or transitive with a partile (see (122f)�(122g)), and evenintransitive or transitive with a partile and a PP argument (see (122h)�(122i)), is givenin Figure 4.19. The argframe onstraint makes sure that the verb an enter the �vepossible onstellations of arg1, arg2, arg3 and arg4. Underspei�ation of whetherthe partile is realized or not aounts for the presene/absene of the partile. All theargument frames in (122) are aounted for.(122) a. John throws.13An analysis of a resultative sentene is given in Setion 6.4.2.



104 CHAPTER 4. VALENCEb. John throws the ball.. John throws Mary the ball.d. John throws to Mary.e. John throws the ball to Mary.f. John throws out.g. John throws out the ball.h. John throws out to Mary.i. John throws out the ball to Mary.
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Figure 4.19: The arg1-12-123-124-14_opart_np_pp_le typeVerbs that selet for partiular prepositions or adverbs to head their arg4 argument,are onstrained to selet for the prediate of that preposition/adverb. This proedureis adopted from the ERG.14 It is illustrated in Figure 4.20, where the verb fokusere(`fous') selets for the key value _på_p_rel (`on') on its arg4 argument. The predvalue of prepositions and adverbs are uni�ed with the feature keys|key that is situatedin head. In this way, the pred value of the preposition that heads a PP, is visible inthe head value of the PP. So when fokusere selets for the key value _på_p_rel asin Figure 4.20, then the pred value of the preposition that heads the PP omplementmust be ompatible with it.A verb that selets for a ertain set of prepositions or partiles, is aounted for bya type hierarhy of pred values. The verb selets for a supertype of those pred valuesthat are aeptable.1514The ERG onstrains an element on the omps list, and not the arg4 argument.15This type hierarhy beomes quite omplex when all the verbs in Norsk Ordbank (see Setion4.5.1) are taken into onsideration. The sript that onverts Norsk Ordbank into a Norsyg-ompatiblelexion reates a hierarhy onsisting of 1805 prediate types.
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Figure 4.20: The lexial entry for fokusere (`fous')Given the means I have desribed for restriting the syntati environment of verbsin Norsyg, the argframe values, the head values of the arg2 and arg4 arguments,the key value of the arg4 argument, and the pred value of the partiles, one is freeto give very spei� onstraints, only allowing one partiular argument frame, or onean let the onstraints be less spei�, so that the verb an enter more frames.4.5 Expansion of the lexion4.5.1 Adaptation of Norsk OrdbankNorsyg is adapted to Norsk Ordbank,16 whih is a fullform lexion for Norwegian withmore than 1.1 million entries. I have onverted Norsk Ordbank into a lexion with144161 unin�eted lexial entries, where 8229 entries are verbs. The verbs in NorskOrdbank are annotated with the argument frame information from the NorKompLeksprojet (see Setion 4.8.2). The program that onverts the lexion17 gathers theargument frame information about eah verb and reates the orresponding type ifthis type does not exist already. This is often neessary if a verb an enter manyargument frames. The lexial types for verbs have �ve kinds of information. First,they speify what kind of onstrutions the verb an enter. If the verb an enter thearg1-onstrution, the arg12-onstrution, and the arg124-onstrution, it is assignedthe argframe value arg1-12-124. Seond, they speify the head value of the arg2argument (if appliable). If the arg2 is either an NP or a subordinate lause, the newverb lexial entry type inherits from the type arg2_p-np. Third, the arg3 value isspei�ed to be a re�exive (if appliable). Forth, the new verb lexial types speify the16http://www.edd.uio.no/prosjekt/ordbanken/17`onvlex.py' is distributed with Norsyg (see Appendix A).



106 CHAPTER 4. VALENCEarg4 value (if appliable). If the arg4 value is a PP, the type inherits from the typearg4_pp. Fifth, the new verb lexial entry type spei�es whether the verb is a partileverb. If it is a partile verb, it inherits from the type part-verb, and if not, it inheritsfrom non-part-verb. Other information, like the pred values of seleted partiles andprepositions, is spei�ed on eah individual lexial entry. Based on the argument frameinformation spei�ed on verbs in NorKompLeks, the lexion onversion program builds288 new types for verb lexial entries in addition to the 100 lexial entry types forverbs that already exist (see `oble.tdl' in the norsyg diretory). An example of anautomatially reated verb lexial type is given in (123).(123) arg12-124-2_part_np_pp_le := arg2_np & arg4_pp & part-verb &[ SYNSEM.LOCAL.CAT.VAL.ARGFRAME arg12-124-2 ℄.(123) is the type for the verbs etse (`orrode'), helle (`pour'/`slope'), hive (`throw'),kippe (`�ip up'), and knalle (`rak'). What these verbs have in ommon, is that theyan enter the arg12-onstrution, the arg124-onstrution, and the arg2-onstrution,hene the argframe value arg12-124-2. The verbs are partile verbs, so the typeinherits from part-verb. The verbs require an NP as value of arg2 and a PP as valueof arg4 (if appliable), so the type inherits from arg2_np and arg4_pp.The entry of the in�nitival form of helle in Norsk Ordbank is given in (124), wherethe �elds in angle brakets show what argument frames the verb an enter, <intrans2>,<adv6>, and <part1/ut>.18(124) 27112 helle helle verb inf <intrans2> <adv6> <part1/ut> 021 1These argument frame spei�ations are translated into the type in 123 aordingto a table distributed with the Norsyg grammar (`nkl2lkb.txt'). When appearing alone,<intrans2> translates into the type arg2_np_le (the type for intransitive unausativeverbs), <adv6> translates into the type arg124_np_pp_le (the type for transitive verbswith PP omplements), and <part1/ut> translates into the type arg12_part_np_le(the type for transitive partile verbs (the pred value of the partile ut (`out') isspei�ed on the lexial entry)). When these three argument frames appear on the samelexial entry, the type arg12-124-2_part_np_pp_le is reated, as shown above. It18This argument frame information stems from the NorKompLeks projet (see Setion 4.8.2).



4.5. EXPANSION OF THE LEXICON 107aommodates all the frames just mentioned.19 The lexial entry of helle in the Norsyggrammar is given in (125).(125) helle-v := arg12-124-2_part_np_pp_le &[ STEM <"helle">,INFLECTION v1,SYNSEM.LKEYS.ALTKEYREL.PRED _ut_p_rel,SYNSEM.LKEYS.KEYREL.PRED "_helle_v_rel" ℄.4.5.2 Unknown wordsUnknown words pose a hallenge to deep linguisti grammars when they are used toparse unknown text. In an evaluation of a large-sale grammar referred to in Fouvry(2003), 89% of the total number of failed parses failed (possibly partly) beause ofunknown words. A lexion will never be �omplete� sine new words are reated allthe time. One approah to the unknown word problem is to make use of the syntatienvironment to �reognize� an unknown word (see for example Erbah (1990); Horiguhiet al. (1995); Barg and Walther (1998)). The syntati environment then imposesonstraints on the unknown word, whih is an underspei�ed entry. The informationabout the unknown word from the syntati environment is olleted and re�ned.Norsyg is employed in a similar fashion. If a word is not reognized by the grammar,it is assigned the lexial type unknown-word shown in Figure 4.21. The type is giventhe head value adj-noun-verb, whih means that it is either an adjetive, a noun, or averb. The semanti relation is underspei�ed. The type is spei�ed as infleted +,whih means that it is fully in�eted. This prevents in�etional rules from applying toit. The syntati rules that apply to the unknown word will determine the ategory ofthe unknown word. If the unknown word is a verb, also the argument frame will besettled. That is, an unknown intransitive verb will be assigned the argframe valuearg1 if the verb enters an arg1-onstrution, and an unknown transitive verb will beassigned the argframe value arg12 if the verb enters an arg12-onstrution. Also19One weakness of the frame paking proedure desribed here, is that not only the arg12-onstrution may appear with a partile, but also the arg124-onstrution and the arg2-onstrutionmay appear with a partile, even though that is not spei�ed in the original lexion. This makes thelexion less preise.
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Figure 4.21: Partial representation of the type unknown-word in Norsygthe head values of the arg2, arg3, and arg4 valene requirements will be settled.20There is no need for additional mehanisms to make the parser reognize unknownwords. Given the exo-skeletal design of the grammar and the fat that the formalismis uni�ation-based and uses typed feature strutures, the unknown word reognitionomes for free.214.5.3 Lexion aquisitionThe unknown word mehanism an be used for lexion aquisition. The use of a large-overage uni�ation-based grammar (the ERG) for lexion aquisition is presented inFouvry (2003). With the help of a statistial Part-of-Speeh (PoS) tagger, a seletion ofthe 463 possible lexial types are assigned to the unknown word, eah as a separate entry.The possible de�nition of the unknown word an be derived from the suessful parse(s).The proedure suggested for Norsyg di�ers from the proedure shown in Fouvry (2003)in that only one underspei�ed entry is entered into the parse hart, rather than oneentry per (probable) lexial type. This is possible due to the exo-skeletal nature of thegrammar.One way to use Norsyg to do automati aquisition of argument frames would beto let the grammar parse a orpus, and let the subat requirements of the verbs in thelexion be underspei�ed. The grammar would then build syntati trees dependent20When a sentene with several unknown words is parsed, and the unknown words are assignedthe type unknown-word, the number of edges in the parse hart may beome too big for the parserto handle. I therefore use a more onstrained type uk-noun-phrase when I parse unknown text. Thehead value is in this type spei�ed to be nominal sine most of the unknown words are proper nounsor nouns. This means, however, that sentenes with unknown verbs and adjetives will not get theorret analysis. (In Appendix A.4, I estimate that 24.6% of the sentenes taken from a Wikipediaartile, that the grammar parses, do not get the orret analysis.)21One would however need a mehanism for re�ning the reognized unknown words, sine theonstraints spei�ed on the unknown words are often too spei�. Verbs are for example spei�edwith number information about their subjets and objets, whih is information one does not want torepresent on verbs (at least not in a language like Norwegian).



4.5. EXPANSION OF THE LEXICON 109on the ontext of the verbs. The onstraints imposed by the syntati trees onto thelexial entries of the verbs would be gathered and stored, and a program similar tothe lexion onversion program mentioned in Setion 4.5.1, would reate the neessarylexial types aording to di�erent sets of onstraints imposed by the syntax in allthe suessful analyses. In order to restrit the mehanism so that the onstraints ofhighly unlikely analyses were left out, the statistial data of a treebank similar to theLinGO Redwoods Treebank (Oepen et al., 2004a) ould be used to selet only the mostprobable parses for eah parsed item.22Given that a verb like feire (`elebrate') was assigned the valene onstraints in (126)by di�erent syntati ontexts ((126a) in an intransitive lause, (126b) in a transitivelause with an NP as arg2 value, and (126) in a transitive lause with a subordinatelause as arg2 value) the lexial type in (127) ould be reated for the lexial entry offeire.(126) a. 
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argframe arg12arg1|loal|at|head nounarg2|loal|at|head atompl(127) arg1-12_p-np_le := arg2_p-np & non-part-verb &[ SYNSEM.LOCAL.CAT.VAL.ARGFRAME arg1-12 ℄.The type in (127) subsumes the di�erent valene onstraints given in (126) sine it i)is ompatible with both the arg1-onstrution and the arg12-onstrution by speifyingthe argframe value to be arg1-12, and ii) onstrains the arg2 value to be either anNP or a subordinate lause by inheriting from the type arg2_p-np. It also spei�esthat it is not a partile verb type by inheriting from the type non-part-verb. A lexialentry that inherits from arg1-12_p-np_le will be ompatible with the three kinds ofsyntati ontext in (126), and no other kinds of syntati ontext.22At present, there is no HPSG treebank for Norwegian.



110 CHAPTER 4. VALENCEI made a test where I removed all subat information on the main verbs. Insteadof letting them inherit from the lexial types speifying argument frame information,as shown in Setion 4.4, I let them inherit from the type main-verb-lxm, whih is thegeneral type for all main verbs exept raising and ontrol verbs. I onstrained the typemain-verb-lxm so that it did not take nominals as value of arg4, sine the lass of verbsthat take nominals as prediatives is very small in Norwegian. (See Figure 4.22.) I alsoremoved the seletional restritions (lexial onstraints of the arg4 value and the partvalue). This allowed all main verbs to enter all possible onstrutions, exept fromthe raising and ontrol onstrutions, and the prediative onstrutions with nominalprediates.










main-verb-lxmss|lo|at



head verbval|arg4|lo|at|head adj-adv-prepFigure 4.22: The (slightly altered) main-verb-lxm typeThe alternative grammar was tested on a orpus onsisting of 8272 5 to 10 wordsentenes from Norwegian Wikipedia.23 In order to redue the number of errors, Imade sure that all the words of the seleted sentenes were listed in Norsk Ordbank,whih the Norsyg lexion is derived from, (see Setion 4.5.1). As Table 4.1 shows, thealternative grammar parsed 54.7% of the items (4521). The average number of parsesfor eah parsed sentene is 111.62. This number is relatively low, mainly due to the fatthat 2270 of the items had the opula verb er, and that this verb has kept its originalonstraints. In addition, 1794 parses failed beause the edge limit was exhausted. (Thehart size limit was set to 10000 nodes.) If the hart size limit had been raised, theaverage number of parses would have gone up sine more ambiguous sentenes wouldalso have been analysed.I also tested the original grammar on my Norwegian Wikipedia orpus of shortsentenes, and the results are shown in Table 4.2. The grammar parses 64.8% of theitems and the average number of parses is 27.14. 142 parses failed beause the edgelimit (10000) was exhausted.23One 4 word sentene was also inluded in the orpus. I did not realize this before all the testswere �nished.
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(generated by [incr tsdb()] at 29−oct−08 (10:21))Table 4.1: Coverage of the Norsyg grammar with `open' verb lexial entries onWikipedia orpus of short sentenes.
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(generated by [incr tsdb()] at 29−oct−08 (13:01))Table 4.2: Coverage of the original Norsyg grammar on Wikipedia orpus of shortsentenes.
The initial test of the grammar with underspei�ed subat onstraints on verbsshows that the grammar an to some extent be used to parse short sentenes whenthe subat onstraints of the main verbs are removed. Given the statistis from a treebank, it would be possible to extrat subat information of the highest ranked analysesinvolving a ertain main verb, and use this information to arrive at a possible lexialtype in the manner outlined for feire above.



112 CHAPTER 4. VALENCE4.6 Comparison of the onstrution-onstraining meh-anism and a lexialist approahIn order to test how the onstrutionalist approah performs ompared to a lexialistapproah on real data, I reated a version of Norsyg where valene alternations areaounted for by means of multiple lexial entries rather than using the onstrution-onstraining mehanism (see Setions 1.3, 4.3, and 4.4). A verb that has the typearg1-12_np_le in Norsyg is in the alternative version given two lexial entries, oneof the type arg1_le and one of the type arg12_np_le (one for eah of the argumentstruture odes assigned by the original NorKompLeks lexion (see Setion 4.8.2)). 5009of the verbs from the NKL lexion are listed with only one frame, and are thereforegiven only one lexial entry in the new lexion, while 3439 verbs are listed with morethan one argument frame and are given the orresponding amount of lexial entries.(The verb få was given 12 lexial entries.) This gave me a lexion with 13201 lexialentries for verbs, rather than the original 8448 lexial entries for verbs, an inrease of4753. I added 38 new types for verb lexial entries.I used the alternative lexialist version of the Norsyg grammar and the originalNorsyg grammar to parse the Wikipedia orpus of 5 to 10 word sentenes mentionedin Setion 4.5.3. I ompared the results of the bath parses and seleted the sentenesthat were given the same number of analyses by the two grammars. Sentenes thatdid not parse were not inluded. I also exluded sentenes with the opula verber/var (`is'/`was') and the verb har (`has') sine they seemed to be overrepresentedin the data.24 I ended up with a set of 544 sentenes. I exluded the sentenes thatdi�ered with regard to the number of parses in order to make the omparison of thetwo grammars as good as possible.I let the two grammars parse the new set of sentenes and ompared the results.Table 4.3 shows that the two grammars, as expeted, have the same overage (100%),and that they produe the same amount of analyses (15.02 on average). The tablealso illustrates the di�erene in lexial ambiguity of the two grammars. The lexialistgrammar (`(g)old') has a lexial ambiguity of 6.31, while Norsyg (`new') has a lexialambiguity of 4.65.24Typial short sentenes in the Wikipedia data are sentenes like Lesotho er et land i Afrika.(`Leshoto is a ountry in Afria.') and I dag har selskapet rundt seksti ansatte. (`Today, the ompanyhas about sixty employees').
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(generated by [incr tsdb()] at 11−nov−08 (21:52))Table 4.3: Comparison of ompetene. Gold = one lexial entry per argument frame.New = paked argument frames.Table 4.4 shows that the original Norsyg has a better performane than the lexialistversion of the grammar. The number of tasks is 27% smaller, parsing time is reduedby 34.9%, and spae is redued by 40.2%.25
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(generated by [incr tsdb()] at 11−nov−08 (21:49))Table 4.4: Comparison of performane. Gold = one lexial entry per argument frame.New = paked representations.The omplexity of the two grammars and the di�erent approahes to argument framealternations in the two grammars make it di�ult to ahieve equal overage on all thedata for the two grammars. I hose to exlude most of the sentenes, where the two25It ould of ourse be objeted to this test that a grammar without the paking of argumentstruture information maybe ould be implemented in a di�erent way, that would make parsing moree�ient. (In languages with �xed word order like Norwegian and English, one ould for example enterall the arguments on a single subat list and use 2 rather than 8 valene rules to realize the arguments;one binary valene rule and one valene rule for extrated arguments.) This omparison is only done fortesting the impat of the paking of argument struture information in a grammar that is implementedsimilar to Norsyg.



114 CHAPTER 4. VALENCEgrammars do not have the same amount of analyses, rather than attempting to trakdown the reason for the di�erene in behavior. The result of this is that many of theases with more ambiguity are not inluded. (The average number of analyses of all thesentenes in the 5�10 word Wikipedia orpus is 27.14 (see Table 4.2), while in the newset, whih was behind the numbers shown in Tables 4.3 and 4.4, the average number ofanalyses is 15.02.) If more ambiguous examples had been inluded, one ould expeta bigger di�erene in performane between the two grammars, sine verbs with morealternations would be part of the test. The di�erene in ompetene and performaneof the two grammars on the whole 5�10 words Wikipedia orpus is shown in Tables 4.5and 4.6.
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(generated by [incr tsdb()] at 12−nov−08 (13:56))Table 4.5: Comparison of ompetene (8272 sentenes). Gold = one lexial entry perargument frame. New = paked argument frames.As Table 4.6 shows, the redution is bigger when all the sentenes are onsidered(35% di�erene in tasks, 41.2% di�erene in time, and 45.4% di�erene in spae.)However, in this omparison, the number of analyses produed by the two grammarsdi�ers. (See Table 4.5.) In the lexialist version, the average number of analyses is50.86, while in the original version, the average number of analyses is 27.14. The highnumber of analyses in the lexialist version is probably due to the fat that the grammaris less onstrained. (It was onstruted with the single purpose of being a omparisonto the original Norsyg grammar.)The parse harts in Figures 4.23 and 4.24 illustrate how the work load of thetwo grammars may di�er for a short sentene like Jon presset appelsinen (`Jon



4.6. CONSTRUCTION-CONSTRAINING MECHANISM VS. LEXICALISM 115
i−length in [0 .. 5| 100.01655 0.43 44256 0 0.00 0 100.0 100.0

42.4

Total 3154 1.17 168984 2040 0.69 92212 35.3 45.441.2

i−length in [10 .. 15| 4739 1.81 265510 3141 1.08 152926 33.7 40.4

47.2i−length in [5 .. 10| 2821 1.04 148698 1792 0.60 78510 36.5 42.0

space

Ø

space

%

new

tasks

Ø

time

Ø

space

Ø

reduction

tasks

%

Aggregate time

%

(g)old

tasks

Ø

time

Ø

(generated by [incr tsdb()] at 12−nov−08 (13:50))Table 4.6: Comparison of performane (8272 sentenes). Gold = one lexial entry perargument frame. New = paked representations.pressed the orange') when a verb with many alternations appear in the sentene.26The verb presse (`press') an enter 8 argument frames. In the original Norsyggrammar it has one lexial entry of the type arg12-124-14_part_np_pp+ip2_le,and in the lexialist version of the grammar it has 8 lexial entries ofthe types arg124_np_pp_le, arg12_np_le, arg124_np_pp+ip2_le, arg12_re�_le,arg12_part_np_le, arg124_re�_pp_le, arg14_pp_le, and arg124_np_pp_le.
0-1 qJon

0-1 [13] FIRST-WORD-PREFIX 0-2 [21] HEAD-FILLER-RULE 0-2 [22] ARG1-EXTR-RULE

0-3 [37] ARG2-RULE 0-3 [38] MAIN-RULE0-2 [23] ARG2-EXTR-RULE

0-3 [39] ARG2-RULE

0-3 [40] ARG1-RULE

0-3 [41] ARG2-EXTR-RULE 0-3 [42] MAIN-RULE

1-2 presset

1-2 [16] DEF-SG-NOUN-NEUT_INFL_RULE
1-2 [17] UNARY-REL-RULE

1-3 [44] ARG3-RULE

1-3 [45] ARG2-RULE

1-3 [46] ARG1-RULE

1-2 [20] PRET-V1_INFL_RULE

1-3 [43] ARG2-RULE

1-2 [26] PPART-V1_INFL_RULE

1-2 [27] PART-INDEF-SG-ADJ_INFL_RULE

2-3 appelsinen
2-3 [35] DEF-COMM-NOUN-M1-M2_INFL_RULE

2-3 [36] UNARY-REL-RULEFigure 4.23: Parse hart for Jon presset appelsinen (`Jon pressed the orange') in theoriginal Norsyg grammar.The parse hart of the original Norsyg grammar shown in Figure 4.23 has 46 edges,and the parse hart of the lexialist version shown in Figure 4.24 has 154 edges.27 Bothgrammars give two analyses to the sentene.
26The reason why the �rst word Jon in the parse harts is given the pre�x q is explained in AppendixA.6.1.27The morphologial rules were not displayed in the parse harts.
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0-3 [115] ARG3-EXTR-RULE

0-3 [116] ARG1-EXTR-RULE

0-3 [117] ARG2-EXTR-RULE

0-3 [118] ARG2-EXTR-RULE

1-2 presset

1-2 [16] DEF-SG-NOUN-NEUT_INFL_RULE

1-2 [17] UNARY-REL-RULE

1-3 [152] ARG3-RULE

1-3 [153] ARG2-RULE

1-3 [154] ARG1-RULE

1-2 [20] PRET-V1_INFL_RULE

1-3 [151] ARG2-RULE

1-2 [26] PRET-V1_INFL_RULE

1-3 [139] ARG2-RULE

1-2 [31] PRET-V1_INFL_RULE

1-3 [132] ARG2-RULE

1-2 [36] PRET-V1_INFL_RULE

1-2 [40] PRET-V1_INFL_RULE

1-3 [126] ARG2-RULE

1-2 [45] PRET-V1_INFL_RULE

1-2 [49] PRET-V1_INFL_RULE

1-2 [53] PRET-V1_INFL_RULE

1-3 [119] ARG2-RULE

1-2 [60] PPART-V1_INFL_RULE

1-2 [62] PPART-V1_INFL_RULE

1-2 [63] PART-INDEF-SG-ADJ_INFL_RULE

1-2 [65] PPART-V1_INFL_RULE

1-2 [67] PPART-V1_INFL_RULE

1-2 [68] PART-INDEF-SG-ADJ_INFL_RULE

1-2 [70] PPART-V1_INFL_RULE

1-2 [71] PART-INDEF-SG-ADJ_INFL_RULE

1-2 [73] PPART-V1_INFL_RULE

1-2 [75] PPART-V1_INFL_RULE

1-2 [77] PPART-V1_INFL_RULE

2-3 appelsinen

2-3 [106] DEF-COMM-NOUN-M1-M2_INFL_RULE

2-3 [107] UNARY-REL-RULE

Figure 4.24: Parse hart for Jon presset appelsinen (`Jon pressed the orange') in thelexialist version of the Norsyg grammar.



4.7. COMPARISON WITH THE RASP SYSTEM 1174.7 Comparison with the RASP systemThe design of the Norsyg grammar has ertain abstrat similarities with the RobustAurate Statistial Parsing (RASP) system (Brisoe et al., 2006), whih is a so-alled `shallow' parser. A shallow parser is more robust and e�ient than a `deep'parser. Typially, a shallow parser has no or very limited aess to �ne-grained lexialinformation. It typially inludes PoS tagging, hunking, and Relation Finding. Shallowparsers often parse sentenes into partial trees (hunks), and �nd relations that holdbetween the parts of the sentenes (subjet, objet, and so on). They are designed tobe robust, and they will parse also ungrammatial input. A deep parser on the otherhand gives omplete analyses, and analyzes in priniple only grammatial input.The RASP system is an advaned shallow parser in that it returns full tree analyses,although the analyses do not inlude phenomena suh as long distane dependenies andraising (see below). Also, the RASP system is somewhat atypial as a shallow parser,in that it utilizes a hand-written syntati grammar, albeit assuming only very oarse-grained lexial ategories (whih are obtained by PoS tagging). Given the senteneMary likes John, the RASP system outputs the tree struture in Figure 4.25.SNPMary:1 VPlike+s:2 NPJohn:3Figure 4.25: RASP tree struture for Mary likes JohnIt also outputs the Grammatial Relations holding between prediates andarguments that the system an reover (Brisoe et al., 2006, 79). This is shown forMary likes John in (128), where Mary is identi�ed as the subjet of like, and John isidenti�ed as the diret objet. The tree strutures an also be used to extrat RMRSs(Rithie, 2004).(128) (|nsubj| |like+s:2_VVZ| |Mary:1_NP1| _)(|dobj| |like+s:2_VVZ| |John:3_NP1|)The Norsyg grammar and the RASP system have in ommon that they both allowfor underspei�ed argument frames on verbs. As I showed in Setions 4.3, 4.4, and 4.5,



118 CHAPTER 4. VALENCENorsyg assumes only one lexial entry per verb, also in ases where the verb an havemore than one argument frame. Constraints entered on eah lexial entry together witha type hierarhy of linking types restrit the possible number of argument frames. Inthe RASP system, all the verbs have an underspei�ed VSUBCAT feature, and theyan be given any of the 31 possible subat frames for verbs (Brisoe, 2006, 9). Oneof the initial appliations of the RASP system was to extrat Grammatial Relations(Carroll and Brisoe, 2001). This is also a possible appliation of the Norsyg grammar.But there are signi�ant di�erenes between a shallow parser like the RASP systemand a deep parser like Norsyg.The RASP system has 678 phrase struture rules whih provide tree analyses ofEnglish sentenes. The relatively high number of rules is due to detailed spei�ationsof the daughters, and syntati strutures that are not stritly binary. For example,the sentene Mary gives him an apple reeives the struture in (4.26) where the ternaryrule `V1/v_np-pro_np' (VP goes to verb, pronoun and NP) forms a VP from the verbgive, the pronoun him, and the NP an apple. The system also pays a lot of attentionto puntuation. SNPMary:1 VPgive+s:2 he+:3 NPan:4 apple:5Figure 4.26: RASP tree struture for Mary gives him an appleThe use of rules with detailed spei�ations of the daughters together with apreferene for �at strutures, would result in a very large number of rules in a languagelike German if preise analyses involving srambling and adjunt attahment were to begiven, and suh an approah would not be feasible for a deep grammar. (See remarks toConstrution Grammar in Setion 2.7.3.) The Norsyg grammar on the other hand usesfar less rules (52) and employs binary strutures. This makes it possible, in priniple,to aount for the German data without hanging the fundamentals of the design (seeAppendix B.2.).The RASP system does not aount for long distane dependenies like Wh-movement (see Brisoe (2006, 15)), as illustrated for Who do you think Mary likes?



4.7. COMPARISON WITH THE RASP SYSTEM 119in (129). Here, the system outputs an objet relation between who and think, whilethere should have been an objet relation between who and like.(129) (|obj| |think:4_VV0| |Who:1_PNQS|)(|aux| |think:4_VV0| |do:2_VD0|)(|nsubj| |think:4_VV0| |you:3_PPY| _)(|omp| _ |think:4_VV0| |like+s:6_VVZ|)(|nsubj| |like+s:6_VVZ| |Mary:5_NP1| _)A deep grammar like Norsyg on the other hand, an aount for long distanedependenies (see Setion 6.9).The treatment of raising in the two grammars has ertain similarities. In bothgrammars the �raised� argument is assumed to be an argument of the ontrol verb.28However, while in Norsyg it is assumed that the argument is also an argument ofthe ontrolled verb (see Setion 6.7.3), the RASP system only assigns a grammatialrelation to the raised argument from the ontrol verb. The tree in Figure 4.27 is theRASP analysis of Mary seems to eat apples. The Grammatial Relations extratedfrom that tree are given in (130). It shows that the raised argument is the subjet ofthe raising verb seem, and not the ontrolled verb eat.SNPMary:1 VPseem+s:2 VPto:3 eat:4 NPapple+s:5Figure 4.27: RASP tree struture for Mary seems to eat apples(130) (|nsubj| |seem+s:2_VVZ| |Mary:1_NP1| _)(|xomp| |to| |seem+s:2_VVZ| |eat:4_VV0|)(|dobj| |eat:4_VV0| |apple+s:5_NN2|)28This goes against the general assumption that the argument is raised from the ontrolled lause.See remarks in Setion 6.7.4.



120 CHAPTER 4. VALENCEA �nal di�erene between the RASP system and Norsyg is that the RASP systemoutputs surfae Grammatial Relations similar to the funtions in LFG, while Norsygoutputs deep Grammatial Relations orresponding to the Initial Stratum in RelationalGrammar and the deep struture in GB. (See Setion 1.2.)4.8 Norsyg ompared to other Norwegian omputa-tional resouresIn this setion I will ompare Norsyg to four other Norwegian omputationalresoures, the lexion projets TROLL (The Trondheim Linguisti Lexion Projet) andNorKompLeks (Norsk Komputasjonelt Leksikon), and the grammar projets NorSoure(Norwegian Resoure Grammar) and NorGram (Norsk komputasjonell grammatikk).4.8.1 TROLL (The Trondheim Linguisti Lexion Projet)TROLL (Johnsen et al., 1989) is an HPSG-like omputational lexion for Norwegianin the spirit of Hellan (1988). It has 27 basi templates for Norwegian verbs. Thesetemplates an undergo derivational valene-hanging rules.There are templates for for example intransitive verbs like jump, ergative verbs likeroll, experiener intransitive verbs like freeze, transitive verbs like kik, and ditransitiveverbs like give. The templates ontain information about the themati role, syntatifuntion and ategory of the arguments. The transitive template has the followingde�nition:SAF: <ag,np,ea>,<th,np,gov>Statement: tvSAF stands for Syntati Argument Frame, and in ase of the transitive template,it lists two arguments. The �rst argument on SAF, `<ag,np,ea>, has the themati roleagent (`ag'), the ategory is noun phrase (`np') and the syntati funtion is externalargument (`ea'). The seond argument, `<th,np,gov>', has the themati role theme(`th'), the ategory noun phrase (`np') and the syntati funtion governed (`gov').The derivational rules in TROLL are like HPSG lexial rules. The derivationin Figure 4.28 shows how a passive transitive partile verb is derived from the



4.8. OTHER NORWEGIAN COMPUTATIONAL RESOURCES 121intransitive verb skyte (`shoot'). There are four derivational rules applying in thisexample (`InhObj' (Cognate objet alternation), `TV_smalll_AdvP' (Resultativeonstrution), `PrediMv' (Prediative preposing) and `Pass' (passive)) applying in a�xed order.Derivation Syntati Argument Frame: ExamplePass <ag,rp,implarg>,<tvssu,np,gov>, ... ble skutt bort kulene<_,_,preposed_predi> ... was shot away bullets-thePrediMvt <ag,np,ea>,<tvssu,np,gov>, Per skyter bort kulene<_,_,preposed_predi> Per shoots away bullets-theTVsmalllAdvP <ag,np,ea>,<tvssu,np,gov>, Per skyter kulene bort<_,_,predi> Per shoots bullets-the awayInhObj <ag,np,ea>,<inherobj,np,gov> Per skyter kulerPer shoots bulletsbasi <ag,np,ea> Per skyterPer shootsFigure 4.28: Lexial derivations in TROLLThe result of the derivation in Figure 4.28 is a lexeme with the SyntatiArgument Frame `<ag,rp,implarg>,<tvssu,np,gov>,<_,_,preposed_predi>', whihis the argument frame for the passive transitive partile verb. `<ag,rp, implarg>' meansthat the verb has an argument that has the themati role agent, whih is impliit (`rp'means that it has the empty ategory `Referential Phrase'). `<tvssu,np,gov>' meansthat the verb has the themati role `small lause subjet' with a transitive verb, whihis realized as a governed NP. `<_,_,preposed_predi>' means that the verb has apreposed partile. The derivational rules have means to restrit the input, in order toavoid overgeneration.The ore idea with TROLL is to have a restrited number of basi lexial templates,from whih ertain sets of other lexial templates an be derived. By assoiating a verbwith a partiular basi template, one an derive all possible syntati argument framesby means of the derivational rules.In a sense I try to ahieve the same with Norsyg, exept that instead of letting alexeme derive all possible syntati argument frames in the lexion (a transitive verb inTROLL has 85 argument frames), I let the lexeme have only one spei�ation, whih



122 CHAPTER 4. VALENCEwill make it ompatible with the syntati strutures that an be expeted for thatverb.Norsyg does not have the themati roles that TROLL has, and it also does not havethe possibility to merge a verb and a partile by means of a derivational rule. Norsyg anaount for all the syntati strutures that are predited in the `xtemplates' Appendixof Johnsen et al. (1989).4.8.2 NorKompLeks (Norsk Komputasjonelt Leksikon)NorKompLeks (NKL) is a Norwegian omputational lexion with information aboutin�etional patterns and phonologial representations. The lexion also has informationabout argument struture frames for verbs. There are 105 di�erent argument strutureframes in NKL. In ontrast to TROLL, whih operates with basi templates from whihall surfae strutures are derived, NorKompLeks operates with diret desriptions ofthe surfae argument struture. All argument strutures that a verb an have arerepresented as lists of odes in the lexial entry of the verb. The argument struturerepresentations ontain information about the themati role, syntati funtion andategory of the arguments, adapted from TROLL's templates.The de�nition of the ode for an unergative intransitive argument struture is givenin (131), and the de�nition of the ode for a transitive argument struture is given in(132). (131) has the ode name `intrans1', and its single argument (`arg1') is markedfuntionally as subjet (`su'), its themati role is agent (`ag'), and its ategory is nounphrase (`np'). (132) has the ode name `trans1', and it has two arguments. The �rst isan agent subjet NP (`su::ag::np'), and the seond is a theme objet NP (`obj::th::np').(131) arg_ode(intrans1,[arg1:su::ag::np℄)(132) arg_ode(trans1,[arg1:su::ag::np,arg2:obj::th::np℄).An example of a verb that an be both intransitive and transitive is listedas akkompagnere (`aompany') in (133), where the two argument struture odes`intrans1' and `trans1' are listed. If the verb has ertain seletional restritions, thisis marked in the lexial spei�ation, as illustrated in (134), where the verb agitere(`agitate') selets for a PP headed by for (`for'). Verbs that an enter many argumentframes, like få (`get'), are spei�ed with many argument struture odes, as illustratedin (135).



4.8. OTHER NORWEGIAN COMPUTATIONAL RESOURCES 123(133) w(akkompagnere,459,[intrans1,trans1℄).(134) w(agitere,372,[intrans1,trans11([for℄)℄).(135) w(få,18819,[trans14,part6([tilbake,igjen,fram,frem℄),predik7,part1([til,gjennom,igjennom,med,bort,vekk,unna,fram,frem,igang℄),ditrans5([til,fra℄),ditrans6([til℄),refl3([til℄),refl14([med℄),refl6,trans20([med℄),trans11([i℄),aux1([perf_part,inf℄)℄).Argument frame spei�ations for verbs that annot passivize are marked with `�passiv'. This is illustrated in (136), whih shows the de�nition of the ode intrans2 forunausatives.(136) arg_ode(intrans2,[arg1:su::th::np,�passiv℄).Norsyg does not have the spei�ation of themati roles that NKL has. All thesyntati argument frames spei�ed in NKL are aounted for in Norsyg. This isillustrated in Appendix A.5, where eah sentene orresponds to an argument strutureframe in NKL.29 The table shows how many analyses was assigned to eah sentene byNorsyg, and also how may edges there were in eah of the parse harts.30 Most of theexample sentenes are taken from Hellan (2002).29A few frames like part5 and predi11, trans2 and trans18, trans3 and trans19, re�12 and re�18,adv2 and adv13 share one example. part3 and re�14 share two examples. adv15 and re�10 eahorrespond to two examples, and aux1 orresponds to three examples.30The �le that ontains these test sentenes, `nkl.items', is distributed with Norsyg.



124 CHAPTER 4. VALENCE4.8.3 NorSoure (Norwegian Resoure Grammar)NorSoure is an implemented HPSG grammar for Norwegian (see Beermann and Hellan(2004), Hellan and Beermann (2005) and Hellan (2005)).31 The grammar gives detailedsemanti representations. The grammar has approximately 80000 lexial entries (ofwhih 13144 are lexial entries for verbs), 178 rules, 61 in�etional rules, and 34 lexialrules.The grammar aounts for many more argument struture frames than assumed inNorKompLeks, mainly by means of lexial entry types. A verb that an enter more thanone argument frame is given several lexial entries. The verb gi (`give'), for example,has 11 entries. Passive is aounted for by means of lexial rules.This proedure for apturing the di�erent argument frames a verb an enter isdi�erent from the proedure in Norsyg, where a single lexial entry is given informationthat allows it to enter all the frames that are expeted.NorSoure has a number of lexial entry types for verbs that are equipped with �ne-grained semanti information and restritions on the syntati environment. Norsygdoes not have any suh spei�ations.In addition to the val features subj, spr, spe, omps and iomps,32 NorSourehas the qval (qualitative valene) features subjet, dobjet (diret objet),iobjet, predi, obl1 and obl2 (see Hellan and Haugereid (2004)). The qvalfeatures funtion as `pointers' to elements on the valene lists, as illustrated in Figure4.29. The qval features make it possible to refer to for example the diret objetirrespetive of its position on the omps list. The linking between syntati argumentsand semanti arguments is done via the qval features in partiular types, as illustratedin Figure 4.30.While Norsyg has a �xed orrespondene between the valene features arg1,arg2, arg3 and arg4 on the one hand, and the basi relations arg1-relation, arg2-relation, arg3-relation and arg4-relation on the other (see Setion 3.5), there is no diretorrespondene in NorSoure between qval features and the semanti attributes arg1et. For example, the diret objet in a presentational onstrution is linked to thearg1 role of the verb's relation, while the diret objet otherwise is linked to the arg2role.31The grammar's homepage is http://www.ling.hf.ntnu.no/forskning/norsoure/.32iomps (interspersable omplements) is a list of omplements that an be preeded by an adverbial.
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Figure 4.29: qval pointers to elements on the val lists in NorSoure








arg2-omps-synsemloal | at | qval | dobjet | loal | ont | hook | index 1lkeys | keyrel | arg2 1







Figure 4.30: Linking of the diret objet index to the semanti arg2 in NorSoureThe qval feature predi orresponds to the arg4 valene feature in Norsyg. Theobl1 feature orresponds to what would be the arg5 valene feature in Norsyg.33 Asfor the other qval features, subjet, dobjet and iobjet, there is no one-to-oneorrespondene to Norsyg.4.8.4 NorGram (Norsk komputasjonell grammatikk)NorGram is a broad overage omputational LFG grammar for Norwegian (bothBokmål and Nynorsk) developed at the university of Bergen by Helge Dyvik andVitoria Rosén. It is implemented with XLE (Crouh et al., 2007), whih is aombination of linguisti tools developed at PARC and Grenoble XRCE. The grammaris used as the analysis omponent in the LOGON translation system (Oepen et al.,2004b).NorGram onsists of approximately 15000 lines of ode (exluding lexion) and hasabout 940 templates (generalisations over linguisti expressions), 230 phrase struturerules,34 and approximately 80000 lexial entries. As in Norsyg, the argument strutureinformation of the verbs is based on the NKL lexion.33As stated in footnote 1, page 87, seletional restritions about the arg5-role are spei�ed via thearg4 valene feature in the present implementation.34This number is aording to Helge Dyvik (personal ommuniation) not very informative sine theomplexity of these rules varies a lot, and many of them ontain many disjuntions, whih means thatthey an be expanded into almost 50000 phrase struture rules.



126 CHAPTER 4. VALENCEThe approah to argument frame alternations is similar to the lexialist variant ofNorsyg presented in Setion 4.6 whih has one lexial entry per argument frame. InNorGram, a verb like �lme (`�lm'), whih is both intransitive and transitive, has thede�nition in (137). The orthographi form �lme is here assigned a disjuntion of twolexial maros (V-SUBJ-OBJ and V-SUBJ).(137) filme V XLE { �(V-SUBJ-OBJ filme filme)
| �(V-SUBJ filme filme) }; ETC.The verb presse (`press') mentioned in Setion 4.6 has the de�nition in (138). Theorthographi form presse is here assigned a disjuntion of 12 lexial frames.

(138)
presse V XLE { �(V-SUBJ-OBJ-PXCOMP presse presse til)

| �(nkl_adv7 presse presse)
| �(V-SUBJ-POBJ presse presse på)
| �(V-SUBJ-OBJrefl-POBJ presse presse på)
| �(V-SUBJ-OBJ-POBJ presse presse for)
| �(V-SUBJ-OBJ-POBJ presse presse av)
| �(V-SUBJ-PRT-OBJ presse presse igjennom)
| �(V-SUBJ-PRT-OBJ presse presse ut)
| �(V-SUBJ-PRT-OBJ presse presse inn)
| �(V-SUBJ-PRT-OBJ presse presse ned)
| �(V-SUBJ-OBJrefl presse presse)
| �(V-SUBJ-OBJ presse presse) }; ETC.The grammar has a overage on unknown newspaper text of 50% (+ 30% withfragmented analysis), and the orresponding numbers for sentenes shorter than 15words are 65% (+ 30%). This means that the grammar has 95% overage on sentenesshorter than 15 words when fragmented analyses are inluded. There is ongoing workon treebanking, but still no numbers that show the number of parsed sentenes thatget the intended analysis.4.9 SummaryThis hapter has dealt with the spei�ation of argument struture information in thelexion. I started out by showing how argument struture information is spei�ed



4.9. SUMMARY 127in HPSG, where syntati arguments are listed on valene features like subj andomps. This approah implies that the lexial entries have detailed information aboutthe syntati argument frame. Then I presented an alternative approah employed inthe Norsyg grammar, where the valene lists are exhanged with four valene features,arg1, arg2, arg3 and arg4. I also introdued a type hierarhy of linking types, whihmakes it possible to apture the possible onstellations of arguments that a verb anhave (disregarding the ategory of the arguments) in one single type. I further showedhow also the ategory of the arguments ould be restrited, and gave several examplesof types for verb lexial entries. I disussed di�erent ways to expand the lexion andompared the approah to the RASP system. In the last setions I ompared the Norsyggrammar with the RASP system and the Norwegian projets TROLL, NorKompLeks,and NorSoure.This onludes the �rst part of the thesis, whih has been fousing on argumentstruture and the representation of argument struture information in the lexion. Inthe next part I will fous on syntati strutures, and how argument struture an beredued to grammatial relations emerging from funtional signs. The entral idea isthat the four subonstrutions arg1-sign, arg2-sign, arg3-sign, and arg4-sign are realizedby funtional signs. These signs are a) valene rules (eah role has a separate rule), b)funtion words (the passive auxiliary and the in�nitival marker), and ) litis (pronounlitis) and in�etions (the passive morpheme -s). I will lay out in detail how theargument struture information on these funtional signs is represented, and how theinformation is heked with regard to the lexial requirements of the verb. This inludesan expliit aount of the basi syntati strutures in Norwegian, and ompletes theaount of the strategy of argument frame paking.
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Part IIThe realization of argument struturein the syntax
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Chapter 5MethodologyIn this seond part of the thesis, I will show how argument struture an be realized byfuntional signs. By funtional signs I mean syntati rules, losed lass lexial items,in�etions and litis. As for rules, I assume that there are syntati rules assoiatedwith eah of the subonstrutions. I argue that the passive auxiliary and the in�nitivalmarker are losed lass lexial items that express subonstrutions. I assume that thepassive s-morpheme in Norwegian realizes a subonstrution, and I also assume thatlight pronouns express subonstrutions.Before I start disussing the implementation of these ideas in Norsyg in Chapter6, I give an informal introdution to the general idea of how funtional signs realizesubonstrutions and thereby form the argument frame of the lause. I give somesimpli�ed analyses of English sentenes, where I argue that the argument frames emergefrom the syntati strutures. The syntati strutures used in Setion 5.1 are struturesone would expet from an HPSG grammar, with mixed left- and right-branhing (enter-embedded) trees. In Setion 5.2, I will present some motivation for purely left-branhingtree strutures, and in the remaining hapters syntati strutures will be assumed tobe left-branhing.5.1 Preliminary analysesIn this setion I present some preliminary analyses involving subonstrutions. I assumefour kinds of valene rules, one for eah of the �rst four subonstrutions.1 The tree1As for the arg5-role, see footnote 1, page 87.131



132 CHAPTER 5. METHODOLOGYin Figure 5.1 re�ets an analysis of a transitive sentene. The tree exposes two valenerules indiated by digits on the node labels. The rule VP2 ombines the verb and thediret objet. This rule realizes the arg2-role of the sentene.2 The rule S1 ombinesthe VP with the subjet and realizes the arg1-role. By virtue of an arg1-role and anarg2 role being realized, the sentene has an arg12-frame.S1NPJohn VP2Vsmashed NPthe ballFigure 5.1: Analysis of a transitive ative lause (BRR: D.1, p. 331)Figure 5.2 shows an analysis of a ditransitive sentene. Here, three valene rulesapply, the arg1-rule, ombining the subjet with the upper VP, the arg2-rule, ombiningthe diret objet with the lower VP, and the arg3-rule, ombining the indiret objetwith the verb. This gives the sentene an arg123-frame.S1NPJohn VP2VP3Vgave NPMary NPa bookFigure 5.2: Analysis of a ditransitive ative lause (BRR: D.2, p. 332)Figure 5.3 shows an analysis of a transitive sentene with a delimiter (A delimiteris a resultative or a goal phrase. See Setions 3.1 and 3.2.4). Here, the arg1-rule(S1), the arg4-rule (VP4) and the arg2-rule (VP2) apply. That gives the sentene anarg124-frame.Figure 5.4 shows an analysis of an unausative lause. In ontrast to the previousanalyses, the rule that ombines the subjet with the verb projetion is an arg2-rule,2The numbers on the nodes indiate that a syntati entity expresses a subonstrution. When thearg1-role is realized, the node will have `1' attahed to it, when the arg2-role is realized, the node willhave `2' attahed to it, and so on.



5.1. PRELIMINARY ANALYSES 133S1NPJohn VP4VP2Vgave NPa book PPto MaryFigure 5.3: Analysis of a transitive ative lause with a PP objet (BRR: D.3, p. 332)and not an arg1-rule. This illustrates that the valene rules are not neessarily linkedto the grammatial funtion of the argument.S2NPJohn VarrivedFigure 5.4: Analysis of an unausative lause (BRR: D.4, p. 332)In passives, I assume that the passive auxiliary realizes the arg1-role, as illustratedin Figure 5.5. Here, the AUX1 (the passive auxiliary) realizes the arg1-role, and theS2, whih ombines the VP and the subjet, realizes the arg2-role. As a result, thesentene has an arg12-frame, just like the ative version in Figure 5.1.S2NPThe ball VPAUX1was VsmashedFigure 5.5: Analysis of a transitive passive lause (BRR: D.5, p. 333)In in�nitival lauses, I assume that the in�nitival marker realizes a subonstrution.The subonstrution an be either the arg1-role, the arg2-role or the arg3-role.3 The3The fat that the in�nitival marker an realize di�erent subonstrutions, means that I have toassume three in�nitival markers, or, alternatively, three unary rules that apply on the in�nitival marker.This is disussed in Setion 6.7.1. Assuming three in�nitival markers instead of one may be seen as a



134 CHAPTER 5. METHODOLOGYanalysis in Figure 5.6 illustrates how the subonstrutions in an ative transitivein�nitival lause are realized. Here, the in�nitival marker realizes the arg1-role, andthe rule that ombines the verb with the diret objet, realizes the arg2-role.InfSInf1to VP2Vsmash NPa ballFigure 5.6: Analysis of an in�nitival ative lause (BRR: D.6, p. 333)If the in�nitival lause is a transitive passive lause, the in�nitival marker realizesthe arg2-role and the passive auxiliary realizes the arg1-role. This is illustrated inFigure 5.7. InfSInf2to VPAUX1be VsmashedFigure 5.7: Analysis of an in�nitival passive lause (BRR: D.7, p. 333)Eah of the syntati items that realize a subonstrution will mark this by hangingthe link value of the relevant valene feature from + to �. In the valene rules thehead daughter has the positive value and the mother has the negative value. This isillustrated in Figure 5.8 where the arg1 valene rule shifts the arg1|link value fromarg1+ in the head daughter to arg1� in the mother. The rest of the valene featuresare kept the same. (The linking types were introdued in Setions 3.5 and 4.3)As for the passive auxiliary and the in�nitival marker, they do not have a headdaughter that they an relate their valene features to. Instead, it is assumed that theydrawbak of the theory, similarly to the assumption of 8 valene rules rather than 2. It is a result ofthe exo-skeletal design of the system where it is the funtional signs (inluding the in�nitival marker)that build up the argument frame, and not the open lexial items. Adding omplexity to the funtionalsigns, rather than entering it in the open lexial items, is a deliberate hoie. The number of funtionalsigns is limited, while there is, in priniple, no limit to the number of open lexial items. The result ofa more omplex open lexion was shown in Setion 4.6 in terms of parsing performane.
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Figure 5.8: Valene onstraints on the arg1-phraserelate their val features to some val-b features, as illustrated for the passive auxiliaryin Figure 5.9. The feature val-b is introdued in order to make it possible for a lexemeto be a subonstrution, even though it does not have a daughter. Instead of relatingits valene values to its head daughter's valene values, as valene rules do, a lexemewhih is a subonstrution an relate its valene features to the values of val-b. Asimilar tehnique is employed by Riehemann (2001, 263�275), whih in her aount ofderivational morphology lets a word relate its valene features (and also ontent) tothe value of a feature morph-b, whih funtions as some sort of unrealized daughter.4In Norsyg, it is only the passive auxiliary that is both a lexeme and a subonstrutionat the same time (see Setion 7.1). The funtion of the feature val-b is disussed inSetions 6.5, 7.1, and A.6.I assume that all the link values are negative in the top node of a lause. Thisis enfored in the start symbols (fore-rules (see Setion 6.3)) and by all ontextsfor embedded lauses (pop-rule (see Setion 6.6)). As the valene rules and theother syntati items that express subonstrutions apply, the negative link values areswithed to positive values (from a top-down perspetive). When all the syntatiitems have applied, the valene information is gathered. In an ative main lause, theinformation about realized subonstrutions is available in the �nite verb, as illustratedin Figure 5.10. Here, arg1|link is swithed from arg1� to arg1+ from S1 to VP2. The4The name val-b was hosen in order to show the analogy to Riehemann's morph-b.
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Figure 5.9: Valene onstraints on the passive auxiliaryarg2|link value is swithed from arg2� to arg2+ from VP2 to V.
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Figure 5.10: Information about realized subonstrutions (repeated) (BRR: D.1, p.331)



5.2. SOME REMARKS ON SYNTACTIC STRUCTURES 137A mehanism, whih I present in detail in Setion A.6.1, makes sure that the valuesof the link features are uni�ed and heked against the argframe value of the mainverb. In the ase of the sentene in Figure 5.10, the four values arg1+, arg2+, arg3�and arg4� in V are uni�ed. This results in the argument frame type arg12 (see Figure4.9 p. 96).5.2 Some remarks on syntati struturesThe syntati strutures that are assumed in this thesis are di�erent from the struturesstandardly assumed in HPSG, LFG and GB/Minimalism. While the strutures inthese frameworks have the presupposition that the main verb is a head of a VP,the strutures assumed in this thesis do not have this presupposition. Rather, themain verb may funtion more as a modi�er of a syntati struture headed by afuntional element suh as a omplementizer or the in�nitival marker. There areseveral onsiderations that motivate the strutures assumed: Linguisti, ognitive andomputational onsiderations. In the following setions, I will very brie�y disuss thesein turn.5.2.1 Introdutory remarks on tree struturesBefore I get to onsiderations that motivate the syntati strutures assumed in thisthesis, I will give some introdutory remarks on syntati tree strutures. A treestruture re�ets the way words ombine into phrases and how phrases ombine withwords or phrases to form new phrases. A linguisti theory is to some extent re�etedin how tree strutures are built up. The tree in Figure 5.11 is unontroversial, andis usually the kind of strutures taught in introdutory ourses in linguistis (see eg.Borsley (1999, 38�51) and Carnie (2007, 63�80)). It employs two rules, one whihombines the subjet NP with the VP and forms a sentene (S → NP VP), and onewhih ombines the two omplement NPs with the verb and forms a VP (VP → V NPNP).An alternative to syntati tree strutures as the one shown in Figure 5.11 arebinary branhing tree strutures as shown in Figure 5.12 (Chomsky, 1981, 171). Here,the ternary rule from the tree in Figure 5.11 (VP → V NP NP) is exhanged withbinary rules. Binary strutures are used in (later versions of) X-bar theory (Kayne,



138 CHAPTER 5. METHODOLOGYSNPJohn VPVgave NPMary NPa bookFigure 5.11: Conventional struture of ditransitive sentene1984).5 SNPJohn VPV'Vgave NPMary NPa bookFigure 5.12: Binary struture of ditransitive senteneThe binary strutures also has a right-branhing variant as the one illustrated inFigure 5.13. As the tree shows, suh strutures may have several V nodes. A motivationfor assuming trees like these is that they an be proessed inrementally, that is, wordfor word from left to right. They an also give better aounts of binding phenomena(see Culiover (1997, 364�373) and Carnie (2007, 375�380)). It is in partiular data suhas in (139) and (140) (from Culiover (1997, 365)) that motivate the right-branhingstrutures. The examples show that an anaphori diret objet an be bound by theindiret objet, but not the other way around.(139) a. I showed Maryi herselfi.b. * I showed herselfi Maryi.(140) a. I showed every workeri heri payhek.b. * I showed itsi owner every payheki.Binding is aounted for by means of -ommand in Priniples and ParametersTheory. The data in (139) and (140) suggest that the indiret objet -ommands5Binary strutures were not an assumption in the 70s, when X-bar theory ame about.



5.2. SOME REMARKS ON SYNTACTIC STRUCTURES 139the diret objet. However, in strutures as shown in Figure 5.12, the diret objetis -ommanding the indiret objet, and so they do not give the orret predition.So-alled Larsonian shells (Larson, 1988; Culiover, 1997) present a solution to theproblem. They allow for several V nodes inside the VP, and the indiret objet endsup -ommanding the diret objet as shown in Figure 5.13. The verb is here assumedto have moved from the lower V to the upper V.6VPNPJohn V'Vgave VPNPMary V'V NPa bookFigure 5.13: Right-branhing tree strutureTree strutures in this thesis are assumed to be uniformly left-branhing, asillustrated in Figure 5.14. The subjet ombines with the verb before the omplementsand the adjunts in a bottom-up left-to-right fashion.7VPVPVPNPJohn Vgave NPMary NPa book
Figure 5.14: Left-branhing tree struture (BRR: D.2, p. 332)6The desired -ommand may also obtain in Figure 5.11, where the indiret objet and the diretobjet are sisters. This would however require extra order onstraints to prevent the diret objet from-ommanding the indiret objet.7The node label VP simply means that the syntati head is a verb and that it is a phrase. It isnot a VP in the sense of onstituting a verb and the omplements of the verb. As I will ome bakto in Chapter 6, the start symbol is one of three unary rules. It is not inluded in the tree in Figure5.14, and so the top node is a VP, and not an S.



140 CHAPTER 5. METHODOLOGYAs mentioned, the exo-skeletal nature of the analyses allows for syntati strutureswhere the main verb may funtion as a modi�er of a syntati struture headed by anauxiliary, a omplementizer, or an in�nitival marker.8 The result is that subordinatelauses have the omplementizer as a syntati head, and that the arguments in thelause ombine with the omplementizer projetion instead of the verb projetion. Alause with a subordinate lause omplement has the struture shown in Figure 5.15.CPCPCPCPVPVPNPJohn Vtold NPMary Cthat NPBill Vadmires NPJane

Figure 5.15: Left-branhing tree with a subordinate lause (BRR: D.8, p. 334)Here, the omplementizer is the syntati head of the upper part of the tree. Itattahes to the phrase `John told Mary' and forms a phrase where the omplementizeris the syntati head (CP). This is done by means of the binary omplementizer rule(see Setion 6.6, and Figure 6.37, p. 176 in partiular). The binary omplementizer ruleattahes a omplementizer to a matrix lause onstituent preeding it, and initiates asubordinate lause, headed by the omplementizer. The arguments Bill and Jane andthe verb admires ombine with the projetion of the omplementizer. The argumentsare ombined by means of valene rules (see Setion 6.1), and the verb is ombined bymeans of the merge rule, whih ombines non-head verbs to the head projetion (seeSetion 6.5).8What I refer to as the head in this thesis is the syntati head, and not the semanti head. Whatorresponds to the semanti head is the value of the feature hook. hook is a bundle of features that isused to aess the top handle, the index, and the external argument of a onstituent. (See Copestakeet al. (2005, 16-29).) This is illustrated in the analyses shown in Figures 6.16, 6.22, and 6.27, wherethe hook value of the main verbs is projeted to the top of the lauses.



5.2. SOME REMARKS ON SYNTACTIC STRUCTURES 141The strutures of these trees resemble ertain strutures in CCG, where type-shiftingof NP subjets together with bakwards formation allows a subjet to ombine withthe verb before the objet (see Steedman (2000, 43�49)). However, while CCG allowsfor several possible surfae strutures for a sentene (and applies mehanisms suh astype-raising and bakwards formation to arrive at the left-branhing struture), thereis only one possible struture in the analysis presented in this thesis.The rules employed in the trees in this setion have all been phrase struturerules. A phrase struture rule is a rule of the form A ⇒ B C, whih says that theonstituent A an be separated into the subonstituents B and C. Phrase struturerules and on�gurations of them are losely onneted to the GB tradition, wherethey have several theoretial impliations suh as the existene of a VP (a onstituentonsisting of the main verb and its omplements), and strutural relations holdingbetween strutural heads and their arguments (government) and between anteedentsand anaphors (binding). Even though phrase struture rules an be redued to amehani tool for syntati ombination, I have avoided using the term in this thesisbeause of the theoretial onnotations. Instead I use the term syntati rules.5.2.2 Linguisti onsiderationsBasi lause struture and sentene adverbialsIn the previous setion I presented the assumption that a verb in a subordinate lausedoes not head a VP, but that it rather attahes to a omplementizer projetion andfuntions like an (obligatory) modi�er. This gives a uniform treatment of the position ofsentene adverbials in main lauses and subordinate lauses in Norwegian. Norwegianis generally assumed to have two lause patterns, one for main lauses and one forsubordinate lauses. In main lauses, sentene adverbials appear after the �nite verb(see (141a) and (141b)), and in subordinate lauses the sentene adverbials appearbefore the �nite verb (see (141)).(141) a. JonJon sersees ikkenot Kari.Kari`Jon doesn't see Kari.'



142 CHAPTER 5. METHODOLOGYb. JonJon harhas ikkenot settseen Kari.Kari`Jon hasn't seen Kari.'. atthat JonJon ikkenot harhas kommetome`that Jon hasn't ome'In HPSG and LFG, one is fored to assume separate modi�er rules for the two lausepatterns. This is beause the theories presuppose that the �nite verb is the head, andthat the verb annot move. So sine the sentene adverbial ours after the �nite verbin main lauses and before the verb in subordinate lauses, two rules are needed.9 InPriniples and Parameters, the verb an move to a position preeding the senteneadverbial in main lauses, and there is only one position for the sentene adverbial (seeÅfarli and Eide (2003, 71�77)). In the analysis presented in Chapter 10, the exo-skeletalapproah makes it possible to aount for the position of sentene adverbials with onerule (and no movements). The sentene adverbial is assumed to attah to the head ofthe lause from the right. Sine the head is the omplementizer in subordinate lausesand the �nite verb in main lauses, only one rule is needed. The analysis also inludesa treatment of light pronouns in Norwegian.Long distane dependeniesThe left-branhing strutures, where the �rst onstituent appears at the bottom leftorner of the tree are motivated by some data involving long distane dependenies.As pointed out in Bouma et al. (2001), a large range of languages have elements thatintervene the �ller and the gap in a long distane dependeny, and aess the informationthat a onstituent is extrated (see Setion 6.9). These elements our only on anextration path Bouma et al. (2001, 1). Sine the �ller rule is at the top of the treein HPSG, LFG and Priniples and Parameters, the information that a onstituent isextrated is atually only available in parts of the struture that do not intervene thegap and the �ller.10 One is fored to introdue additional mehanisms that let verbs9A version of HPSG that uses Shemata rather than phrase struture rules (Pollard and Sag, 1994)ould use a single Shema with no Linear Preedene onstraints, whih would allow the adverbial toappear on either side of the verb.10This laim does not hold for right-branhing strutures as shown in Phillips (2003).



5.2. SOME REMARKS ON SYNTACTIC STRUCTURES 143have aess to the gaps of their arguments (and adjunts) (see Bouma et al. (2001)), sothat the elements that re�et that they our on the extration path also have aessto the information. In the analysis that I will present in Setion 6.9, I will assume thatthe �ller rule is at the bottom of the tree, rather than on the top. By having the �llerrule at the bottom of the tree, the information that a onstituent is extrated, will beaessible loally to the elements that re�et that they our on the extration pathand nowhere else.InversionTopialization and yes-no-questions involve inversion, whih means that the subjet isrealized to the right of the �nite verb. This is illustrated in (142a) (topialization) and(142b) (yes-no-question). In both examples the subjet Kari is realized after the �niteverb leste. In HPSG and LFG, inversion is aounted for either by means of speialsubjet rules that realize the subjet to the right, or by means of a lexial rule thatmoves the subjet from the subj list to the omps list. Neither of these operationsseem to be motivated by other phenomena. In P&P, inversion is aounted for by meansof verb movement, i.e. the (�nite) verb moves out of the VP to reeive tense, and thesubjet stays behind in the spe of V.(142) a. IIn gåryesterday lesteread KariKari ena bok.book`Yesterday Kari read a book.'b. LesteRead KariKari ena bok?book`Did Kari read a book?'Norwegian is a V2 language, and in the approah presented in this thesis, the elementthat omes before the �nite verb in main lauses is assumed to always be extrated.This assumption also holds for sentene-initial subjets.11 As a result, argument rules11The onstituent that omes before the �nite verb in main lauses has had a partiular statusin Sandinavian syntax sine Diderihsen's �eld analysis (Diderihsen, 1946), who refers to it as�Fundamentet� (The Fundament). Fundamentet is, aording to Diderihsen, �usually the entity fromwhih the sentene originates, or upon whih it is built,� and �almost any onstituent (exept the �niteverb) an take this position.� Diderihsen (1946, 185) (my translation). In GB it is generally assumedthat the onstituent ourring in the position before the �nite verb in a main lause has moved to thisposition (Spe of C) (see Holmberg and Platzak (1995)).



144 CHAPTER 5. METHODOLOGYare always head-initial. By assuming that sentene-initial arguments are extrated andthat argument rules are head-initial, the inverted strutures ome as a onsequene.For topialization, if some onstituent other than the subjet is extrated, the subjetmust appear after the �nite verb (whih is the head), sine the argument rules are head-initial. For yes-no-questions, there is no extration taking plae, so all arguments haveto be realized after the �nite verb. There is no need for extra rules or verb movement.125.2.3 Cognitive onsiderationsThe notion of inremental proessing is standard in the psyholinguisti literature(see, for example, Kempen and Hoenkamp (1987) and Levelt (1989)), and evideneis presented that shows that humans proess language inrementally, that is, in theorder in whih linguisti material is heard of read. The assumption made in this thesisthat the �ller is at the bottom of the tree, and that arguments attah in a bottom-upfashion (from left to right) is ompatible with the notion of inremental proessing.Another important notion is that of syntati �exibility (Ferreira, 1996). Ferreirademonstrates that verbs that an appear in several syntati argument frames (exhibitsyntati �exibility) like the verb give in (143) and (144) (taken from Ferreira (1996,725)) are not more di�ult to produe than verbs that are less �exible like donate in(145) and (146) (Ferreira, 1996, 726).(143) Sheila gave the toys to the hildren.(144) Sheila gave the hildren the toys.(145) Sheila donated the toys to the hildren.(146) *Sheila donated the hildren the toys.Ferreira presents two models. His �rst model, the ompetitive model, has one lemmafor eah syntati struture in ases of syntatially �exible verbs. It predits thatsentenes with this kind of verbs are more omplex, and therefore more di�ult toprodue. The seond model, the inremental model, lets the syntati struture be builtwhile the utterane is produed. Inremental theories imply that syntati struturesare not set from the outset, but rather that the syntati strutures are seleted as12The assumption of no extration in yes-no-questions (as well as onditional lauses with subjetinversion and imperative lauses) orresponds to the assumption of an empty Fundament �eld byDiderihsen (1946, 191).



5.2. SOME REMARKS ON SYNTACTIC STRUCTURES 145the utterane is produed. If the speaker has the hoie between two onstrutions, theargument that is most ative is used �rst, and the syntati struture that is ompatiblewith this hoie is seleted (Ferreira, 1996, 728). The inremental model predits thatutteranes with �exible verbs are easier to produe than non-�exible verbs. In threeexperiments he shows that utteranes with �exible verbs like give, with no onditions onwhat syntati struture to use, are easier to produe than utteranes with non-�exibleverbs like donate, and o�er support to the inremental model.13Although the topi in Ferreira's artile is language prodution and not parsing, theentral question is the same: Is syntati struture present in words, that is, do wehave to selet a partiular syntati struture when we parse a word (the `ompetitive'model), or is the syntati struture something that is seleted as an utterane is parsed(the `inremental' model)? In this thesis I show that verbs an be lexially very �exible(see e.g. the verb drip on page 78), and I argue in orrespondene with Ferreira'sinremental theory �that syntati strutures are slots that are available to be �lled,rather than ative plans that in�uene non-syntati proessing� (Ferreira, 1996, 728).5.2.4 Computational onsiderationsIn the LKB grammar engineering system (Copestake, 2002), whih the grammarpresented in this thesis is implemented with, and the vast majority of urrentuni�ation-based parsing researh, searh strategies work predominantly bottom-up.Several authors argue that pure bottom-up parsers are psyhologially implausible sinethey annot parse inrementally (see Abney (1989) and Croker (1996)). In a bottom-upparser, the lowest node is parsed �rst, and given a right-branhing tree struture, whih13In the �rst two experiments, partiipants were instruted to form sentenes that ontainedalternator verbs like �give� and non-alternator verbs like �donate� with some seleted arguments. Inhalf of the ases, the order of the arguments was onstrained, either by adding a preposition, whihexludes the use of the double objet onstrution (experiment 1), or by using a pronoun whih annotbe the theme of a double objet onstrution (experiment 2). The results were measured with regardto number of errors and lateny. In experiment 1 the partiipants produed sentenes with alternatorverbs, where the order of the arguments was not onstrained, with reliably fewer errors than senteneswith non-alternator verbs and sentenes with obligatory prepositions. The unonstrained ases wereprodued reliably faster than the order-onstrained ases. Experiment 2 showed that the partiipantsprodued sentenes with �exible onditions reliably faster than sentenes with non-�exible onditions.In experiment 3 the partiipants produed ative and passive sentenes. Case marking was used to addonstraints (non-�exibility) on the possible produtions in some of the tests. The experiment showedthat syntati �exibility made the prodution of passive sentenes more e�ient. All the results fromthe experiments give support to the inremental model.



146 CHAPTER 5. METHODOLOGYin Phillips (2003) is presented as the best way to do inremental parsing, and a parserthat works in a left-to-right fashion, whih is ompatible with inremental proessing,the whole string has to be read before proessing an begin. This is beause the lastword will be the lowest node. The argumentation does not hold if tree strutures areassumed to be left-branhing, as I do in this thesis. Then the �rst word, and not thelast, will be at the bottom of the tree, and inremental parsing is possible in priniple.Croker (1996) haraterizes pure bottom-up parsers as psyhologially implausiblesine �adjaent onstituents may be left on the stak for an arbitrary long period� (page14). He exempli�es this with the NP in a rule S → NP VP, where the NP annot attahto the VP before the whole VP is parsed.14 A top-down parser may be oneived of aspsyhologially more plausible sine it allows for inremental parsing. However, the top-down method also has problems, namely that it �attempts to onstrut large portionsof the tree before even looking at the words in the sentene� (page 14). This makes theparser do lots of hypothesizing about possible strutures before it reahes the input.Left-reursive rules (eg. VP → VP PP) will for example make naive top-down parsersenter in�nite loops. So, while the bottom-up parser is input-driven but non-inremental,the naive top-down parser is non-input-driven but inremental. Croker presents the�Left-Corner Algorithm� (see Johnson-Laird (1983, 296�309)) as the psyhologiallyplausible alternative to the pure bottom-up or top-down algorithms. It ombinesfeatures from both bottom-up and top-down parsing and is inremental and data-driven at the same time. Croker writes: �The entral intuition behind the left-orneralgorithm is to use the `left-orner' of a phrase struture rule (the left-most symbol onthe right-hand side of the rule, i.e. the left-most daughter of a ategory), to projet itsmother ategory (the left-hand side of the rule), and predit the remaining ategories onthe right, top-down� (page 15). Given a right-branhing tree, this yields a data-driveninremental parser. The method is however not guaranteed to be inremental. If thestruture is not ompletely right-branhing, the parser will delay building a ompletelyonneted struture.The appliation of the Left-Corner Algorithm on right-branhing strutures an beompared with the approah taken in this thesis where left-branhing strutures areparsed bottom-up. Given that bottom-up parsers work in a left-to-right fashion asoutlined in Steedman (2000, 229�246), both approahes an be said to be data-driven14This is, as already mentioned, not appliable to the analyses presented in this thesis, sine the�ller is realized at the bottom of the tree, rather than at the top as Croker presupposes.



5.2. SOME REMARKS ON SYNTACTIC STRUCTURES 147and inremental.15 One di�erene is the preditive top-down aspet of the Left-CornerAlgorithm whih presupposes that the root node is known from the outset. In theleft-branhing bottom-up approah, this requirement is not present. The resulting treean be an NP, an S, or any other struture that is liened by the grammar. A purebottom-up parser does not have any top-down restritions, and so subtrees that donot beome a onstituent of a sentene an be built. While this property is often ofpratial bene�t in language engineering, its theoretial status an hardly be disussedonlusively without referene to a omplete theory of sentene proessing (and itsspei� assumptions), an endeavour well beyond the sope of this thesis.It has been pointed out by Resnik (1992) that the type-raising mehanism in CCG(see Steedman (1990, 13�14) and also Steedman (2000, 43�49)) shows some resemblanewith a left-orner parser. In both approahes onstituents are reated, whih are stillto realize something. In an approah whih assumes a right-branhing syntax and usesa left-orner parser, a onstituent an be formed that onsists of the subjet and theverb, and that has the arguments that belong under VP on its stak. If the verb istransitive, the stak will ontain an NP (see Johnson-Laird (1983, 308)). In CCG, thesubjet NP an be type-raised and then form a onstituent with the verb by bakwardformation. The new onstituent will have the same rightwards saturation requirementsas the verb, and the leftward (subjet) requirement will be gone. So if the verb istransitive, the new onstituent will require an NP to its right in order to beome an S(see Steedman (2000, 45)). Constituents formed by, for example, the subjet and theverb in the approah presented in this thesis are not �inomplete� in the way that thestrutures in left-orner parsing and CCG are, where a part of the onstituent is yet tobe parsed. In the approah taken in this thesis, the subjet and the verb are assumedto be a �regular� onstituent (given that the lause is a main lause with anonial wordorder).The syntati strutures that are assumed in this thesis, have the topialized elementat the bottom of the tree, and it will always be the ase that the extration sitedominates the �ller. This, in addition to the fat that the syntati strutures areleft-branhing, means that a onstituent will always be expliit with regard to whetherit appears on the extration path. The extration is done by means of unary extration15If NPs onsisting of more than one word are assumed to be onstituents (and they are in thisthesis), the Left-Corner Algorithm will have to stak more than one ategory when non-�nal NPs areparsed. Similarly, a bottom-up parser working in a left-to right fashion will have to build edges thatare intermediately unonneted, when non-initial NPs are parsed.



148 CHAPTER 5. METHODOLOGYrules, whih simulate the existene of a trae. In other HPSG implementations, the�ller is realized at the top of the three, and unary extration rules are tried out atevery node that ould be an extration site whether a onstituent atually is extratedor not. This reates many sub-trees in the parse hart that never lead to a result.In the approah taken in this thesis, the extration rules will only apply when a longdistane dependeny evidently is taking plae, that is, when a onstituent is �lled in atthe bottom of the tree, or when a relative pronoun (possibly empty) has introdued arelative lause. This is espeially bene�ial in terms of omputation when applied toV2 languages like Norwegian.In this thesis I make the assumption that �exible verbs have the potential forentering several syntati strutures (the inremental model) (see Chapter 4), ratherthan equipping verbs with ready-made syntati strutures from the beginning, thatis, using multiple lexial entries or lexial rules to make the syntati struture expliitat lexeme level (the ompetitive model). This redues the number of nodes in theparse hart onsiderably (see Setion 4.6, in partiular Figure 4.4, page 113). In theompetitive model, a large range of subtrees will be built that build on lexial entriesthat are rejeted before the parse is omplete. This does not happen in the inrementalmodel (apart from ases of real ambiguity), whih posits only one lexial entry perword.5.3 SummaryIn this hapter I have presented preliminary outlines of basi syntati strutures,and I have disussed left-branhing and right-branhing tree strutures. (I alsomentioned mixed left- and right-branhing (enter-embedded) tree strutures.) I havepresented linguisti, ognitive, and omputational motivation for using left-branhingtree strutures.Abstrating away from parsing tehniques, the approah I am presenting in thisthesis has ertain similarities to (Sandinavian) P&P, as I will disuss further in Chapter9. First, the onstituent that appears in the position before the �nite verb in matrixlauses, has `moved' there from its anonial position.16 Seond, both approahes have16In my approah, onstituents do not move for real. A long distane dependeny between the`moved' onstituent and the anonial position is represented by means of uni�ation of onstraintson the `moved onstituent' with onstraints on the unary extration rules (see e.g. the tree in Figure



5.3. SUMMARY 149syntati strutures that allow for inremental parsing (P&P analyses with Larsonianshells).One main di�erene between the two approahes is that there is only one kind of`movement' in the approah presented in this thesis, namely what in P&P is movementto Spe of C in matrix lauses and relative lauses. No other movements are neessary.The rest of the thesis will fous on a grammar formalism where argument strutureis redued to grammatial relations realized by funtional signs. I show in detail howthis an be aomplished for Norwegian in the grammar implementation Norsyg. I havehosen to be expliit to suh a degree that a moderately experiened grammar writershould be able to implement a grammar in the same fashion.17

6.41, p. 178).17It is possible to download Norsyg and parse example sentenes with it while reading this part ofthe thesis. Download instrutions are given in Appendix A. The grammar diretory ontains �les withtest sentenes. The �les `ex.items' and `eng-ex.items' ontain the Norwegian test sentenes and theEnglish test sentenes in the thesis (see also Appendix C.1).
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Chapter 6Basi syntati strutures inNorwegianIn this hapter I will present an aount of the basi syntati strutures of Norwegian.I will take up the thread from Setion 3.5, where the hierarhy of subonstrutions wasintrodued, from Setion 4.3, where valene in Norsyg was introdued, and from Setion5.2, where left-branhing tree strutures were argued for.HPSG grammars usually operate with a Head-Subjet Rule, a Head-ComplementRule, a Head-Modi�er Rule and a Head-Filler Rule to aount for the basi struturesof lauses. In Norsyg I employ rules that are not assoiated with the funtion of thenon-head daughter in the way that the Head-Subjet and the Head-Complement rulesare. In order to aount for the basi strutures of Norwegian lauses, six kinds of rulesare entral:1. The valene rules, whih realize arguments and link them to the prediate.2. The �ller rule, whih �lls in the extrated onstituent.3. The merge rule, where (non-head) verbs merge their information with the headprojetion.4. The subordination rules, where embedded lauses are entered.5. The lause boundary rules, whih mark the boundary of the lauses.(a) The fore rules for main lauses.151



152 CHAPTER 6. BASIC SYNTACTIC STRUCTURES(b) The pop rule for embedded lauses.6. The modi�er rules.I will explain the rules and show how they together aount for lause struture inmain lauses, yes-no questions, subordinate lauses, relative lauses, in�nitival lausesand small lauses. I will show how the subonstrutions presented in Setion 3.5 relateto the di�erent rules, and how linking is ahieved. I will also disuss long distanedependenies, modi�ation, and raising and ontrol verbs.6.1 The valene rulesIn Setion 3.5 the type subonstrution was introdued with some of its subtypes,inluding basi-val (see Figure 3.8, p. 85). The de�nition of subonstrution is repeatedin Figure 6.1. In this setion, I will look at the subtypes of basi-val, whih are thevalene rules of the grammar.
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Figure 6.1: The type subonstrutionThe type basi-val (see Figure 6.2) is a general type for valene phrases. It uni�esthe value of in with the value of at of the head daughter. The value of out is uni�edwith the value of at of the mother. The value of meaning is uni�ed with the elementon the -ont|rels list. The handle of the relation is uni�ed with the ltop value.When the onstraints from the supertype subonstrution are added, the type basi-val has the onstraints shown in Figure 6.3.Figure 6.3 shows that valene rules introdue a relation in -ont whih links theargument to the prediate. The lbl value of the relation in -ont is uni�ed with thevalue of ltop, whih again will be linked to the relation introdued by the main verb.The arg0 value of the relation in -ont is uni�ed with the index of the argument.
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basi-valss|lo



at 1

[head 2

]ont|hook|ltop 3



head-dtr|ss|lo|at 4

[head 2

]-ont|rels 〈

5

[lbl 3

]

〉in 4out 1meaning 5







































Figure 6.2: De�nition of basi-val
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Figure 6.3: Constraints on the type basi-valAs I pointed out in Setion 3.5, the subonstrutions arg1-sign � arg4-sign have aformal ontribution (swithing a link value from + to �) and a meaning ontribution(a Parsons-style underlying event). The de�nition of arg1-sign is repeated in Figure 6.4(without the uni�ation of the other valene features).
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Figure 6.4: Abbreviated de�nition of arg1-signWhen the onstraints of arg1-sign and basi-val are uni�ed in arg1-val, we get a signwith the onstraints shown in Figure 6.5. Here, the mother has the link value arg1�



154 CHAPTER 6. BASIC SYNTACTIC STRUCTURESand the head daughter has the link value arg1+. The -ont has the arg1-relation.There is a basi valene rule type for eah subonstrution (arg1-val � arg4-val, see thehierarhy in Figure 3.8, p. 85).
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Figure 6.5: Constraints on arg1-valEah valene rule type has a binary variant and a unary extration variant. Thehierarhy of valene phrases is given in Figure 6.6.basi-valval-binary arg1-val arg2-val arg3-val arg4-val val-extr
arg1-bin arg2-bin arg3-bin arg4-bin arg1-extr arg2-extr arg3-extr arg4-extrFigure 6.6: Hierarhy of valene phrase typesThe top type in the hierarhy in Figure 6.6 is basi-val and it has six immediatesubtypes, val-binary, arg1-val, arg2-val, arg3-val, arg4-val and val-extr. The bottomtypes are ross-lassi�ations of the types arg1 � arg4-val with the types val-binary andval-extr.



6.2. THE FILLER RULE 155
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Figure 6.7: The arg1-val hierarhyFigure 6.7 illustrates how arg1-val generalizes over the arg1-binary and the arg1-extrphrases. Only information spei� to the types is spei�ed in the subtypes. In the val-binary type the argument value is uni�ed with the non-head-dtr|synsem and inthe val-extr type the argument|loal value is uni�ed with the element on the slashlist.16.2 The �ller ruleThe �ller rule is the rule that �lls in the extrated element of a main lause. It is ahead-�nal rule whih applies at the bottom of the tree. Given the left-branhing treestrutures in this approah, the �ller rule will get the extrated onstituent from above.The rule is illustrated in Figure 6.8.As Figure 6.8 shows, the head �ller rule uni�es the element on the slash list of the1The slash list is a list that keeps trak of extrated elements. If for example an NP is extrated,syntati and semanti information about this NP (represented in the type loal) enters the slash list.Then this information is transported down the tree until a �ller rule realizes the topialized NP. I omebak to a detailed aount of long distane dependenies in Setion 6.9. Note that the value of slashis a list, and not a di�erene list, as in other grammars based on the Grammar Matrix (Bender et al.,2002).
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Figure 6.8: Constraints on the head �ller rulemother with the value of loal of the �rst daughter. It also uni�es the slashed elementwith the value of topi.2 The head value of the phrase is aux-verb, whih means thatit is either an auxiliary or a main verb. The head value of the �ller is adj-adv-ard-ond-ompl-nominal-prep, whih means either adjetive, adverb, ardinal, onditional,omplementizer, nominal or preposition. The slash list of the head daughter is empty.6.3 The fore rulesThe next set of rules are the fore rules whih are used for marking the boundary ofthe sentene and onstraining the event to say what kind of sentene it is. They areunary rules that apply at the top of the tree. I here present three fore rules:1. The main-rule onstrains the event to be a proposition or a wh-question.2. The yes-no rule onstrains the event to be a yes-no-question.3. The imperative rule onstrains the event to be a ommand.The information spei�ed on the fore rules is given the type hierarhy in Figure6.9. Notie that all the valene features of the daughter are spei�ed to have negativelinking types. This means that all arguments of the sentene must be realized whenthe fore rules apply. The funtion of the features merge and stak I will return toin Setion 6.5 and Setion 6.6, respetively.2The funtion of the feature topi is to have a pointer to the extrated element. This is neessaryin my analysis of oordinated VPs (see Setion 8.1).
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[main-phrasess|lo|ont|hook|index|message prop-wh_m_rel]
[yes-no-phrasess|lo|ont|hook|index|message yes-no-ques_m_rel]

[imperative-phrasess|lo|ont|hook|index|message ommand_m_rel]Figure 6.9: Hierarhy of fore phrases6.4 Some simple analysesGiven the rules introdued in Setions 6.1, 6.2 and 6.3 we an start analyzing simplesentenes. In the analyses of Norwegian lauses I assume that the valene rules applyin a �xed order dependent on the ase of the argument. The argument with subjetivease will always ome �rst. Then they appear in the order arg1 > arg3 > arg2 > arg4.3The way this order is �xed is desribed in Appendix A.6.2. In main delarative lausesand wh-questions I assume that the sign preeding the �nite verb is always extrated.43The arg4 argument may appear before the arg2 argument, in partiular if the arg2 argumentis a subordinate lause as in Han foreslo for meg at jeg kunne studere medisin (`He suggested to methat I ould study mediine').4This proedure is disussed for HPSG in Pollard and Sag (1994, 381) and is applied for Norwegianin Ellingsen (2003). (See also footnote 11, page 143.)



158 CHAPTER 6. BASIC SYNTACTIC STRUCTURESSo in the ase of an intransitive sentene the struture is as in Figure 6.10.5 The �llerrule applies �rst (VP/NP), then the extration rule (VP1), and �nally, the fore rule(S). In yes-no questions, whih have the �nite verb in the �rst position, there is noextration (see Figure 6.11). The subjet is realized after the main verb (VP1), andthe yes-no-rule applies on the top (S).
Kari

NP

smiler

V

VP/NP

VP1
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Figure 6.10: Intransitive mainlause (BRR: D.9, p. 335) Smiler

V

Kari
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VP1

S

Figure 6.11: Intransitive yes-nolause (BRR: D.10, p. 335)Transitive and ditransitive main lauses are analyzed as in Figure 6.12 and 6.13with the verbs beundre (`admire') and gi (`give'). In a main lause with unmarked wordorder, the subjet is extrated before the other arguments are ombined.
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Figure 6.12: Transitive mainlause (BRR: D.11, p. 335) Hun
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Figure 6.13: Ditransitive mainlause (BRR: D.12, p. 336)5The trees with boldfae terminals are parsed with the LKB system loaded with Norsyg (exeptfrom the tree in Figure 6.24, where the ERG has been used). The labels re�et the head value, i.e Vor VP if the head value is verb. If there is an element on the slash list, this is represented with forexample VP/NP if the slashed element is an NP. If a rule realizes a subonstrution, this is shownwith a number indiating what kind of subonstrution it is. So a valene rule that has the head valueverb and realizes an arg1 subonstrution is represented as VP1.



6.4. SOME SIMPLE ANALYSES 1596.4.1 Analysis of a transitive senteneThe linking information in a transitive sentene is illustrated in detail in Figure 6.15.The head daughter (VP2) of the main rule at the top of the tree is onstrained to haveonly negative linking types. Then for eah valene rule that applies, the orrespondinglinking type is shifted from negative to positive. So the head daughter of VP2 (VP1)has the type arg2+ as value of arg2|link. The head daughter of VP1 (VP/NP, thehead �ller rule) has the type arg1+ as value of arg1|link. The head �ller rule uni�esits linking information with the head daughter (V). (The uni�ation of the linking typesis left out here. See Appendix A.6.1 for a presentation of how the uni�ation of thelinking types is done.) Now the �ller rule has the linking types arg1+, arg2+, arg3�and arg4�, and the argframe type arg1-12. When these types are uni�ed we get thegreatest lower bound, whih is the type arg12 (see Figure 4.9 (p. 96)).The tree in Figure 6.16 shows how the semanti omposition works. The verb leserintrodues an underlying event _lese_v_rel with a label and an index. The labelis linked to ont|hook|ltop, and the event index is linked to ont|hook|index.The value of hook goes up to the top of the tree. The arg1-extr-phrase introduesan underlying event arg1-relation. The label of the underlying event is uni�ed withont|hook|ltop, and the argument of the underlying event is linked to the index ofthe extrated argument (Jon). The arg2-phrase introdues an underlying event arg2-relation. The label of the underlying event is uni�ed with ont|hook|ltop, and theargument of the underlying event is linked to the index of the argument (avisen). Thesemanti representation of the sentene is given in Figure 6.17.A sentene with a topialized objet as shown in Figure 6.14, realizes the subjetafter the verb (VP1/NP) and extrats the objet (VP2). The objet is �lled in at thebottom of the tree by the �ller rule (VP/NP).
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Figure 6.14: Transitive main lause with topialized objet with the verb liker (`likes')(BRR: D.13, p. 336)
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Figure 6.15: Linking in a transitive main lause with the verb leser (`reads')
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Figure 6.16: Semanti omposition in a transitive main lause
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Figure 6.17: BRR of Jon leser avisen (`Jon reads the paper')



6.4. SOME SIMPLE ANALYSES 1636.4.2 Analysis of a resultative senteneThe linking in lauses with delimiters is aounted for both by means of onstraints onthe arg4 rules as well as onstraints on the words that head the delimiter onstituents(adjetives, adverbs and prepositions).The type for the binary arg4 rule, whih realizes delimiters (see Setion 3.2.4) in theiranonial position, is given in Figure 6.18. It introdues an arg4-relation underlyingevent. The handle of the arg4-relation is uni�ed with the ltop of the rule, and thearg0 of the arg4-relation is uni�ed with the ltop of the delimiter. Also, the indexof the arg2 is uni�ed with the xarg of the delimiter. This means that the argumentthat the delimiter prediates over (the value of xarg in the delimiter) is linked to theargument that is realized by the arg2-sign of the lause.
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Figure 6.18: Constraints on arg4-binaryAdjetives, adverbs, and prepositions are assumed to introdue an arg1-relationunderlying event, whih is linked to the underlying event expressing the prediate asshown for the adjetive rød in Figure 6.19. The argument of the arg1-relation underlyingevent is reentered as the value the feature xarg.6The trees in Figures 6.21 and 6.22 show analyses of the resultative sentene Jonmaler veggen rød ('Jon maler veggen rød'). Figure 6.21 shows the linking types. (Theuni�ation of linking types is left out in the head �ller rule.) Figure 6.22 shows how thesemantis is omposed. The verb realizes an underlying event _male_v_rel, and three6This goes against the general assumption that the arg1�arg4-relations are Grammatial Relations(strit syntax). An arg1-relation underlying event should stritly speaking not be introdued here.However, in order to make the prediation obvious, I allow them to be introdued. (See more disussionon the relation between Grammatial Relations and the semantis of sentenes in Setion 6.7.4)
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Figure 6.19: Constraints on the adjetive rødunderlying events realized by the rules are linked to it, arg1-relation, arg2-relation,and arg4-relation. The argument of the arg1-relation is the index of the NP Jon.The argument of the arg2-relation is the index of the NP veggen (`the wall'). Theargument of the arg4-relation is the handle of the adjetive rød (`red'). The adjetiveintrodues an arg1-relation underlying event, whih handle is uni�ed with the handleof the _rød_a_rel. The argument is linked to the NP veggen as a result of the linkingonstraints in the arg4 binary rule.The BRR of the sentene Jon maler veggen rød ('Jon maler veggen rød') is given inFigure 6.20.7

7It may seem like the arg4-relation underlying event is super�uous sine the relation between thedelimiter and the objet is expressed through the arg1-relation introdued by the adjetive. Still,the arg4-relation is introdued, �rst, beause it is a Grammatial Relation, and seond, beause it isneessary in ases where there are delimiters but no arg2-sign, like in Jon kaster til Kari (`John throwsto Kari'), where til Kari is a delimiter and Jon is realized by an arg1 subonstrution.
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Figure 6.20: BRR of Jon maler veggen rød ('Jon paints the wall red') (Trees: 6.21, p.166 and 6.22, p. 167)
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Figure 6.21: Linking types in a resultative main lause with the verb male (`paint')(BRR: 6.20, p. 165)
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Figure 6.22: Semanti omposition in a resultative main lause with the verb male(`paint')



168 CHAPTER 6. BASIC SYNTACTIC STRUCTURES6.5 The merge ruleIn order to aount for lauses with auxiliaries and omplementizers I assume a rulethat ombines the projetion of the auxiliary/omplementizer with other verbs. I allit the merge rule. The rule opens for the �rst auxiliary or omplementizer of a lauseto be the head of the lause and realize the arguments. Before I go into the details ofthe merge rule, I show how a tree struture with a merge rule looks in Figure 6.23. Thelause is given in (147).(147) atthat hanhe beundreradmires MaritMarit`that he admires Marit'In Figure 6.23 the merge rule is the node CP. Its �rst daughter (the head daughter)is the projetion of the omplementizer (CP1), and its seond daughter is the main verb(V). The rule that realizes the objet (CP2) applies after the merge rule. I will returnto subordinate lauses in Setion 6.6.1.In lauses with auxiliaries and/or omplementizers I assume that the �rst auxiliaryor omplementizer is the syntati head and that the subjet is attahed to this element.The ERG has a similar analysis. In a lause like John laims that Mary smiles, theomplementizer takes the subjet Mary and the VP smiles as omplements (see Figure6.24). In the lause John has smiled the auxiliary takes the VP smiled as its omplement.
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Figure 6.23: Subordinatelause in Norsyg (BRR:D.14, p. 336)
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Figure 6.24: Sentene with subordi-nate lause omplement in the ERGSine the ERG does not do linking in rules like the head omplement rule, theomplementizer is dependent on having aess to the subjet and the VP in the lexion



6.5. THE MERGE RULE 169(or via a unary rule). This is ahieved by having the subjet and the VP on the ompslist of the omplementizer.In Norsyg, linking is done in the rules, rather than in the lexion, and so there isno need for the omps list in these ases. Instead of using the head omplement rulein analyses involving auxiliaries and omplementizers, I use the merge rule, illustratedin Figure 6.25.
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Figure 6.25: The merge ruleThe merge rule has two daughters. The �rst daughter, whih is the head daughter,has the head value aux or omplementizer. When this projetion enters the merge ruleas the head daughter it has already realized the subjet of the lause. This is ensuredby onstraining the argument value to be non-subj-ase. The seond daughter hasthe head value aux or verb. The merge rule merges the valene information of the �rstdaughter with the val-b feature of the seond daughter.8 This makes it possible forthe seond daughter of the merge rule to have a subonstrution, and therefore havedi�erent values of val and val-b. I will get bak to this possibility in Setion 7.1 onpassive. As long as the seond daughter of the merge rule is not the passive auxiliaryor a verb morphologially marked as passive, the valene features of the daughters andthe mother in the merge rule will be uni�ed. The funtion of the merge rule in asubordinate lause with regard to valene is illustrated in Figure 6.26.8See explanation of the val-b feature in Setion 5.1 and Appendix A.6.1.
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Figure 6.26: Linking types in at han beundrer Marit (`that he admires Marit') (BRR:D.14, p. 336)By following the tag 2 in Figure 6.26 it is possible to see how the main verb in asubordinate lause uni�es its valene information with the omplementizer projetion.All verbs, exept from the passive auxiliary, uni�es their val with their val-b.9The hook value of the mother of the merge rule is uni�ed with the hook value ofthe seond daughter, and the ltop value of the seond daughter is uni�ed with the ltopvalue of the �rst daughter. The semanti omposition of the subordinate lause at hanbeundrer Marit (`that he admires Marit') is illustrated in Figure 6.27. It shows how themerge rule uni�es its hook value with that of its seond daughter, the verb beundrer.9The uni�ation of the link features is left out in the omplementizer word for expository reasons.



6.5. THE MERGE RULE 171The ltop of the verb is uni�ed with the ltop of the �rst daughter. This means thatthe underlying events arg1-relation and arg2-relation, whih both are realized on theomplementizer projetion and make links to the subjet han and the objet Marit,share handle with the underlying event introdued by the verb, _beundre_v_rel.
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Figure 6.27: Semanti omposition in at han beundrer Marit (`that he admires Marit')(BRR: D.14, p. 336)The funtion of the ase feature on the merge rule is to express whether aonstituent is in a �eld where the subjet is realized. When the merge rule has applied,the ase value is set to non-subj-ase. This implies that the subjet annot be realizedafter the merge rule. The ase value of the �rst daughter of the (�rst) merge phrasewill be subj-ase, sine the subjet is realized before the (�rst) merge rule applies. Inthis way, the (�rst) merge rule marks a boundary between the �eld where the subjet



172 CHAPTER 6. BASIC SYNTACTIC STRUCTURESis realized and the �eld where it annot be realized. The feature is neessitated by theanalysis of sentene adverbials, whih are assumed to attah to a onstituent in the�eld where the subjet is realized. I will disuss this in more detail in Chapter 10.The trees in Figure 6.28 and 6.29 show how Norsyg analyzes sentenes withauxiliaries. In Figure 6.28 the arg1 extration rule (AUXP1) applies on the �ller rule(AUXP/NP) and extrats the subjet. The merge rule (AUXP) ombines the auxiliaryprojetion with the main verb verb (V). Then the seond argument is realized (AUXP2),before the �ller rule applies (S). If there is more than one omplementizer or auxiliary,the merge rule will apply several times as in Figure 6.29, where three auxiliaries applybefore the main verb.
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Figure 6.28: Sentene withauxiliary (BRR: D.15, p.337) jon
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Figure 6.29: Sentene with threeauxiliaries (BRR: D.16, p. 337)Complementizers and auxiliaries have the feature merge with the value synsem.In the merge rule the merge value of the head daughter is uni�ed with the synsem ofthe seond daughter. This makes it possible for the omplementizers or auxiliaries toonstrain the tense of the verb (main verb or auxiliary) they are merging with. Theauxiliary ha ('have') has the lexial information in Figure 6.30. It onstrains the tensevalue of the verb that it merges with to be perf. An auxiliary appearing in a string ofverbs, as ha and kunnet in Figure 6.29 onstrains the tense of the following verb. Mainverbs blok the possibility of merging with other verbs by having the merge valueanti-synsem, whih is not ompatible with the type synsem.Complementizers have the onstraints shown in Figure 6.31. Via the merge featurethey onstrain the tense of the verb they merge with to be �nite.
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Figure 6.30: The auxiliary ha ('have')
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Figure 6.31: Constraints on omplementizer-word6.6 Subordinate lauses and relative lausesOne onsequene of an analysis where the extration site dominates the �ller, is thatvalene rules applying in embedded lauses (subordinate lauses, relative lauses andin�nitival lauses) need to dominate the �ller. This leads to a radially new analysisof embedded lauses where they are not neessarily analyzed as onstituents.10 Inthe new analysis I am proposing here, the subordinating onjuntion (here meaningomplementizers, the relative pronoun and the in�nitival marker) may attah to theprojetion of the matrix lause (or a nominal, in the ase of relative lauses), and turnit into an embedded lause, whih it heads. The matrix lause projetion (or nominal)is put on stak until the embedded lause is parsed. Then it is popped from the stak,and the matrix lause projetion (or nominal) takes over again. This is illustratedfor subordinate lauses in Figure 6.32, for in�nitival lauses in Figure 6.33,11 and forrelative lauses in Figure 6.34.In eah of the analyses in Figure 6.32�6.34, the subordination onjuntion attahesto the matrix lause (or the nominal) from the right and beomes the head of the new10Embedded lauses that are fronted will be analysed as onstituents, but embedded lauses thatappear inside the lause will not be analysed as onstituents.11The Norwegian letter å was not possible to display with the tree browser distributed with the LKBsystem, so I used aa instead.
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Figure 6.32: Sentene withsubordinate lause (BRR:D.17, p. 337) Jon
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Figure 6.34: NP withrelative lause (BRR:D.19, p. 338)struture. The analyses also show that the matrix projetion omes bak again higherup the tree.The rules for subordinate lauses, in�nitival lauses and relative lauses areorganized in a type hierarhy, as shown in Figure 6.35.embedded-phraseompl-phrase inf-phrase rel-phraseompl-unary ompl-binary inf-unary inf-binary rel-unary rel-binaryFigure 6.35: Hierarhy of subordination-phrasesThe de�nition of embedded-phrase is given in Figure 6.36. It shows that the values ofhook and head of the �rst daughter are reentered in the staked item (see the featurestak). It also shows that the new onstituent has a merge requirement (synsem),whih means that the embedded struture needs to ombine with a main verb.6.6.1 Subordinate lausesSubordinate lauses are aounted for by means of the omplementizer phrase. Thetype for this onstrution, ompl-phrase, was introdued in the hierarhy under
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Figure 6.36: The type embedded-phrasesubonstrution in Setion 3.5 as a subtype of arg2-sign (see Figure 3.8, p. 85). Asshown in Figure 6.35, it also inherits from embedded-phrase.The omplementizer onstrution omes in two versions: one binary version, wherethe omplementizer is expressed, and one unary version, where the omplementizeris not expressed. The hierarhy is given in Figure 6.37. Most of the information isgiven in the supertype ompl-phrase. It shows that the omplementizer phrases takeas their �rst daughter a omplementizer, preposition, or verb projetion, where themerge requirement is ful�lled (anti-synsem). It should also be ompatible with the�rst daughter's arg2 to have omplementizer as head value. The ompl-phrase beomesa omplementizer projetion with an unful�lled merge requirement (synsem), and anelement on the stak. Sine ompl-phrase inherits from arg2-sign, the arg2|linkvalue is swithed from the valene in the �rst daughter to the valene in the stakedelement. This is ensured by unifying in with at of the daughter and out with theat of the staked element.The two subtypes onstrain the number of daughters. The binary phrase has aseond daughter, the omplementizer, and the unary rule has only one daughter.The subordinate onstrutions work together with a rule that pops the stakedelements. This rule is presented in Figure 6.38. It is a unary rule that realizes the �rstelement on the stak of its daughter as its own synsem value. The negative linkingtypes (arg1�, arg2�, arg2�, and arg4�) ensure that all the arguments of the embeddedlause are realized.Given the two omplementizer onstrutions ompl-binary and ompl-unary, andthe pop-rule, it is possible to analyze sentenes with subordinate lauses that either
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Figure 6.37: Hierarhy of omplementizer phraseshave or do not have omplementizers. Figure 6.39 shows an analysis of a sentene witha subordinate lause. The node CP2/NP, whih is the binary omplementizer rule,ombines a verb projetion and a omplementizer. Figure 6.40 shows an analysis ofthe same sentene without the omplementizer. Here the node CP2/NP is the unaryomplementizer rule.The trees in Figure 6.39 and 6.40 show that the omplementizer (C) (whether itis expressed or not) beomes the head of the struture, and that the following words
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Figure 6.38: Pop rule
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Figure 6.39: Analysis of Bokahevder Jon at han har lest (`Thebook, John laims that he hasread') (BRR: D.20, p. 338)
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Figure 6.40: Analysis of Bokahevder Jon han har lest (`Thebook, John laims he has read')(BRR: D.21, p. 339)attah to the C projetion. At the top of the trees, the strutures are turned bak intoV projetions by means of the pop rule. The trees also illustrate how long distanedependenies work when the extrated onstituent is extrated from a subordinatelause. In both trees, the NP Boka is extrated by the extration rule lose to the topof the trees (CP2). The slash list is then opied down to the �ller rule at the bottomof the trees. This is illustrated in Figure 6.41, whih is the same tree as 6.39, exeptthat the top node (S) is not displayed.
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Figure 6.41: Long distane dependenies and staking in Boka hevder Jon at han harlest (`The book, John laims that he has read') (BRR: D.20, p. 338)



6.6. SUBORDINATE CLAUSES AND RELATIVE CLAUSES 179The �staking� and �popping� mehanism allows for several embeddings intosubordinate lauses. The funtion of the pop rule is to arrive at the matrix lauselevel again after entering a subordinate lause. The pop rule allows for the expetedPP attahments, as the trees in Figure 6.42 and 6.43 show. In Figure 6.42, the PPattahes inside the subordinate lause, while in Figure 6.43, the PP attahes at mainlause level.
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Figure 6.42: Analysis of Jon hevdet at han sov i �ere timer (`John laimed that he hadslept for several hours'). PP attahment to subordinate lause. (BRR: D.22, p. 339)
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Figure 6.43: Analysis of Jon hevdet at han sov i �ere timer (`John laimed that he hadslept for several hours'). PP attahment to main lause. (BRR: D.23, p. 340)



180 CHAPTER 6. BASIC SYNTACTIC STRUCTURES6.6.2 Relative lausesThe analysis of relative lauses has muh in ommon with the analysis of subordinatelauses shown in Setion 6.6.1. A onstrution for relative lauses is assumed, wherethe relative pronoun (if expressed) attahes to the nominal from the right, and staksthe nominal in stak. The onstrution has two versions, a binary and a unary. Theonstraints are shown in the type hierarhy of relative lause onstrutions in Figure6.44.
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Figure 6.44: Hierarhy of relative lause onstrutionsThe type rel-phrase in the hierarhy in Figure 6.44 inherits from embedded-phrase(see Figure 6.36). rel-phrase shows that relative lause onstrutions take as their �rstdaughter a struture with det or noun as head value. They reate a struture whih hasthe head value relompl, and whih has an element on the slash list. This elementhas the head value noun, and it is oindexed with the index of the �rst daughter ofthe onstrution. The type rel-phrase has two subtypes. The �rst subtype is binary-rel-phrase, whih has a seond daughter, the relative pronoun. The seond subtype isunary-rel-phrase, whih is a unary rule.With the relative lause onstrutions rel-binary and rel-unary, and the pop-rule,it is possible to analyze NPs with relative lauses, both with and without the relativepronoun. Figure 6.45 shows an NP with a relative lause where the relative pronoun



6.6. SUBORDINATE CLAUSES AND RELATIVE CLAUSES 181ombines with the noun and forms the onstituent RP/NP. The tree in Figure 6.46is idential, exept from the lak of relative pronoun. The analyses illustrate howthe relative lause onstrutions enter an element on the slash list, whih has tobe extrated higher up in the tree (RP2). The onstraints in the relative lauseonstrution ensure that the extrated element is linked to the noun that is modi�ed.
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Figure 6.45: Analysis of bokasom Jon har lest (`the book thatJon has read') (BRR: D.24, p.340)
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Figure 6.47: Long distane dependenies and staking in the NP boka som Jon har lest(`The book John has read') (BRR: D.24, p. 340)



6.7. INFINITIVAL CLAUSES AND SMALL CLAUSES 1836.7 In�nitival lauses and small lausesBefore I present how in�nitival lauses and small lauses are analyzed, I show howunexpressed subjets are treated.6.7.1 Unexpressed subjetsCertain funtional signs are assumed to realize an unexpressed subjet. Examples ofsuh signs are the in�nitival marker (148), the small lause onstrution (149) and theimperative morpheme (150). Common to all these signs is that the subjet an have thearg1-role (see (148a), (149a) and (150a)), the arg2-role (see (148b), (149b) and (150b))and the arg3-role (see (148), (149) and (150)).(148) a. John likes to sleep.b. John likes to be heard.. John wants to be given a book.(149) a. John let her sleep.b. John let her be heard.. John let her be given a book.(150) a. Sleep!b. Be heard!. Be given a book!In order to aount for the linking of the unexpressed subjets, one possibility wouldbe to reate one sign for eah of the argument roles. This would mean three in�nitivalmarker words, three small lause onstrution rules and three imperative in�etionalrules. In Norsyg, I have generalized over the unexpressed subjet onstrutions bymeans of three unary linking rules that take the unexpressed subjet onstrutions asinput and links the unexpressed subjet. The rules make it possible to underspeifythe in�nitival marker, the small lause onstrution, and the imperative in�etion withregard to what argument role that is linked, and multiple versions of them are avoided.It is however di�ult to say whih of these options is better. Multiple signs has theadvantage that the trees look nier (there is no unary rule on top of the unexpressedsubjet onstrution). Unary linking rules have the advantage that there is only one



184 CHAPTER 6. BASIC SYNTACTIC STRUCTURESin�nitival marker in the lexion, one small lause rule and one imperative in�etionalrule.
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Figure 6.48: The basi unary linking rule6.7.2 Analyses of in�nitival lauses and small lausesIn�nitival lauses and small lauses are analyzed in a similar fashion to subordinatelauses and relative lauses. Also here a rule is assumed that ombines the in�nitivalmarker with the projetion of the matrix lause. The analysis involves both in�nitivallauses as well as small lauses (see Setion 6.7.1). A general type inf-phrase is assumedthat has two subtypes, inf-binary and inf-unary (see Figure 6.35, p. 174), where inf-binary is used in in�nitival lauses and inf-unary is used in small lauses. inf-phraseinherits from embedded-phrase (see Figure 6.36).The type inf-phrase in Figure 6.49 shows that the in�nitival onstrutions take aprojetion where the main verb is realized as its �rst daughter. (The merge value isanti-synsem.) The type also shows that in�nitival onstrutions form onstituents thatneed to merge with a verb that has in�nite tense.The type binary-inf-phrase inherits from arg2-sign in addition to inf-phrase. Thismeans that the seond argument of the matrix verb is linked to the event of the in�nitivalprojetion. The seond daughter of the onstrution is the in�nitival marker. binary-
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Figure 6.49: Hierarhy of in�nitival lause onstrutionsinf-phrase uni�es the xarg value of the �rst daughter's arg2 with the xarg of theseond daughter. This ensures that the unexpressed subjet of the in�nitival marker islinked to the argument that is ontrolled by the matrix verb (see Setion 6.7.3).The type unary-inf-phrase inherits from arg4-sign in addition to inf-phrase. Thisimplies that the arg4 of the matrix verb is linked to the event of the in�nitivalprojetion. The type also links the index of its argument to the index of the arg2daughter. This ensures the linking of the unexpressed subjet and the arg2 of thematrix lause.The lexial type for verbs that take small lauses as omplement is given in Figure6.50.
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Figure 6.50: Lexial information on a subjet ontrol verbExamples of analyses of the two onstrutions are given in Figure 6.51 and 6.52.



186 CHAPTER 6. BASIC SYNTACTIC STRUCTURESFigure 6.51 is a sentene with an in�nitival lause. The binary-inf-phrase ombines thein�nitival marker with the verb projetion, and reates a new in�nitival onstituent(INF2). Before the in�nitival marker ombines with the VP, the unary linking rule(INF1) works (see Setion 6.7.1) and links the unexpressed subjet. What is left forthe in�nitival projetion to realize in INF2 is the main verb, lese (`read'), and thenon-subjet arguments (here: boka (`the book'))).Figure 6.52 is a sentene with a small lause. The small lause onstrution isinitiated by the type unary-inf-phrase (SC4). It takes as input the VP2, where thematrix lause has realized its arg1, Kari, and its arg2, Jon. It turns the onstituentinto an in�nitival projetion that �rst undergoes the unexpressed subjet linking rule(INF1), and then ombines with the main verb lese and the non-subjet argument boka.Before the top of the tree, the matrix projetion is popped from the stak (VP).12The long distane dependenies and staking in the sentene with the small lauseKari ser Jon lese boka (`Kari sees John read the book') is illustrated in Figure 6.53.12The analysis I proposed for small lauses annot aount for disontinuous onstituents in German.The example (li) is taken from Müller (2004, 220). The arguments of the verbs füttern, helfen andlassen (Hans, Ceilia, John and das Nilpferd) an sramble freely.(li) weilbeause HansHans CeiliaCeilia JohnJohn dasthe Nilpferdhippo fütternfeed helfenhelp läÿtlet`beause Hans lets Ceilia help John feed the hippo.'The analysis I have of orresponding data in Norwegian, is that the small lause onstrution takesa matrix lause as input, staks it and reates a struture whih is the projetion of the embeddedlause (see unary-inf-phrase in Figure 6.49). The analysis presupposes a �xed word order and annothandle srambling. In order to analyze disontinuous onstituents, I would assume valene rules thatwere able to look into the arguments of its arg4 (see arg2-binary-1embedding below), and maybe alsothe arguments of arg4 of its arg4 (see arg2-binary-2embedding below). It should be noted that datasuh as (li) are more di�ult to proess than their Norwegian and English translations, and there isa limit to how many embeddings that are possible.
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Figure 6.51: Analysis of Jonklarer å lese boka (`Jon managesto read the book') (BRR: D.26,p. 341)
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Figure 6.52: Analysis of Kari serJon lese boka (`Kari sees Jon readthe book') (BRR: 6.55, p. 190)The tree is the same as in Figure 6.52, exept that the top node (the fore rule) is notshown.The tree in Figure 6.54 shows the semanti omposition of the sentene.The verb of the matrix lause is ser (`sees'). It introdues an underlying event_se_v_rel whih is linked to the ltop of the lause. The two lower valene rules arg1-extr and arg2-binary link the arguments Kari and Jon to the verb underlying event viathe two underlying events arg1-relation and arg2-relation. The in�nitival onstrutionunary-inf-phrase realizes an underlying event arg4-relation, whih shares handle withthe underlying events of the matrix lause and takes as argument the handle of thesubordinate lause ltop. The hook of the daughter of the onstrution has the hookfeatures of the matrix lause, and the hook of the mother has the hook features ofthe subordinate lause. The hook value of the daughter is reentered in stak (seeFigure 6.53). The onstrution also links the index of argument to the index of thearg2 of the matrix lause. This ensures that the unexpressed subjet of the smalllause is linked to the arg2 of the matrix lause (Jon) sine the unexpressed subjetis the next argument to be realized. This is done in the arg1 unexpressed subjetrule (arg1-unexpr). It introdues an arg1 underlying event arg1-relation whih has asargument the index of argument. The handle of the underlying event is linked to the
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Figure 6.53: Long distane dependenies and staking in Kari ser Jon lese boka (`Karisees John read the book') (BRR: D.26, p. 341)
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Figure 6.54: Semanti omposition in Kari ser Jon lese boka (`Kari sees John read thebook') (BRR: D.26, p. 341)



190 CHAPTER 6. BASIC SYNTACTIC STRUCTURESltop of the subordinate lause. The verb lese (`read') introdues an underlying event_lese_v_rel whih is linked to the ltop of the subordinate lause by the merge rule.The upper arg2 binary rule introdues an underlying event arg2-relation, whih has asargument the index of the NP boka (`the book'). The pop rule on top takes the matrixlause projetion out of the stak (see Figure 6.53). The BRR is given in Figure 6.55.13
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Figure 6.55: BRR of Kari ser Jon lese boka (`Kari sees John read the book') (Trees:6.52, 6.53, and 6.54)

13In order to aount for sentenes like Vi hørte det regne utenfor (`We heard it rain outside'), Iwould assume a subjet ontrol verb with the argframe value arg124-14. This would allow the verbto appear both in raising onstrutions with an arg2-relation to the diret objet (like se in Figure6.54), and in raising-onstrutions where the diret objet is an expletive. The latter analysis is notimplemented in the present version of Norsyg.



6.7. INFINITIVAL CLAUSES AND SMALL CLAUSES 1916.7.3 Raising and ontrolIn this setion I will look at sentenes like those in (152), where the subjet of the matrixlause is linked to the (unexpressed) subjet of the in�nitival lause omplement.(152) a. John expets to meet Mary.b. John seems to smile.The literature points at di�erenes in behavior between verbs like expet in (152a)and verbs like seem in (152b), one being that an expletive an be the subjet in onegroup, but not in the other (see e.g. Huddleston (1984, 209-215)). This is illustratedin (153) where (153a) is ungrammatial, whereas (153b) is grammatial.(153) a. * There expets to be a problem with the omputer.b. There seems to be a problem with the omputer.One group of verbs (the seem group) is able to share any kind of subjet thatthe in�nitival lause wants. These verbs are alled raising verbs. The subjet ofthe in�nitival lause is assumed to be raised from the in�nitival lause and realizedsyntatially by the matrix lause. The subjet is assumed to have a semanti relationonly to the in�nitival lause.In the other group or verbs (the expet group), the matrix verb has both syntatiand semanti requirements to the subjet of the unexpressed subjet of the in�nitivallause. The subjet an for instane not be an expletive, as (153a) illustrates. Thisgroup of verbs are referred to as subjet ontrol verbs.I will also onsider a third group of verbs that take in�nitival omplements, namelythe objet ontrol verbs. These verbs link the unexpressed subjet of the in�nitivallause to the underlying indiret objet (the arg3-role), as illustrated in (154).(154) Mary expets John to smile.A subjet ontrol verb like forvente (`expet') has the spei�ations in Figure 6.56.By unifying the xarg of the arg2 with the index of the arg1 I ensure that the arg1of the subjet ontrol verb shares index with the unexpressed subjet of the in�nitivallause.1414Sine the values of the valene features are not lists, I an put suh onstraints on them withoutrequiring the arguments to be realized.
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Figure 6.56: Lexial information on a subjet ontrol verbA subjet raising verb like fortsette (`ontinue') has the spei�ations in Figure 6.57.The di�erene between a subjet raising verb and a subjet ontrol verb in the aountpresented here is that the subjet raising verb has the argframe value arg12-2, whihimplies that it may have an expletive subjet.
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Figure 6.57: Lexial information on a subjet raising verbThe verb ontinue an enter the argument frames in (155). In (155a) and (155b)the argument frame is arg12. (155a) has an NP objet, while (155b) has an in�nitivalobjet. (155) and (155d) have the argument frame arg2. (155) is an unausativewith an NP subjet, while (155d) is a lause with an expletive subjet and an in�nitivallause objet.(155) a. John ontinued the work.b. John ontinued to work.. The work ontinued.d. It ontinued to rain.There are two kinds of ditransitive verbs with in�nitival lause objets. On theone hand there are verbs like promise where the unexpressed subjet of the in�nitivallause is linked to the subjet of the matrix verb, irrespetive of whether the matrix



6.7. INFINITIVAL CLAUSES AND SMALL CLAUSES 193lause is transitive, as in (156a), or ditransitive, as in (156b). In both the transitiveand ditransitive version, the in�nitival lause an be exhanged with an NP, as (156)and (156d) illustrate.(156) a. John promised to work hard.b. John promised her to work hard.. John promised a lot of things.d. John promised her a lot of things.On the other hand, there are verbs like expet, where the unexpressed subjet ofthe in�nitival lause is linked to the subjet if the matrix lause is transitive, as in(157a), and to the indiret objet if the matrix lause is ditransitive, as in (157b). Thein�nitival lause an be exhanged with an NP only if the lause is transitive, as in(157). If the lause is ditransitive, as in (157d), this is not possible.(157) a. John expeted to work hard.b. John expeted her to work hard.. John expeted a lot of things.d. * John expeted her a lot of things.Verbs like promise are treated as subjet ontrol verbs, (see Figure 6.56), and theyare given the argframe value arg1-12-123. However, for the objet ontrol verbs Iassume two lexial entries, one where they have the same type as the subjet ontrolverbs as in Figure 6.56 and one whih inherits from the type arg123-inf-np-le shown inFigure 6.58.
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Figure 6.58: Lexial information on an objet ontrol verb



194 CHAPTER 6. BASIC SYNTACTIC STRUCTURES6.7.4 Remarks on raisingThe fat that raising verbs are assumed to have the argframe value arg12-2 (orarg12-123 in the ase of objet raising), and thereby allowing for an underlying eventarg1-relation to relate the prediate of the raising verb to the subjet (or arg3-relation inthe ase of objet raising), goes against the general assumption made in the literature,namely that the subjet (or objet) is raised, and therefore is not a semanti argumentof the raising verb. The BRR for (152b) is given in Figure 6.59, where John is theargument both of the raising verb seems and the embedded verb smile.
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Figure 6.59: BRR of John seems to smileHowever, this exo-skeletal approah is founded on the assumption that the argumentroles of the verbs are not spei�ed in the lexion (as is the ase in almost all theliterature). They are assigned by the syntax.15 As argued in Setions 1.2 and 2.4, theargument roles assigned to the verbs by the syntax (as is assumed always to be thease in this approah) an be independent of the lexial meaning of the verbs. This isassumed to be the ase when raising verbs �raise� full NPs and the underlying eventarg1-relation relates the prediate of the raising verb to the subjet as in (152b).The analysis I propose for ases where the relationship between the syntax andthe semantis traditionally is represented as `skewed' (raising, small lauses, andresultatives), where an argument belongs semantially to one onstituent (see (158))and syntatially to another (see (159)), is that the argument in question belongs toboth ategories (see 160, whih is an abbreviation of Figure 6.59). This assumptionwould orrespond to a GB analysis with a PRO as subjet of the ontrolled onstituent,15The fat that lexial entries are onstrained via e.g. the argframe feature is done in order toavoid overgeneration of �odd� sentenes (see Setion 4.3).



6.7. INFINITIVAL CLAUSES AND SMALL CLAUSES 195whih by the way is not how these onstrutions are analyzed in GB. I will ome bakto this issue in Setion 9.5.2.(158) seem(e1,e2)smile(e2,x3)John(x3)(159) seem(e1,x2,e3)smile(e3)John(x2)(160) seem(e1,x2,e3)smile(e3,x2)John(x2)The approah does not ompletely exlude a traditional raising analysis wherefor example the raised subjet is not related to the raising verb by an arg1-relationunderlying event. A traditional raising analysis an be ahieved by introduing valenerules that are not subonstrutions as the rules mentioned in Setion 6.1, but that ratherrealize an argument without realizing an underlying event, similar to the presentationalrules whih I will present in Setion 7.2. The raising valene rules (one binary rule andone unary extration rule) would inherit from the type basi-rais-val in Figure 6.60,whih takes as argument an NP, and has an empty -ont|rels list. The type fora subjet raising verb would have the argframe value arg2 rather than arg12-2 (seeFigure 6.57). This would give an BRR as shown in Figure 6.61 where the raised subjetis an argument only of the embedded verb. The raising valene rules would be restritedonly to apply in raising onstrutions suh as subjet raising and objet raising and inases of suboordination analysed as raising onstrutions (to be presented in Setion8.4.3).The analysis involving the suggested raising valene rules ould also be used to givea new aount of resultatives (see Setion 6.4.2) and small lauses (see Setion 6.7.2).The sentene Jon maler veggen rød ('Jon paints the wall red') is at present given theBRR in Figure 6.20, p. 165, where the objet veggen is both the arg2 of the verbmaler and the arg1 of the adjetive rød. The sentene Kari ser Jon lese boka (`Karisees John read the book') is given the BRR in Figure 6.55, p. 190, where the objetJon is both the arg2 of the matrix verb ser and the arg1 of the embedded verb lese.
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Figure 6.60: Possible type for realization of raised arguments
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Figure 6.61: Possible BRR of John seems to smileWith the raising valene rules, the objet in resultative lauses and lauses with a smalllause would be an argument of the seond prediate only, as shown in Figures 6.62and 6.63.
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Figure 6.62: Possible BRR of Jon maler veggen rød ('Jon paints the wall red')However, if the valene raising rules are added to the grammar, the BRRs produedby the grammar an no longer be seen as representations of grammatial relations of
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Figure 6.63: Possible BRR of Kari ser Jon lese boka (`Kari sees John read the book')a sentene, but rather as semanti representations of a sentene. I believe semantirepresentations of a sentene is something that is to be inferred from the grammatialrelations in a sentene in onjuntion with the meaning of the words, and that it isbeyond the limits of my grammar formalism. Therefore, using this kind of �empty�valene rules, sensitive to lexial information of ontrol verbs, in an attempt to produesemantis, rather than grammatial relations, is an idea I will not pursue further.6.8 The modi�er rulesThe modi�er rules in Norsyg have many similarities with the modi�er rule typessuggested in the Grammar Matrix. Modi�ers have a loal on their mod list wherethey onstrain the word or phrase that they modify. I assume two kinds of modi�errules in Norsyg, the head modi�er rules and the sentene adverb rules.1. The head modi�er rules(a) The head-mod-rule is a head-initial rule that ombines an adjunt like a PPor a relative lause with a noun or verb projetion.(b) The extr-mod-rule is an extration rule that applies to a verb projetion andextrats a modi�er.2. The sentene adverb rules



198 CHAPTER 6. BASIC SYNTACTIC STRUCTURES(a) The head-sadv-rule is a head-initial rule that ombines a sentene adverbialwith a omplementizer (subordinate, relative or in�nitival) or verbprojetion. The ase value of the projetion is subj-ase.(b) The extr-sadv-rule is an extration rule that extrats a sentene adverbialon a omplementizer (subordinate, relative or in�nitival) or verb projetion.The ase value of the projetion is subj-ase.() The sadv-head-rule is a head-�nal rule that ombines a sentene adverb witha onstituent that has the ase value non-subj-ase.The head-mod-phrase is illustrated in Figure (6.64) and aounts for modi�ation insentenes like (161a) and (161b). In (161a) a PP is modifying a verb and in (161b) aPP is modifying a noun.
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Figure 6.64: Head modi�er rule(161) a. JonJon spasererwalks iin skogen.forest-def`Jon walks in the forest.'b. Mannenman-def iin skogenforest-def hoggeruts ved.wood`The man in the forest uts wood.'The extr-mod-phrase is illustrated in Figure 6.65. It extrats an adjunt that istopialized. This rule is used in lauses like (162a) and (162b). In (162a) the extratedmodi�er is a PP, and in (162b) the extrated modi�er is a wh-word.(162) a. Omin ettermiddagenafternoon-def spasererwalks JonJon 55 kilometer.kilometers`In the afternoon Jon walks 5 kilometer.'
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Figure 6.65: Extration modi�er ruleb. Hvorwhere spasererwalks JonJon omin ettermiddagen?afternoon-def`Where does Jon walk in the afternoon?'The head-sadv-phrase is illustrated in Figure 6.66. The modi�er is a senteneadverbial, and it modi�es a word or phrase with the head value ompl-verb (whihgeneralizes over all kinds of omplementizers (inluding the relative pronoun and thein�nitival marker) + verbs and auxiliaries), and the ase value of the modi�ed sign issubj-ase, whih means that the projetion is the head of the lause and that the mergerule has not worked (yet) in the lause. (When the merge rule applies, the ase valueis onstrained to be non-subj-ase). In (163a) head-sadv-phrase ombines the senteneadverbial ikke with the projetion of the verb hogger. In (163b) it ombines ikke withthe omplementizer projetion. As I will show in Chapter 10, the assumption that thehead �nal sentene adverbial rule attahes to projetions that have the feature asesubj-ase aounts for the position of sentene adverbials in Norwegian. There is alsoan extration variant of the head-sadv-phrase, extr-sadv-phrase.
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Figure 6.66: The head initial sentene adverb rule



200 CHAPTER 6. BASIC SYNTACTIC STRUCTURES(163) a. Mannenman-def hoggeruts ikkenot vedwood iin skogen.forest-def`The man does not ut wood in the forest.'b. JonJon hevderlaims atthat mannenman-def ikkenot hoggeruts vedwood iin skogen.forest-def`Jon laims that the man does not ut wood in the forest.'There is also an extration variant of the head-sadv-phrase, extr-sadv-phrase,illustrated in Figure 6.67.
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Figure 6.67: The sentene adverb extration ruleThe head �nal sentene adverb rule, illustrated in Figure 6.68 is used in aseswhere NPs or imperatives are negated, as illustrated in (164a)-(164). In (164a) ikke isattahed to the NP Marit, and in (164) ikke is attahed to the imperative le. However,the grammar does at present not aount for ases like (164b) where ikke is attahed tothe in�nitival lause å le, sine the in�nitival lause is not assumed to be a onstituent(see Setion 6.7.2).
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Figure 6.68: The head �nal sentene adverb rule



6.8. THE MODIFIER RULES 201(164) a. JonJon hevderlaims atthat ikkenot MaritMarit vilwill vinne.win (somebody will win, but not Marit)`Jon laims that it is not Marit that will win.'b. JonJon prøvertries ikkenot åto le.laugh (where Jon is trying not to laugh)`Jon tries not to laugh.'. Ikkenot le!laugh`Don't laugh!'The example in (165) has two sentene adverbs. The �rst attahes to the NP Maritwhile the seond attahes to the omplementizer projetion at ikke Marit. The analysisis given in Figure 6.69.(165) JonJon hevderlaims atthat ikkenot MaritMarit ikkenot vilwill vinne.win`Jon laims that it is not Marit that will not win.'
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Figure 6.69: Subordinate lause with two sentene adverbs



202 CHAPTER 6. BASIC SYNTACTIC STRUCTURES6.9 Long distane dependeniesAording to Levine (2003) there are two main approahes to long distane dependeniesin HPSG. One approah stems from Pollard and Sag (1994) and involves traes orunary valene-reduing extration rules. The other is developed in Bouma et al. (2001),and aounts for extration in the lexion by means of relational onstraints. I willbrie�y present the two approahes before I present the approah taken in Norsyg. Thenew approah is neessitated by the aount of relative lauses in Setion 6.6.2 wherethe relative pronoun ats as a omplementizer and a �ller at the same time. Thenew approah is straightforward to implement, sine it does not presuppose the use ofrelational onstraints or sets, only a single list. Still, it an aount for hallenging datapresented in Bouma et al. (2001) and Levine (2003) where verbs and omplementizersare shown to re�et that they our on the extration path.6.9.1 The trae approahIn Pollard and Sag (1994) extration is aounted for with an empty element thatuni�es its loal value with a slash. A valene rule may take this empty element as itssubjet or omplement. In most rules (exept for the head �ller rule) the slashes fromthe daughters are olleted in the mother. So the valene rule with the empty elementdaughter will get the slash, and so will the other rules applying higher up in the tree,until a head �ller rule takes the slash and �lls it in. This is illustrated in Figure 6.70.Adjunt extration is aounted for with a lexial rule that lets a verb with e.g. asubordinate lause on its omps list get a slash whih is an adjunt that modi�es thesubordinate lause omplement.6.9.2 Re�etion of extration pathIt is later pointed out that in many languages the extration path is re�eted onverbs or omplementizers, and that the extrated item an be an argument or anadjunt. Sag (2005) mentions among other languages Chamorro and Irish. So averb or a omplementizer may re�et that the lause it ours in has an extratedelement. The Pollard and Sag (1994) analysis annot aount for this sine it is onlythe empty ategory and its mothers that have aess to the slash as the tree in Figure6.70 illustrates.
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Figure 6.70: The trae approahThe Irish data in (166) (originally from MCloskey (1979)) are used by Hukari andLevine (1995) and Sag (2005) among others to illustrate this phenomenon. In Irish, thehoie of omplementizer re�ets whether the omplementizer intervenes between anextration site and the �ller or not. The omplementizer goN is not on the extrationpath, while the omplementizer aL is on the extration path. In (166a) there is noextration taking plae, so the omplementizer goN is used. In (166b) there are twoomplementizers on the extration path. Both of them aL. And in (166) there arethree omplementizers, all of them aL, on the extration path. (166d) is an example ofan NP with two omplementizers, but where only one is on the extration path. Theomplementizer on the extration path is aL and the one ourring after the extrationsite is goN. (166e) has three omplementizers. Two on the extration path (both aL),and one after the extration site (goN).The element that is extrated does not have to be a omplement. It an also be anadjunt.(166) a. Dúirtsaid méI gurLgoN.PAST shílthought méI goNCOMP mbeadhwould-be séhe ann.there`I said that I thought that he would be there.'



204 CHAPTER 6. BASIC SYNTACTIC STRUCTURESb. anthe fearman aLCOMP shílthought méI aLCOMP bheadhwould-be __ annthere`the man that I thought would be there'. anthe fearman aLCOMP dúirtsaid méI aLCOMP shílthought méI aLCOMP bheadhwould-be _ annthere`the man that I said I thought would be there'd. an[the fearman℄j aLCOMP shílthought __ goNCOMP mbeadhwould-be séhej

annthere`[the man℄j that thought hej would be there'e. anthe fearman aLCOMP dúirtsaid séhe aLCOMP shílthought __ goNCOMP mbeadhwould-be séhe annthere`the man that he said thought he would be there'Espeially adjunt extration is di�ult to aount for, sine adjunts normally donot appear in the subat frame of the verb.6.9.3 The lexial approahThe extration path data made Bouma et al. (2001) suggest an analysis without a gapor trae (or unary valene-reduing rules). Instead, a lexeme may list all its dependents(inluding subjets, omplements, and adjunts that modify the key of the lexeme) ona deps list and ollet the slashes from them by means of relational onstraints. Thenthe slash goes up from head-daughter to mother until it reahes the head �ller rule. If averb has a subordinate lause omplement with a slash, the relational onstraints makesure that the slash of the omplement also beomes the slash of the verb. In this waythey an aount for the registering of extration paths. This is illustrated in Figure6.71, where the slash 1 enters the slash set of both the verbs like and know.6.9.4 Some problemsThe problem with the Pollard and Sag (1994) analysis, as I see it, is what is alledthe seond part of the unbounded dependeny analysis, namely the part where phrasesollet slashes from their daughters. This part of the analysis implies that slashes go
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likeFigure 6.71: The lexial approah
straight up to the head �ller rule without letting the verbs and omplementizers aesstheir extration path (see Figure 6.70), and so the elements that potentially re�et thatthey our on the extration path do not aess it.One objetion to Bouma et al. (2001) is that their approah involve muh mahinery.It seems inevitable, at least in a bottom-up approah, that lots of hypothesizing aboutpossible extrated omplements and espeially adjunts will have to be done if verbsand omplementizers are supposed to aess the extrated onstituent. This will applyeven if there is no extration going on. The mahinery is neessary sine the �ller is atthe top of the tree, and the verb or omplementizer does not have diret aess to theextration path.



206 CHAPTER 6. BASIC SYNTACTIC STRUCTURES6.9.5 The approah taken in NorsygIn an approah where the extration site dominates the �ller, the Irish data an beaounted for without any additional mahinery, sine the mother (and the sister) ofthe omplementizer will be on the extration path. This means that the omplementizerhas loal aess to the extration path. As I already have pointed out, there is no suhstraightforward aount of the extration path fats in the other approahes mentioned,where the �ller is on the top of the tree.The extration mehanism onsists of three parts:1. The head �ller rule2. The perolation of the slash feature3. The extration ruleThe �ller rule (see Setion 6.2) works at the bottom of the tree and �lls in theextrated element. The mother of the �ller rule has a slash list with the loalinformation of the extrated element. (The head daughter of the �ller rule has anempty slash list.) The slash list perolates up the tree from (�rst) daughter tomother. Finally, the slash list reahes the extration site, where an extration ruleempties the slash list and links the extrated element to the loal prediate. Thereare seven extration rules, one for eah of the four valene features arg1-arg4 (seeSetion 6.1), one for expletives used in presentational onstrutions (see Setion 7.2),and two for modi�ers (see Setion 6.8). The general extration phrase type is illustratedin Figure 6.72. The extration rules are unary rules that enter a loal into the slashlist of the head daughter.16 This orresponds to a rule that takes a trae as argumentin the Pollard and Sag (1994) analysis. The di�erene is that the extrated elemententers the slash list of the head daughter and not of the mother. The slash list ofthe mother is empty.The tree in Figure 6.73 shows how the NP in (166e) an be analyzed. Note that themothers of the two aL-omplementizers have a non-empty slash list, while the motherof the goN-omplementizer has an empty slash list. That means that the extrationpath is loally aessible to the omplementizers that re�et that they our on it.16The distintion between loal and gap is not neessary in Norsyg. The type loal arries syntatiand semanti information about the sign in question.
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Figure 6.72: The extr-phrase typeNPDan N'RelPCPCPCPCPCPCPCP/NPCP/NPRelP/NPRelP/NPRelP/NPNfear COMPLaL Vdúirt NPsé COMPLaL Vshíl
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Figure 6.73: Analysis of (166e)6.10 SummaryI have now presented how basi syntati strutures are treated in Norsyg. There are sixmain kinds of rules, the valene rules, the �ller rule, the merge rule, the subordinating



208 CHAPTER 6. BASIC SYNTACTIC STRUCTURESrules, the lause boundary rules and the modi�er rules. A ore assumption I have madein this hapter is that the main verb may funtion as a modi�er of a syntati strutureheaded by an auxiliary, omplementizer, relative pronoun, or in�nitival marker. I havealso assumed that the subjet is realized prior to the objets either by a unary extrationrule, or by a binary valene rule in ase of inversion (or by the unexpressed subjet rule).



Chapter 7Passive and Presentation
7.1 PassiveIn this setion I will show how the arg1-role of the arg1-sign (see Figure 3.7) alsoan be expressed as passive voie. I follow the assumption of Jaeggli (1986), Baker(1988) and Åfarli (1992) that there is a syntati argument PASS, whih realizes theexternal argument role (the role orresponding to the arg1 subonstrution in thepresent approah). I also follow the assumption in the exo-skeletal approah to passivein Åfarli (2006), that the passive argument is assigned to the verb by the syntax. (Seethe short presentation of passive in GB/Minimalism in Setion 2.5.1.)In the subonstrution hierarhy in Figure 3.8 the PASS element is alled basi-pass. I will show how basi-pass has two realizations in Norwegian, namely as a passiveauxiliary bli (bli-passive) and as an s-morpheme that is attahed to the main verb(s-passive). First I will present some data.7.1.1 DataIn Norwegian there are two kinds of passive, periphrasti passive (bli-passive) andmorphologial passive (s-passive). The periphrasti passive uses the auxiliary bli, (see(167b)), and the morphologial passive attahes the su�x -s to the �nite main verb (see(167)). There is a slight semanti distintion between the two forms, whih I will notgo into (see (Hovdhaugen, 1977, 35-39), (Engdahl, 2001) and (Engdahl, 2006)). Thedata I present here are well known in the literature (see e.g. (Hovdhaugen, 1977) and(Åfarli, 1992)). 209



210 CHAPTER 7. PASSIVE AND PRESENTATION(167) a. Ena spillerplayer smashersmashes ballen.ball-def`A player smashes the ball.'b. Ballenball-def blirbeomes smashet.smashed`The ball is smashed.'. Ballenball-def smashes.smash-pass`The ball is smashed.'In the examples (167b) and (167), the subjet (Ballen) would have been the diretobjet if the sentenes were ative. In (168), the three passive variants of the ativelause Jon gir Marit en is (Jon gives Marit an ie ream) are given.(168) a. MaritMarit blirbeomes gittgiven enan is.ie-ream`Marit is given an ie ream.'b. Enan isie-ream blirbeomes gittgiven Marit.Marit`Marit is given an ie ream.'. Detit blirbeomes gittgiven MaritMarit enan is.ie-ream`Marit is given an ie ream.'In (168a) what would have been the indiret objet in an ative lause is the subjet.In (168b) what would have been the diret objet in ative is the subjet, and in (168)the expletive det is the subjet.It is also possible for a prepositional objet to funtion as a subjet in a passivelause. In (169a), the ative objet funtions as subjet. In (169b) the expletive detfuntions as subjet. In (169) the prepositional objet funtions as subjet.1 Thefat that this is a subjet and not a topialized NP is illustrated in (169d) whih is1At present I do not have an analysis of �deep� prepositional objets funtioning as subjet inNorsyg.



7.1. PASSIVE 211an inverted version of (169). The NP `barna' has to be subjet beause it omes inthe position after the �nite verb. It should also be noted that both the prepositionalonstrution (see (169f)) and the realization of the prepositional objet as subjet (see(169g)) do not go with an internal argument (arg2-role) that is de�nite.(169) a. Bleiernappies blewere byttethanged påon barna.hildren-def`Nappies were hanged on the hildren.'b. Detit blewas byttethanged bleiernappies påon barna.hildren-def`Nappies were hanged on the hildren.'. Barnahildren-def blewere byttethanged bleiernappies på.on`Nappies were hanged on the hildren.'d. Blewere barnahildren-def byttethanged bleiernappies på?on`Were nappies hanged on the hildren?'e. Bleienenappies-def blewere byttethanged påon barna.hildren-def`The nappies were hanged on the hildren.'f. * Detit blewas byttethanged bleienenappies-def påon barna.hildren-def`The nappies were hanged on the hildren.'g. * Barnahildren-def blewere byttethanged bleienenappies-def på.on`The nappies were hanged on the hildren.'7.1.2 The passive typesAs I showed in Figure 3.8, I let the type basi-pass be a subtype of arg1-sign. basi-passuni�es the value of out with the value of at and the value of in|val with the valueof val-b. This means that basi-pass has the onstraints in Figure 7.1.
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Figure 7.1: The basi-pass typebasi-pass has two subtypes, pass-aux-lxm and s-pass-word. pass-aux-lxm is the typefor the passive auxiliary, and it uni�es the value of meaning with a seond relation onthe rels list, as Figure 7.2 illustrates. There are two di�erenes between the passiveauxiliary bli and the other non-modal auxiliary ha (`have') (see Figure 6.30, p. 173):1. bli swithes the arg1+ value in val-b to arg1- in val (see Figure 7.1), while haveuni�es the val and val-b values.2. bli has an additional arg1-relation on the rels list (see Figure 7.2).
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Figure 7.2: The pass-aux-lxm typeThe other subtype of basi-pass, namely s-pass-word, is an in�etional rule thatadds an s-morpheme to main verbs. It uni�es the value of meaning with a relationin -ont, as Figure 7.3 illustrates. There are two di�erenes between the passivemorpheme -s and the morpheme for present tense -r, that I want to mention here:1. -s swithes the arg1+ value in val-b to arg1- in val (see Figure 7.1), while -runi�es the val and val-b values.2. -s has an arg1-relation on the -ont|rels list, while the -ont|rels list of-r is empty (see Figure 7.3).
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Figure 7.3: The s-pass-word typeSine the passive auxiliary and the passive in�etion absorb the arg1-role of theverb, the subjet must be realized by an element that does not have the arg1-role.27.1.3 AnalysisThe tree in Figure 7.4 shows in detail how linking is done in a passive transitive lausewith the auxiliary bli. There are two signs that do linking in the tree. The passiveauxiliary adds an arg1-relation and shifts the arg1� link type in val to arg1+ in val-b.This ensures that the arg1 subonstrution is realized. The arg2-extr-phrase adds anarg2-relation that it links to the extrated loal and shifts the arg2� link type in themother to arg2+ in the daughter. This realizes the arg2 subonstrution. The treeshows how all the link types arg1+, arg2+, arg3� and arg4�, and the argframe valuearg1-12, end up in the val-b of the auxiliary. The uni�ation of these types (whih Ihave omitted in this illustration) gives the type arg12.The tree in Figure 7.5 illustrates how linking is done in lauses with s-passive. Thepassive morphology (s-pass-word) adds an arg1-relation in -ont and hanges thearg1� link in val to arg1+ in val-b. This realizes the arg1 subonstrution. The arg2-extr-phrase adds an arg2-relation that it links to the extrated subjet and hangesthe arg2� link type in the mother to arg2+ in the daughter. This realizes the arg2subonstrution. Now the verb word has the linking types arg1+, arg2+, arg3� and2It has been brought to my attention that in Yuate Maya the verb orresponding to learn mayhave the following hain of su�xes: V � PASS � CAUS � PASS, and that the meaning orresponds tobeing taught, as illustrated in (lxx) (Müller, 2006). A possible approah to suh examples would be toassume that there are two argument frames, one for the learning prediate and one for the ausativemorpheme, and that the two passive morphemes eah realize an arg1-role.(lxx) k=uinompl=3.erg ká�anlearn.pass -s-aus -á�al-pass.impf leDet teòria-o�theory-D1`The theory is being taught.'(Somebody auses that the theory is being learned)
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Figure 7.4: Passive ditransitive sentene with the auxiliary bli (BRR: D.28, p. 342)arg4�, and the argframe value arg1-12, in val-b. When these types are uni�ed, weget the type arg12.
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smashesFigure 7.5: Passive sentene with morphologial passive (BRR: D.29, p. 343)



216 CHAPTER 7. PASSIVE AND PRESENTATION7.2 The presentational onstrution7.2.1 Some dataPresentational onstrutions involve an expletive det subjet, and a diret objet thatan funtion as subjet in a orresponding non-presentational lause (see Åfarli andEide (2003, 226�237)). In the examples in (171) the verb is the unausative komme(`ome'). The examples in (172) have a transitive verb beundre (`admire') in passivevoie. In the a-examples, there is no presentational onstrution, and the argument ofthe arg2 subonstrution mannen (`the man') funtions as subjet and an be de�nite.In the b-examples, there is a presentational onstrution, and the argument of the arg2subonstrution funtions as diret objet. As the -examples show, the diret objetin a presentational onstrution has to be inde�nite.3(171) a. Mannenman-def kommer.omes`The man omes.'b. Detit kommeromes ena mann.man`A man omes.'. * Detit kommeromes mannen.man-def(172) a. Mannenman-def blirbeomes beundret.admired`The man is admired.'b. Detit blirbeomes beundretadmired ena mann.man`A man is admired.'. * Detit blirbeomes beundretadmired mannen.man-def3See Footnote 7 (p. 65).



7.3. SUMMARY 2177.2.2 The presentational rulesIn order to aount for presentational onstrutions, I introdue two presentationalrules, one binary head initial rule and one extration rule. Unlike the other valenerules, these rules do not do any linking. So the val value in the daughter is uni�edwith the val value of the mother, and the rels list in -ont is empty. On the otherhand, they have two onstraints that the other valene rules do not have, namely thatthe argument of the head daughter has subj-ase, and that the ognitive status ofthe arg2 is type-id (type identi�able).4 The basi presentation phrase is representedin Figure 7.6.
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Figure 7.6: The basi-pres typeThe onstraints on argument, noun, subj-ase and expl-ind (expletive index),ensure that the argument must be an expletive. They also ensure that the funtionof the expletive is subjet. The onstraint on arg2 ensures that the diret objet (if itis realized) must have the ognitive status type identi�able. A de�nite noun, whih isuniquely identi�able, is not ompatible with type identi�able, and so the data in (171)and (172) are aounted for.7.3 SummaryIn this hapter I have presented an analysis of passive and presentation in Norwegian,aommodating the basi fats about these onstrutions in the framework proposed.Passive is seen as a syntati element that realizes the arg1 subonstrution. Norwegian4The use of ognitive statuses to restrit the distribution of nominals is disussed in Borthen andHaugereid (2005).



218 CHAPTER 7. PASSIVE AND PRESENTATIONhas two types of passive, periphrasti passive with the auxiliary bli and morphologialpassive with the morpheme -s. A small type hierarhy was introdued, with typesfor the passive auxiliary (pass-aux-lxm) and the passive morpheme (s-pass-word).Generalizations over the two types was done in the type basi-pass.The Norwegian presentational onstrution was assumed to be a onstrution whihis not a subonstrution, but whih realizes an expletive det as the subjet. It onstrainsthe argument of the arg2 subonstrution (if it is realized) to have the ognitive statustype-id (type identi�able).



Chapter 8CoordinationIn this hapter I will have a look at oordination, and show how the phrasalsubonstrutions and the Basi Relation Representations they express (see Setion 3.4)are suited for ases of oordination with for example no one-to-one orrespondenebetween the number of verbs and the apparent number of argument frames (andargument roles). I will onsider four kinds of oordination:
• Coordination of VPs
• Coordination of Vs
• Ellipsis
• Pseudo-oordination (inluding Sub-oordination and the Empty ObjetConstrution)The analysis of oordinated VPs, oordinated Vs, and pseudo-oordination isimplemented in Norsyg. The analysis of ellipsis is not implemented.8.1 Coordination of VPs8.1.1 DataThe example in (173) is usually analysed as a sentene with two oordinated VPs, wherethe subjet is realized after the two VPs have formed a onstituent.219



220 CHAPTER 8. COORDINATION(173) MaritMarit spisereats enan isie-ream ogand drikkerdrinks ka�e.o�ee`Marit eats an ie ream and drinks o�ee.'Both of the onjunts an be negated, and the negation only has sope over theonjunt it ours in. So in (174a) the negator has sope over the eating event, in(174b) the negator has sope over the drinking event, and in (174) the negators havesope over eah their event.(174) a. MaritMarit spisereats ikkenot isie-ream ogand drikkerdrinks ka�e.o�ee`Marit doesn't eat ie ream and drinks o�ee.'b. MaritMarit spisereats isie-ream ogand drikkerdrinks ikkenot ka�e.o�ee`Marit eats ie ream and doesn't drink o�ee.'. MaritMarit spisereats ikkenot isie-ream ogand drikkerdrinks ikkenot ka�e.o�ee`Marit doesn't eat ie ream and doesn't drink o�ee.'In examples of oordinated VPs, the oordinated events share one argument (thesubjet of the sentene). In the onstrutional approah taken in this thesis, theargument whih is shared annot be not realized by a single subonstrution. In (175)the subjet Marit has an arg1-relation to the prediate in the �rst onjunt, and anarg2-relation to the prediate in the seond onjunt. This rules out an analysis wherethe subjet is realized after the two events are onjoined, sine the subjet then would berealized by only one subonstrution, and have the same relation to the two prediates.(175) MaritMarit spisereats isie-ream ogand bliris servertserved ka�e.o�ee`Marit eats ie ream and is served o�ee.'8.1.2 AnalysisIn my analysis of �oordinated VPs�, I will assume that the two onjunts are lauseswith independent argument frames. The subjet is an argument of both of frames.



8.1. COORDINATION OF VPS 221The tree in Figure 8.2 illustrates the syntati strutures assumed for these ases. Thestrutures are left-branhing. The left-branhing strutures are neessitated by theassumption that the extrated element is realized at the bottom of the tree. In orderfor the extrated subjet of the seond onjunt to be aessible for the �rst onjunt,the seond onjunt has to dominate the �rst. The mother of the oordinator (VP/NP)oord-vp-rule is a rule that binds the two onjunts together. The �rst onjunt is the�rst daughter, and the seond onjunt is built on top of it.The type for this rule is illustrated in Figure 8.1. It shows that the rule is a binaryhead-initial rule whih takes a onstituent where all the arguments are realized as its�rst daughter (all the linking types are negative) and a onjuntion word as its seonddaughter. The rule uni�es the topi of the �rst daughter with an element on theslash list of the mother. This ensures that the topi of the �rst onjunt is realizedby an extration rule in the seond onjunt (whih is built on top of the mother).
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Figure 8.1: Type for oordination of VPs



222 CHAPTER 8. COORDINATION

Marit

N

spiser

V

VP/NP

VP1

en

D

is

N

DP

VP2

og

CONJ

AUXP/NP

AUXP1

drikker

V

AUXP

kaffe

N

AUXP2

S

Figure 8.2: Coordination of two VPs (BRR: 8.3, p. 222)The BRR of example (173) is given in Figure 8.3. It shows that the sentene hastwo relations. One arg12-relation for the eating event (_spise_v_rel) linked togetherby the handle h5 and one arg12-relation for the drinking event (_drikke_v_rel) linkedtogether by the handle h1. The arg1-role of the eating relation is also the arg1-role ofthe drinking relation. The indies of the two events are arguments of the vp_oord_rel.
























































mrsLTOP h1 hINDEX e2 e
RELS 〈







maritLBL h3 hARG0 x4 x,_spise_v_relLBL h5 hARG0 e6 e 




,


arg1_relLBL h5ARG0 x4






,


indef_relLBL h7 hARG0 x8 x,






_is_n_relLBL h9 hARG0 x8






,


arg2_relLBL h5ARG0 x8






,[_og_onj_relLBL h10 h ],





vp_oord_relLBL h10L-INDEX e6R-INDEX e2











,






arg1_relLBL h1ARG0 x4






,


_drikke_v_relLBL h1ARG0 e2






,


_ka�e_n_relLBL h11 hARG0 x12 x 




,


arg2_relLBL h1ARG0 x12







〉























































Figure 8.3: BRR of oordination of two VPs (Tree: 8.2, p. 222)An analysis of oordinated VPs where the subjets of the two lauses are realizedby di�erent subonstrutions (see (175)) is given in Figure 8.4.
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Figure 8.4: Coordination of ative and passive VPs (BRR: 8.5, p. 224)The BRR that results from the analysis of (175) is shown in Figure 8.5. Here, thetwo events _spise_v_rel (`eat') and _servere_v_rel (`serve') have di�erent relationsto their shared argument Kari. _spise_v_rel relates to Kari via the underlying eventarg1_rel, while _servere_v_rel relates to Kari via the underlying event arg3_rel.8.2 Coordination of Vs8.2.1 DataThe seond kind of oordination is illustrated in (176) where the subjet Marit isathing, frying and eating the �sh. The order of the verbs determines the order of theevents.(176) MaritMarit fanger,athes, stekerfries ogand spisereats �sken.�sh-def`Marit athes, fries and eats the �sh.'It only seems to be possible to have a negator in the position after the last verb asin (178a). The negator then negates the whole series of events. If the negator omes in
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Figure 8.5: BRR of oordination of ative and passive VPs (Tree: 8.4, p. 223)between the verbs as in (178b) and (178), the sentene is ungrammatial.12(178) a. ? MaritMarit fanger,athes, stekerfries ogand spisereats ikkenot �sken.�sh-def`Marit doesn't ath, fry and eat the �sh.'b. * MaritMarit fanger,athes, stekerfries ikkenot ogand spisereats �sken.�sh-def1I assume that the examples in this setion express omplex events. If only one of the onjunts ofone of the examples gets modi�ed, then I assume that the objet is extraposed, and that the lause isa oordination of VPs. The lause then does not express a single event, but rather one event per verb.2Example (178a) may sound a bit odd. It is maybe better illustrated with the negative polarityitem noenting (`anything') as in (lxxvii). Here it beomes learer that the negator modi�es the wholeluster of Vs sine the negative polarity item only an be the objet of verbs that are in the sope ofa downward entailing item like the negator.(lxxvii) a. MaritMarit fanger,athes, stekerfries ogand spisereats ikkenot noenting.anything`Marit doesn't ath, fry and eat anything.'b. * MaritMarit fanger,athes, stekerfries ikkenot ogand spisereats noenting.anything. * MaritMarit fangerathes ikke,not, stekerfries ogand spisereats noenting.anything



8.2. COORDINATION OF VS 225. * MaritMarit fangerathes ikke,not, stekerfries ogand spisereats �sken.�sh-defIn subordinate lauses the negator omes before the oordinated verbs, as illustratedin (179).(179) atthat MaritMarit ikkenot fanger,athes, stekerfries ogand spisereats �sken.�sh-def`that Marit doesn't ath, fry and eat the �sh.'Example (180) illustrates how the two oordinated verbs must have the sameargument frame. The verb vente ('await'/'wait for') may enter both an arg12-frameand an arg23-frame. In (180) the arg-12-frame is the only option sine the verb admireonly an enter the arg12-frame.(180) ? Ena overraskelsesurprise venterawaits ogand beundreradmires ham.him`A surprise waits for him and admires him.'8.2.2 AnalysisThe data in Setion 8.2.1 indiate that the oordinated verbs should be treated as aomplex event with a single argument frame. This is ahieved by oordinating theverbs before they ombine with any other entities. The oordination rules used foroordination of Vs all inherit from the type oord-unsat-phrase illustrated in Figure 8.6.
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Figure 8.6: The type oord-unsat-phraseThe oord-unsat-phrase type uni�es the val values and the ltop values of theonjunts. The result is that the oordinated verbs share one argument frame. Sinethe valene requirements of the verbs are uni�ed, the rules will not oordinate verbswith on�iting valene requirements. The tree in Figure 8.8 shows an analysis of asentene with three oordinated verbs.
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Figure 8.7: Coordination of Vs (BRR: 8.8, p. 226)As the three shows, the three verbs fanger (`athes'), steker (`fries'), and spiser(`eats') form a onstituent whih ats as a single verb. The semantis of (176) isillustrated in (8.8).
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Figure 8.8: BRR of oordination of Vs (Tree: 8.7, p. 226)The BRR in Figure 8.8 has three sub-events, a athing event, a frying event and aneating event. These events are onjoined with onjuntion-relations _og_onj_rel andunexspr_onj_rel. The events have the same label (h1). There is only one arg1_rel



8.3. ELLIPSIS 227and one arg2_rel. These two linking relations hold between the three verb prediateson the one side (h1) and the subjet (x4) and the objet (x10) on the other side.In a lexialist approah the three verbs would have had their arguments linked inthe lexion, as illustrated for HPSG in Figure 2.1 (p. 28). That means that there wouldneessarily have been three argument frames (or relations) in a sentene like (178a),and not just one. With the urrent approah involving phrasal subonstrutions, thelinking of the arguments is delayed. This makes it possible to assume just one argumentframe and one relation.8.3 EllipsisIn the previous setion, I gave an analysis of oordinated Vs where it was assumed thatseveral prediates ould share one argument frame. In this setion, I show that theopposite an also be the ase. In sentenes like (181), there is only one prediate, butmore than one argument frame. In (181a) the subjet of the two onjunts Marit isshared, while in (181b) the onjunts have separate subjets Marit and Kari.(181) a. MaritMarit girgives JonJon enan isie-ream ogand OlaOla ena sjokolade.hoolate`Marit gives Jon an ie ream and Ola a hoolate.'b. MaritMarit girgives JonJon enan isie-ream ogand KariKari OlaOla ena sjokolade.hoolate`Marit gives Jon an ie ream and Kari gives Ola a hoolate.'The proposed BRR of (181b) is illustrated in Figure 8.9. The representation hasjust one give_rel, but it has two argument frames. In the �rst frame, Marit has thearg1-role Jon has the arg3-role and ie ream has the arg2-role. In the other frameKari has the arg1-role Ola has the arg3-role and hoolate has the arg2-role. The twoargument frames are linked to the give relation by the onj_rel.8.4 Pseudo-oordinationThis setion addresses two kinds of oordination alled sub-oordination and the EmptyObjet Constrution.
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Figure 8.9: Proposed BRR of oordination with ellipsis8.4.1 Sub-oordinationLødrup (2002) presents three kinds of sub-oordination in Norwegian, illustrated in(182) (taken from Lødrup (2002, 121)). The �rst kind of sub-oordination is given in(182a), where the �rst verb is a positional verb like sit (`sit'), stå (`stand'), ligge (`lay')and være (`be'), movement verbs like komme (`ome'), gå (`walk'), verbs of assuminga position like sette seg (`sit down') and legge seg (`lay down'), and ommuniationverbs like ringe (`phone'). Lødrup analyzes these ases of sub-oordination as ontrolonstrutions. (The �rst verb governs the unexpressed subjet of the seond verb.)This implies a bilausal onstrution.(182) a. Hanhe sittersits ogand skriverwrites dikt.poems`He is writing poetry.'b. Hanhe driverarries-on ogand skriverwrites dikt.poems`He is writing poetry.'. Hanhe toktook ogand skrevwrote eta dikt.poem`He wrote a poem.'



8.4. PSEUDO-COORDINATION 229The seond kind of sub-oordination is illustrated in (182b), where the �rst verb isdrive (`arry on') or holde på (`arry on'). This kind of sub-oordination is analyzed asa raising onstrution. (The subjet of the seond verb is raised to the �rst verb.) Alsothis analysis implies a bilausal onstrution.The third kind of sub-oordination is illustrated in (182), where the �rst verb ista (`take'). This kind of sub-oordination is analyzed as a monolausal onstrutionwith a single event where ta represents the initiation omponent, and the seond verbrepresents the event omponent. This kind of sub-oordination is similar to integratedserial verb onstrutions3 in several languages. Lødrup mentions Fon and Dagaare(West Afria), and Sranan (Surinam reole).In sub-oordination, it is possible to extrat a phrase out of one onjunt withoutextrating a similar phrase out of the other, as illustrated in (183) (from Ross (1967),ited in Johnsen (1988)).(183) Whati did she [go to the store℄V P and [buy xi℄V P .An example of sub-oordination in Norwegian is given in (184a). As (184b) and(184) show, it is possible to extrat from either of the onjunts without extratingfrom the other. The examples are taken from (Johnsen, 1988).(184) a. Hanhe sattsat iin stuenliving-room-def ogand skrevwrote eta brev.letter`He sat in the living room and wrote a letter.'b. Detit varwas [eta brev℄iletter hanhe sattsat iin stuenliving-room-def ogand skrevwrote ei.`It was a letter he sat in the living room and wrote.'. Detit varwas [stuen℄iliving-room-def hanhe sattsat iin ei ogand skrevwrote eta brev.letter`it was the living room he sat in and wrote a letter.'Johnsen points out �ve properties about sub-oordination in addition to the fatthat extrations out of the �rst and seond onjunt are possible.3An integrated serial verb onstrution (SVC) (see Osam (1994)) is a struture with two �niteverbs. It has one subjet and the same number of objets that one would expet from a lause withjust one verb. Unlike other SVCs, an integrated SVC an not be deomposed into a hain of events.It only expresses one event.



230 CHAPTER 8. COORDINATION1. A modal in the seond onjunt bloks extration, while a modal in the �rstonjunt does not.2. No (modal, time) adverbs an our in the seond onjunt, while they an ourin the �rst.3. There an be no subjet in the seond onjunt.4. Only the oordinator og (`and') an be used. Other oordinators men (`but') andeller (`or') annot be used.5. There are semanti restritions on what verbs an our in eah of the onjunts.8.4.2 The Empty Objet ConstrutionCertain dialets in Norwegian have the Empty Objet Constrution (EOC), illustratedin (185), (see Creider and Åfarli (1987), Johnsen (1988) and Larson (2005)).(185) Hanhe skrevwrote eta brevletter ogand sendtesent tilto England.England`He wrote a letteri and sent iti to England.'In lauses like (185) both onjunts are understood to have at least an argumentorresponding to the realization of an arg1-role and an argument orresponding to therealization of the arg2-role. But neither the arg1-role nor arg2-role an be expressedin the seond onjunt. If the arg2-role is expressed like in (186), then the referene ofthis argument is not bound to be the same as the referene of the arg2-role of the �rstonjunt. It is then a ase of oordinated VPs rather than an EOC.(186) Hanhe skrevwrote eta brevletter ogand sendtesent detit tilto England.England`He wrote a letteri and sent iti/j to England.'Johnsen (1988) analyzes EOCs as ompound verbs that are part of the same VP.Similarly, I will assume that the two onjunts in an EOC share one argument frame.



8.4. PSEUDO-COORDINATION 2318.4.3 AnalysisI have made three rules in order to aount for the two kinds of bilausal sub-oordination (see (184a) and (184b)), the monolausal sub-oordination (see (184)),and the Empty Objet Constrution (see (185)).The supertype for the pseudo-oordination onstrutions is given in Figure 8.10. Itintrodues a relation that holds between the event index of the �rst onjunt and theevent index of the seond onjunt. The �rst daughter is the head daughter, and thenon-head daughter is the onjuntion word og (`and'). The tense value of the headdaughter is uni�ed with the tense of the seond onjunt. (The value of merge will beuni�ed with the �nite verb of the seond onjunt.)
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Figure 8.10: Type for pseudo-oordinationThe type pseudo-oord has three subtypes, bil-suboord (bilausal sub-oordination),monol-suboord (monolausal sub-oordination), and eo-oord (Empty ObjetConstrution).The type for the bilausal sub-oordination is illustrated in Figure 8.11. It onstrainsthe head daughter to have only negative linking types. This means that all arguments ofthe �rst onjunt are realized, and the seond onjunt is assigned a separate argumentframe.4 The index of the �rst argument of the seond onjunt (the unexpressed4The type bil-suboord inherits from the type uni-link whih uni�es all the link types (see Setion



232 CHAPTER 8. COORDINATIONsubjet) is linked to the index of the arg2 of the �rst onjunt.
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Figure 8.11: Type for bilausal sub-oordinationThe trees in Figures 8.12 and 8.13 show analyses where the bilausal subonstrutionrule is employed. The tree in Figure 8.12 is an analysis of (184a), and the tree in Figure8.13 shows an analysis where the objet dikt (`poems') is fronted. In both trees, the rulefor bilausal oordination is the rule that has the onjunt as its right daughter. The rulethat takes the bilausal onstrution rule as input is the (unary) unexpressed subjetrule (see Figure 6.48, p. 184). It has the same funtion in bilausal suboordinationas in small lause onstrutions (see Setion 6.7.2), namely to realize the unexpressedsubjet and make the index of the unexpressed subjet available to the matrix lause viathe argument feature. The BRR that the analyses in Figures 8.12 and 8.13 produeis given in Figure 8.14.The onstrution for bilausal sub-oordination is assumed to hold both for theontrol type and the raising type of bilausal sub-oordination, pointed out in Lødrup(2002). As with the raising and ontrol sentenes (see Setion 6.7.3), the di�erenebetween these onstrutions is assumed to be lexial. While the verbs that enter aontrol onstrution has a lexial requirement for the ontrolled argument, the verbsthat enter the raising onstrution have an optional argument. The argframe valueof the �rst onjunt in bil-suboord is onstrained to be arg0-2, whih means that theA.6.1). This is done in a onstituent where all the subonstrutions of the lause are yet to apply(from a bottom-up perspetive).
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Figure 8.12: Bilausal sub-oordination (BRR: 8.14, p. 233) dikt
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Figure 8.13: Topialization fromseond onjunt in a sentenewith bilausal sub-oordination(BRR: 8.14, p. 233)subjet is either a full NP (if it is realized by the arg2 subonstrution), or an expletive(if it is realized by the presentational rule). The ontrol verbs do not have the arg0frame as an option, and the ontrolled argument must be a full NP. Raising verbs onthe other hand, have the arg0 frame as an option (on my aount) and may end upwith no link to the seond onjunt.
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Figure 8.14: BRR of Han sitter og skriver dikt (`He is writing poetry') bilausal sub-oordination (Trees: 8.12, p. 233 and 8.13, p. 233)The BRR in (8.14) has two prediate relations, _sitte_v_rel and _skrive_v_rel,



234 CHAPTER 8. COORDINATIONthat are bound together to a omplex prediate by the bil_suboord_rel. The sub-oordination relation takes the index of the �rst verb as its �rst argument (l-index),and the index of the seond verb as its seond argument (r-index). Eah of theprediates are assoiated with an argument frame. The argument frame of _sitte_v_relis linked together with the handle h6 and the argument frame of _skrive_v_rel is linkedtogether with the handle h1.The type for the monolausal sub-oordination is illustrated in Figure 8.15. Theval value is uni�ed with the val value of the head daughter. This means that theseond onjunt ontinues to build the valene frame that was started by the �rstonjunt. The onstraints on the link values of the head daughter ensure that thearg1 subonstrution and only the arg1 subonstrution has been employed in the �rstonjunt.5 The rest of the arguments are realized in the seond onjunt.
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Figure 8.15: Type for monolausal sub-oordinationThe trees in Figures 8.16 and 8.17 show analyses where the monolausalsubonstrution rule is employed. The tree in Figure 8.16 is an analysis of (184),and the tree in Figure 8.17 shows an analysis where the objet et dikt (`a poem') isfronted. The BRR that these analyses produe is given in Figure 8.18. In both trees,the rule for monolausal oordination is the rule that has the onjunt as its rightdaughter.The BRR in (8.18) has two prediate relations, _ta_v_rel and _skrive_v_rel, thatare bound together to a omplex prediate by the monol_suboord_rel, whih takesthe index of the �rst verb as its �rst argument, and the index of the seond verb asits seond argument. The omplex prediate has one argument frame that is linked5See Setion A.6.1 for an aount of the linking mehanism.
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Figure 8.16: Monolausal sub-oordination (BRR: 8.18, p. 235) et
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Figure 8.17: Topializationfrom seond onjunt in asentene with monolausal sub-oordination (BRR: 8.18, p.235)
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Figure 8.18: BRR of Han tok og skrev et dikt (`He wrote a poem'), monolausal sub-oordination (Trees: 8.16, p. 235, and 8.17, p. 235)together by the handle h1.The type for the Empty Objet Constrution is illustrated in Figure 8.19. As in thetype for the monolausal sub-oordination, the val value is uni�ed with the val valueof the head daughter, and also here the seond onjunt is assumed to ontinue to buildthe valene frame that was started by the �rst onjunt. The onstraints on the link



236 CHAPTER 8. COORDINATIONvalues of the head daughter ensure that both the arg1 subonstrution and the arg2subonstrution have been employed in the �rst onjunt. The rest of the argumentsare realized in the seond onjunt.
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Figure 8.19: Type for the Empty Objet ConstrutionThe trees in Figures 8.20 and 8.21 show analyses where the Empty ObjetConstrution rule is employed. The tree in Figure 8.20 is an analysis of (185), andthe tree in Figure 8.21 shows an analysis where the objet et brev (`a letter') is fronted.The BRR that these analyses produe is given in Figure 8.22. In both trees, the rule forthe Empty Objet Constrution is the rule that has the onjunt as its right daughter.
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Figure 8.20: The Empty Objet Constrution (BRR: 8.22, p. 238)The BRR in (8.22) has two prediate relations, _skrive_v_rel and _sende_v_rel,that are bound together to a omplex prediate by a eo_suboord_rel, whih takesthe index of the �rst verb as its �rst argument, and the index of the seond verb as
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Figure 8.21: Topialization from �rst onjunt in a sentene with the Empty ObjetConstrution (BRR: 8.22, p. 238)its seond argument. The omplex prediate has one argument frame that is linkedtogether by the handle h1.
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Figure 8.22: BRR of Han skrev et brev og sendte til England (`He wrote a letter andsent it to England), Empty Objet Constrution (Trees: 8.20, p. 236 and 8.21, p. 237)
8.5 SummaryIn this hapter I have disussed four kinds of oordination in Norwegian, oordination ofVPs, oordination of Vs, ellipsis, and pseudo-oordination. The fous has been on howthe semanti representations look. The approah involving phrasal subonstrutions hasshown to have the �exibility that is needed in order to express that several prediatesmay be assoiated with one and the same argument frame, as illustrated in Figure8.8. I assume that this is the ase in oordination of Vs and in ases of pseudo-oordination. The phrasal subonstrution approah also allow several argument framesto be assoiated to one and the same prediate, as illustrated in Figure 8.9. I assumethat this is the ase in ellipti onstrutions, whih have not been fully analyzed andimplemented.This hapter has again demonstrated ases whih have been suessfully analyzedand aommodated by the over-all approah advoated in this thesis.One further area of Norwegian syntax will be given a demonstration. However, asthis is an area where GB-analyses have so far been the more prevalent, I devote the



8.5. SUMMARY 239next hapter to a general omparison between my framework and the GB framework.
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Chapter 9Comparison with the Government andBinding theoryThe analysis I have presented in Chapter 6 have ertain similarities with a Governmentand Binding analysis. Both theories are suited for inremental parsing, GB in a left-orner parsing strategy, and Norsyg in a bottom-up, left-to-right parsing strategy. Inthis hapter I will ompare my analyses of basi Norwegian lauses with GB analyses.I will use the omparison to show how the analysis an be extended to English.1The GB analysis I will use inludes the two lausal ategories TP and CP, whihhave been standard in the GB literature sine Chomsky (1986). The lausal ategoriesare shown in Figure 9.1. Here, VP is the projetion of the verb, TP is the projetion ofTense, and CP is the projetion of C (Complementizer or Case). Movement operationsto the minimal and maximal projetions of TP and CP are in GB used to aount forlausal word order. Movement to the minimal projetions (T and C) is alled headmovement. If a minimal projetion is free, it is possible for a verb to raise to thisposition. A verb may raise from V to T to reeive Tense. If there is no omplementizerin the C position, the verb will ontinue to C. If the T position is taken by an auxiliary,the verb stays in V. Movement to the maximal projetions (that is, to the spei�erposition of T and C) is alled DP movement or Wh movement.1Norsyg ontains two demo grammars. One for English and one for German. The grammars aremeant to illustrate how basi word order in English and German an be aounted for given theapproah in this thesis. The grammars an be loaded with the `/norsyg/lkb/eng-sript' �le and the`/norsyg/lkb/ger-sript' �le, respetively. Information about what phenomena that are overed andbath tests are given in Appendix B. 241



242 CHAPTER 9. COMPARISON WITH GBCPC'C TPT'T VPV'VFigure 9.1: Clausal ategories in GB9.1 GB as presented in Carnie 2007One ommon assumption in the GB literature is that English has what is referred toas a�x lowering. Languages with a�x lowering has the word order Subj often V O, asshown in (187). Languages that do not have a�x lowering are assumed to have whatis referred to as the V → T movement. Languages with this movement have the wordorder Subj V often O.(187) John often eats ie ream.The di�erene is explained by means of the verb movement parameter: Verbs raiseto T or T lowers to V. In a language like English, the parameter is set to a�x lowering,as illustrated in Figure 9.2, where the tense moves down to the main verb.Main verbs are assumed to be bloked from moving to T in English, but auxiliariesare allowed in this position. This is illustrated for (188) in Figure 9.3 where the auxiliaryhas is positioned in T.(188) John has often eaten ie ream.The fat that main verbs are bloked from moving to T in English, is used to explainwhy subjet verb inversion only applies to auxiliaries in English. Subjet verb inversionapplies when a verb moves from T to C. Sine main verbs are bloked from moving toT, they also annot move to C.Subjet verb inversion is assumed to take plae in yes-no-questions. The examples in(189) illustrates that only auxiliary verbs an undergo subjet verb inversion in English.



9.1. GB AS PRESENTED IN CARNIE 2007 243CP C'C
∅

TPDPJohn T'T-s VP V'AdvPoften V'Veat DPie reamFigure 9.2: A�x lowering in EnglishCP C'C
∅

TPDPJohn T'Thas VP V'AdvPoften V'Veaten DPie reamFigure 9.3: Main lause with auxiliaryIf the lause does not have an auxiliary, the dummy auxiliary do is inserted, as in (189).In Norwegian, both auxiliaries and main verbs an undergo subjet verb inversion, asshown in (190).(189) a. Has John eaten ie ream?



244 CHAPTER 9. COMPARISON WITH GBb. * Eats John ie ream?. Does John eat ie ream?(190) a. Harhas JonJon spisteaten is?ie-ream`Has Jon eaten ie ream?'b. Spisereats JonJon is?ie-ream`Does Jon eat ie ream?'The analysis of (189a) is given in Figure 9.4, where the auxiliary has undergoesmovement from T to C. CP C'Chas TPDPJohn T'T VP V'Veat DPie reamFigure 9.4: GB analysis of Has John eaten ie ream?In a GB analysis of topialization the topialized phrase is assumed to be moved tothe spei�er position of C. This is illustrated in Figure 9.5 where the adverbial in theforest is moved out of the VP and into the spei�er position of C. If there is a verb inT, it will move to C. Sine main verbs are bloked from moving to T, auxiliaries arethe only verbs that an our in C. This aounts for the ungrammatiality of (189b),where a main verb appears before the subjet.
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CPPPin the forest C'C
∅

TPDPJohn T'T VP V'Vwalk PPFigure 9.5: GB analysis of In the forest John walks



246 CHAPTER 9. COMPARISON WITH GB9.2 A GB analysis based on Norwegian dataIn a GB analysis of Norwegian, given in Åfarli and Eide (2003), sentene adverbialsare assumed to attah to the T projetion, rather than V'.2 This is one way to aountfor the position of sentene adverbials in subordinate lauses. As (191a) and (191b)show, the sentene adverbial ofte omes before the �nite verb, while it omes after the�nite verb in main lauses (see (191)). Given the assumption that the �nite verb inNorwegian moves to T, the sentene adverbial annot be adjoined to V', as shown inFigure 9.6.3(191) a. atthat JonJon ofteoften spisereats eplerapples`that Jon often eats apples'b. atthat JonJon ofteoften harhas spisteaten eplerapples`that Jon often has eaten apples'. JonJon spisereats ofteoften epler.apples`John often eats apples.'Another di�erene between Norwegian and English is the fat that Norwegian is aV2 language. In Norwegian, when a phrase is topialized, the �nite verb must omein seond position. This is shown in (192) where the word order is Adv V Subj, bothwhen the �nite verb is a main verb as in (192a), and when the �nite verb is an auxiliaryas in (192b). In English, the subjet must preede the main verb when a phrase istopialized, as shown in (193a) and (193b). However, if the sentene has an auxiliary,the auxiliary will appear before the subjet as in Norwegian, as shown in (193).(192) a. Iin skogenforest-def spasererwalks Jon.Jon`In the forest John walks.'2There are di�erent approahes to the position of sentene adverbials in Sandinavian languages.Lightfoot (1993) and Holmberg and Platzak (1995) assume that sentene adverbials attah to VPand Vikner (1995) assume that sentene adverbials attah to V'. (But Vikner also allows for senteneadverbials to attah to VP.)3Vikner (1995), on the other hand, argues that the Sandinavian languages have a�x lowering.That is, main verbs do not raise to T.



9.2. A GB ANALYSIS BASED ON NORWEGIAN DATA 247CP C'Cat TPDPJon T'AdvPofte T'Tspiser VPV'V DPeplerFigure 9.6: Analysis of Norwegian subordinate lause in GBb. Iin skogenforest-def harhas JonJon spasert.walked`In the forest has John walked.'(193) a. In the forest John walks.b. * In the forest walks John.. In the forest has John walked.Given the assumption that sentene adverbials attah to T', the analysis of a mainlause presupposes that the preverbal phrase, be it the subjet or a topialized element,has moved to the spei�er position of C. This is an established assumption for V2languages like Duth, German and the Sandinavian languages in the GB literature.(See Lightfoot (1993), Holmberg and Platzak (1995) and Vikner (1995)4). Åfarli andEide (2003, 87-100) analyse a transitive sentene as shown in Figure 9.7.In what follows, I will extend the analysis where sentene adverbials attah to T'to English. This analysis will di�er from the Carnie (2007) analysis in that main verbs4These authors have in ommon the assumption that the onstituent ourring before the �niteverb in main lauses has moved to this position (spei�er position of C). They do however not agreeon whether the main verb may move from V to I. While Lightfoot and Holmberg & Platzak assumethat the main verb moves from V to I (to C), Vikner assumes that the main verb stays in V.



248 CHAPTER 9. COMPARISON WITH GBCPDPJon C'Cbeundrer TPDP T'AdvPofte T'T VPV'V DPMaryFigure 9.7: GB analysis of Jon beundrer ofte Mary (`Jon often admires Mary')may move to T, but not to C.5 An analysis of an English main lause where the senteneadverbial is attahed to T' rather than V', and where the verb has moved to T is givenin Figure 9.8. CPDPJohn C'C
∅

TPDP T'AdvPoften T'Tadmires VPV'V DPMaryFigure 9.8: Alternative GB analysis of John often admires Mary.5An analysis of English where verbs are assumed to move to T (or I), but not to C is given inHolmberg and Platzak (1995, 44�69).



9.3. THREE POSITIONS FOR VERBS 249The di�erene between the English analysis in Figure 9.8 and the Norwegian analysisin Figure 9.7 is that the verb in the Norwegian analysis is allowed to move from T toC. The C position in the English analysis is held by an empty omplementizer.In an English sentene with an auxiliary, the auxiliary will move to C, and theanalysis in Figure 9.9 follows.CPDPJohn C'Chas TPDP T'AdvPoften T'T VP V'Vadmired DPMaryFigure 9.9: Alternative GB analysis of John has often admired Mary.The new GB analysis of a sentene with a topialized PP is given in Figure 9.10.The di�erene from the standard analysis (see Figure 9.5) is that the main verb hereappears in T, rather than in V.9.3 Three positions for verbsIn the following I will use the GB analysis shown in the previous setion as a means toshow how the analysis of basi syntati strutures in Chapter 6 an be ompared toGB. The GB analyses are based on Åfarli and Eide (2003), where sentene adverbialsare assumed to attah to the T projetion.6 The movement of the external argument6The reason for assuming that sentene adverbials attah to the T projetion rather than just T'in Norwegian is the fat that sentene adverbials may our both after and before the subjet in mainlauses with topialized elements. This is shown in (xiv). In (xiva) ofte omes after the subjet,and in (xivb) ofte omes before the subjet. Given that the subjet is realized in the spei�er positionof T, the sentene adverbial must be allowed to attah to TP when it omes before the subjet.



250 CHAPTER 9. COMPARISON WITH GBCPPPin the forest C'C
∅

TPDPJohn T'Twalk VPV'V PPFigure 9.10: Alternative GB analysis of In the forest John walksfrom the spei�er position of V to the spei�er position of T will not be taken intoonsideration, sine the analysis implies that the external argument always moves tothe spei�er position of T. As in GB, I assume that there are three positions in asentene where verbs an be realized. But unlike GB, there will be no verb movement(or head movement). I will ompare GB analyses with Norsyg analyses, and I will showthat preterminals are enumerated in the same order in the two approahes.79.3.1 The position orresponding to CFirst, the verb an be the head of a main lause. In GB, the verb will then be inC. In English, only auxiliaries an move to C, while in Norwegian, both main verbsand auxiliaries an our in C. An analysis where an auxiliary moves to C is shownin Figure 9.9. An analysis of a main verb moving to C is shown in Figure 9.7. Theposition orresponding to C in my analysis is a position before the subjet is realized(from a bottom-up, left-to-right perspetive). This may be as the seond daughter of(xiv) a. PåOn fredagerFridays kommeromes JonJon ofteoften fortoo sent.late`On Fridays Jon often omes too late.'b. PåOn fredagerFridays kommeromes ofteoften JonJon fortoo sent.late`On Fridays Jon often omes too late.'7By preterminals I mean the ategories DP, PP, V, I, C and AdvP used in the following analyses,whih in the displayed trees are preterminal nodes.



9.3. THREE POSITIONS FOR VERBS 251the (binary) head �ller rule as illustrated in Figure 9.11, where beundrer is the seonddaughter of the head �ller rule, and is realized before the rule that extrats the subjet.8V'T'TPC'DPHun Cbeundrer DP AdvPofte DPKari
Figure 9.11: Transitive main lause (BRR: D.30, p. 344)The list in (195a) shows the preterminal nodes of the GB tree in Figure 9.7, page248, enumerated with a left-orner parsing strategy. The list in (195b) shows thepreterminal nodes of the orresponding Norsyg tree in Figure 9.11, enumerated in abottom-up, left-to-right strategy (as de�ned in Resnik (1992, 192)).9 As the two listsshow, the preterminals that the two trees have in ommon are enumerated in the sameorder, inluding the DP trae. The GB tree has a V node and a T node, whih arenot present in the Norsyg tree. This is due to the fat that the GB analysis has headmovement (from V via T to C). Norsyg does not have head movement.(195) a. [ DPi, C, DPi, AdvP, T, V, DP ℄b. [ DPi, C, DPi, AdvP, DP ℄The position orresponding to C may also be as the head of the valene rule thatrealizes the subjet. This is illustrated in Figure 9.12, where spiser is the head of thevalene rule that realizes the subjet.108The tree struture is given GB-like node labels in order to ease the omparison. The fore ruleon the top of the tree is not displayed. Movement is illustrated by means of a binary rule with a gap(rather than a unary extration rule) and an arrow between the gap and the �ller. The mother ofevery rule is the seond daughter's mother in the GB tree. (The seond daughter of V' is DP, and V' isthe mother of this DP in the orresponding GB analysis.) An atual analysis of a transitive sentenewith Norsyg is given in Figure 6.12 on page 158.9Sine I am only enumerating preterminals, I an just as well say �from left to right� sine bothmethods enumerate from left to right, and preterminals annot dominate eah other.10Also here, the fore rule is not displayed, and the node labels are adapted to the GB analysis. Anatual Norsyg tree of a yes-no lause is shown in Figure 6.11, page 158.



252 CHAPTER 9. COMPARISON WITH GB
V'T'TPCspiser DPKari AdvPofte DPepler

Figure 9.12: Norsyg yes-nolause (BRR: D.31, p. 344)

CP C'Cspiser TPDPKari T'AdvPofte T'T VPV'V DPeplerFigure 9.13: GB yes-no lauseThe tree in Figure 9.13 shows the GB analysis orresponding to the Norsyg analysisin Figure 9.12. The list in (196a) shows the preterminal nodes of the GB tree inFigure 9.13 enumerated with a left-orner parsing strategy. The list in (196b) showsthe preterminal nodes of the Norsyg tree in Figure 9.12, enumerated in a bottom-up,left-to-right strategy. The lists show that the preterminals that the two trees have inommon are enumerated in the same order. This is not surprising, sine there are nomovements or empty ategories in the Norsyg analysis. The GB tree has a V node anda T node (due to head movement), whih are not present in the Norsyg tree.(196) a. [ C, DP, AdvP, T, V, DP ℄b. [ C, DP, AdvP, DP ℄9.3.2 The position orresponding to TSeond, there is a position for the �nite verb in a lause where a omplementizer headsthe lause. In GB, the verb will then be realized in T. An analysis of a verb ourringin T is shown in Figure 9.6. Here, the omplementizer at oupies the C position.11Figure 9.8 shows an analysis of an English main lause where an empty omplementizerours in C. The main verb, whih is bloked from moving to C, appears in T. The11Here, the English and the Norwegian analyses are idential.



9.3. THREE POSITIONS FOR VERBS 253position orresponding to T in my analysis is the position as the seond daughter of amerge rule where the tense value is �nite and where the subjet is realized. This isillustrated in Figure 9.14, where beundrer is the seond daughter of the merge rule andis realized after the subjet. A omplementizer has as value of merge an element withthe tense value �nite (see Figure 6.31, page 173), and the verb that it merges withbeundrer (`admires') is in the position that orresponds to T.V'T'T'TPCat DPhan AdvPofte Tspiser DPepler
Figure 9.14: Alternative representation of subordinate lause with sentene adverbial(BRR: D.32, p. 345)The list in (197a) shows the preterminal nodes of the GB tree in Figure 9.6, page247, enumerated with a left-orner parsing strategy. The list in (197b) shows thepreterminal nodes of the orresponding Norsyg tree in Figure 9.14, enumerated in abottom-up, left-to-right strategy.12 As the two lists show, the preterminals that thetwo trees have in ommon are enumerated in the same order. Due to head movement,the GB tree has a V node whih is not present in the Norsyg tree.(197) a. [ C, DP, AdvP, T, V, DP ℄b. [ C, DP, AdvP, T, DP ℄9.3.3 The position orresponding to VThird, there is a position for non-�nite main verbs. In GB, a non-�nite main verbis realized in V. This is shown in Figure 9.9, where the non-�nite main verb admiredappears in V. The orresponding position in my analysis is as the seond daughter of amerge rule where the tense value is non-�nite. The subjet is realized before a verb12The tree is given GB-like node labels.



254 CHAPTER 9. COMPARISON WITH GBis realized in this position. This is exempli�ed in 9.15 where the main verb beundret(`admired') is uni�ed with the merge requirement of the auxiliary har (`has'). Thishappens after the subjet is extrated.13 V'V'T'TPC'DPJon Char DP AdvPofte Vbeundret DPMarit
Figure 9.15: Alternative representation of main lause with auxiliary (BRR: D.33, p.345)The Norsyg analysis in Figure 9.15 orresponds to the GB analysis in Figure 9.9,page 249. The list in (198a) shows the preterminal nodes of the GB tree, enumeratedwith a left-orner parsing strategy. The list in (198b) shows the preterminal nodes ofthe Norsyg tree (Figure 9.15), enumerated in a bottom-up, left-to-right strategy. Thetwo lists show that the preterminals that the two trees have in ommon are enumeratedin the same order. The GB tree has a T node, whih is not present in the Norsyg tree.(198) a. [ DPi, C, DPi, AdvP, T, V, DP ℄b. [ DPi, C, DPi, AdvP, V, DP ℄9.4 An aount of basi lause struture in EnglishThe di�erenes mentioned in Setion 9.1 and Setion 9.2 between English andNorwegian an be aounted for by making two hanges to the Norwegian grammar:Bloking main verbs from being realized before the subjet, and assuming an empty13Also non-�nite auxiliaries will our in this position. They are however distint from main verbsin that they require to merge with another verb, while main verbs do not merge with another verb.



9.4. AN ACCOUNT OF BASIC CLAUSE STRUCTURE IN ENGLISH 255omplementizer.149.4.1 Bloking main verbs from appearing before the subjetThe �rst hange is to blok main verbs from being realized before the subjet. This isahieved by onstraining the ase value of the argument of main verbs to be non-subj-ase (see Figure 9.16). (This is similar to the bloking of main verbs from movingto C in GB.) This means that the subjet must be realized before the main verb isattahed, and aounts for the fat that subjet verb inversion does not apply for mainverbs in English.
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Figure 9.16: The type main-verb-lxm in the English grammarAuxiliaries are not bloked from being realized before the subjet, and beomeneessary in yes-no-questions. The new analysis of (189a) is given in Figure 9.17,where the auxiliary has ombines with the subjet before the main verb is attahed.It orresponds to the GB analysis in Figure 9.4. The tree in Figure 9.18 is a modi�edversion of the tree in Figure 9.17, where the node labels are adapted to GB and thefore rule is not displayed.
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Figure 9.17: New analysis of HasJohn eaten the apple? (1) (BRR:D.34, p. 345)
V'V'TPChas DPJohn Veaten DPthe apple

Figure 9.18: New analysis of HasJohn eaten the apple? (2)14The hanges suggested in this setion are implemented in the English demo grammar. (SeeAppendix B.1.)



256 CHAPTER 9. COMPARISON WITH GBThe list in (199a) shows the preterminal nodes of the GB tree in Figure 9.4enumerated with a left-orner parsing strategy. The list in (199b) shows the preterminalnodes of the (adapted) Norsyg tree in Figure 9.18 enumerated in a bottom-up, left-to-right strategy. The preterminals that the two trees have in ommon are enumerated inthe same order. The GB tree has a T node whih is not present in the Norsyg tree. Itis a result of head movement from T to C.(199) a. [ C, DP, T, V, DP ℄b. [ C, DP, V, DP ℄9.4.2 Assuming an empty omplementizerThe seond hange is to assume an empty omplementizer. The empty omplementizeris aounted for by means of a unary �ller rule in addition to the binary head-�ller-rule(see Figure 6.8, page 156). The unary �ller rule realizes the slashed element as itsdaughter. The mother is a omplementizer projetion with the loal of the daughter onthe slash list. The English binary �ller rule an only apply in sentenes with auxiliariessine main verbs are bloked from applying before the subjet is realized. The unary�ller rule only applies in sentenes with a �nite main verb (see the value of merge).The rule is given in Figure 9.19.15An analysis of a transitive sentene in English is given in Figure 9.20. Like in theanalysis for Norwegian, it is assumed that the subjet is extrated before it is �lled in.The analysis shows how the unary �ller rule (AUXP/NP) realizes the slashed elementas its daughter (John). The subjet is extrated by the mother of the unary �ller rule(AUXP1). The adverb often attahes to the projetion that realizes the subjet. Theanalysis orresponds to the alternative GB analysis in Figure 9.8.The di�erene from a Norwegian analysis is that it is the unary �ller rule, andnot the binary �ller rule that works. The unary �ller rule initiates a omplementizerprojetion that heads the sentene. Sine the subjet is realized on this projetion, theadverbial often attahes before the merge rule attahes the main verb admires. The useof a unary �ller rule in a sentene where the subjet omes �rst is similar to assuming15The head value of the mother of the unary �ller rule is in the implemented grammar spei�ed asaux rather than omplementizer. This is beause the grammar does not reognize a lause headed by aomplementizer as a main lause, while it will if it is headed by an auxiliary. Therefore, the projetionsof the empty omplementizer will be labelled as an auxiliary projetion rather than a omplementizerprojetion in the LKB trees in Figure 9.20 and 9.22.
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Figure 9.19: Unary �ller rule for English
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Figure 9.20: New analysis ofJohn often admires Mary (1)(BRR: D.35, p. 346)

V'T'T'TPC'DPJohn C
∅

DP AdvPoften Tadmires DPMary
Figure 9.21: New analysis of John oftenadmires Mary (2)that the subjet has moved from the spei�er position of T to the spei�er position ofC, and that there is an empty omplementizer in C, in a GB analysis.16The tree in Figure 9.21 is an alternative representation of the struture shown inFigure 9.20. Here, the empty omplementizer is represented as the seond daughter ofa binary �ller rule, and the moved subjet is represented by means of an arrow (rather16From an engineering point of view, it is potentially risky to introdue a unary �ller rule that anapply to every phrase that in a given sentene would be possible to topialize. It is however possible torestrit the parser in suh a way that the rule only applies to phrases that appear �rst in a sentene.



258 CHAPTER 9. COMPARISON WITH GBthan a unary extration rule and slashes). The tree also has GB-like node labels anddoes not display the fore rule.The list in (200a) shows the preterminal nodes of the GB tree in Figure 9.8, p. 248,enumerated with a left-orner parsing strategy. The list in (200b) shows the preterminalnodes of the (adapted) Norsyg tree in Figure 9.21 enumerated in a bottom-up, left-to-right strategy. The preterminals that the two trees have in ommon are enumerated inthe same order. This inludes the DP movement (DPi) and the empty omplementizer.The GB tree has a V node whih is not present in the Norsyg tree, as a result fromhead movement from V to T.(200) a. [ DPi, C, DPi, AdvP, T, V, DP ℄b. [ DPi, C, DPi, AdvP, T, DP ℄The unary �ller rule also aounts for topialization in English where the main verbis �nite. The new analysis of a sentene with a �nite main verb and a topialized PPis given in Figure 9.22. It orresponds to the GB analysis in Figure 9.10, p. 250. Thetree in Figure 9.23 is a modi�ed version of the tree in Figure 9.22, where the unary�ller rule is represented as a binary rule with an empty omplementizer as its seonddaughter, the long distane dependeny is represented by means of an arrow, and thenode labels are adapted to GB.
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Figure 9.22: New analysis of Inthe forest John walks (1) (BRR:D.36, p. 346)

V'T'TPC'PPin the forest C
∅

DPJohn Twalks PP
Figure 9.23: New analysis of In theforest John walks (2)The PP in the forest is extrated by the adjunt extration rule (AUXP) (in Figure9.22) and �lled in by the unary extration rule at the bottom of the tree (AUXP/PP).



9.5. DIFFERENCE BETWEEN NORSYG AND GB 259As the three shows, the subjet attahes to the projetion of the omplementizerprojetion that the unary extration rule initiates. The main verb then is mergedwith the omplementizer projetion in the position orresponding to T in GB.The list in (201a) shows the preterminal nodes of the GB tree in Figure 9.10, p. 250,enumerated with a left-orner parsing strategy. The list in (201b) shows the preterminalnodes of the (adapted) Norsyg tree in Figure 9.23 enumerated in a bottom-up, left-to-right strategy. The preterminals that the two trees have in ommon are enumeratedin the same order. This inludes the topialization of the PP (PPi) and the emptyomplementizer (C). The GB tree has a V node whih is not present in the Norsyg tree,due to head movement from V to T.(201) a. [ PPi, C, DP, T, V, PPi ℄b. [ PPi, C, DP, T, PPi ℄Topialization with an auxiliary (and Wh-movement) is made possible with thebinary �ller rule. This is illustrated in Figure 9.24.
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Figure 9.24: Analysis of In the forest has John walked (BRR: D.37, p. 346)
9.5 Di�erene between Norsyg and GBIn this setion I will point out a ouple of di�erenes between a Norsyg analysis and aGB analysis.



260 CHAPTER 9. COMPARISON WITH GB9.5.1 Di�erene in parsing strategyThe most apparent di�erene between the two grammar formalisms is the syntatistrutures and the parsing strategies assoiated. (I presuppose that a GB analysis isonduted with a left-orner parsing strategy.)The di�erene in parsing strategy assoiated with the two grammar formalismshas ertain impliations. As mentioned in Setion 5.2.4, when right-branhing treesare parsed in a left-orner parsing strategy, onstituents are reated whih are stillto realize something. That is, a onstituent may onsist of everything but the right-orner daughter. In Norsyg, the only onstituents that are reated are the onstituentsshown in the tree strutures. This is illustrated by the analyses of subordinatelauses. Norsyg does not onstrut onstituents of subordinate lauses when they arenot sentene-initial. This was shown in Figure 6.32, repeated here as Figure 9.25.The omplementizer at attahes to the onstituent to its left Jon hevder to form theonstituent Jon hevder at (given a bottom-up parsing strategy). There is no onstituentat han smiler, as in the GB tree (see (9.26)). However, given a left-orner parsingstrategy, no C' onstituent at han smiler is onstruted in the GB analysis either.Rather, the onstituent Jon hevder at is onstruted, just as in the Norsyg tree. (Ifa top-down or bottom-up parsing strategy had been employed on the GB tree, theonstituent at han smiler had been onstruted.)Also, Norsyg does not have head movement. This di�erene is illustrated by thelists of preterminals in (195), (196), (197), (198), (199), (200), and (201), where the listsof preterminals in the GB trees all have the ategories C, T, and V, while the lists ofpreterminals in the Norsyg trees only have one ategory per omplementizer (possiblyempty), auxiliary and/or main verb.
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Figure 9.25: Sentenewith subordinate lause(BRR: D.17, p. 337)

CPNPiJon C'Cjhevder IPNPi I'Ij VPNPi V'Vj C'Cat IPNPkhan I'Ilsmiler VPNPk V'VlFigure 9.26: GB analysis with subordinatelause



262 CHAPTER 9. COMPARISON WITH GB9.5.2 In�nitival lauses and `skewed' syntati-semanti rela-tionsThe tree in Figure 9.27 shows a GB analysis of a sentene with an in�nitival lauseargument where the in�nitival marker å appears in C of the in�nitival lause, and aPRO (an unexpressed pronominal element) appears in the spei�er position of T (inthe in�nitival lause). The PRO is oindexed with the subjet of the matrix verb, Jon,but it has not moved to the matrix lause.CPDPiJon C'Cjliker TPDPi T'Tj VPDPi V'Vj CPC'Cå TPPROi T'T VPDPi V'VsoveFigure 9.27: GB Analysis of Jon liker å sove (`John likes to sleep')This aounts for the fat that Jon is an argument both of the matrix verb liker(`likes') and of the embedded verb sove (`sleep'). Both the verbs assign theta roles toan argument (Jon in the ase of liker, and the oindexed PRO in the ase of sove).A GB analysis of a raising onstrution is given in Figure 9.28. The in�nitival lause



9.5. DIFFERENCE BETWEEN NORSYG AND GB 263of a raising onstrution is assumed not to have a C projetion, and so the argumentthat reeives the themati role of the in�nitival lause has to move to the matrix lauseto reeive Case. The ontrol verb is assumed to assign Case but no themati role to oneof its arguments (in the tree in Figure 9.28 it is the subjet), so the argument moves tothat position. CPDPiJon C'Cjsynes TPDP T'Tj VPDP V'Vj TPDP T'Tå VPDP V'VsmileFigure 9.28: GB Analysis of Jon synes å smile (`John seems to smile')As mentioned in Setion 6.7.4, my grammar formalism does not represent the kindof skewed relation generally assumed to hold between syntax and semantis in ases ofraising, small lauses and resultatives, sine what is represented is grammatial relationsof a sentene, and not the semantis of a sentene. Therefore, raising onstrutions areassumed to have the same analysis as sentenes with in�nitival lauses that are notraising onstrutions. That is, they orrespond to the analysis in Figure 9.27 whih hasone grammatial relation for the argument in the matrix lause Jon, and one for thepronominal element PRO, whih is oreferent with Jon. A similar line of thinking goesfor small lauses and resultatives.



264 CHAPTER 9. COMPARISON WITH GB9.6 SummaryIn this hapter I have showed how the syntati strutures assumed in this thesis anbe ompared to syntati strutures in GB. I �rst presented GB analysis of English aspresented in Carnie (2007), where it is assumed that main verbs do not move to T, butrather that tense moves down to V (when the �nite verb is a main verb). I showed howmain lauses with and without auxiliaries, subordinate lauses, yes-no questions andtopialization are analysed in this tradition.I then showed how basi syntati strutures in Norwegian are aounted for in Åfarliand Eide (2003), where sentene adverbials are assumed to attah to the T projetion,and where main verbs are assumed to move to T. I used this analysis in order to makea link to the syntati strutures proposed in Chapter 6. Three positions for verbs wereidenti�ed, orresponding to the positions C, I, and V in GB.Finally, I showed how basi syntati strutures for English an be aounted forby hanging a onstraint on the type for main verbs, and by adding a unary �ller rule,whih represents an empty omplementizer. I also demonstrated the similarity of thesyntati strutures assumed in this thesis with syntati strutures assumed in GB byshowing that preterminals in the trees, inluding empty omplementizers and traes,are enumerated in the same order.This hapter illustrates that even though the framework presented in this thesisand (a seleted version of) the GB framework appear to be very di�erent, the twoframeworks have ertain ommon assumptions, suh as movement to the spei�erposition of C (in my framework: using the extration/�ller mehanism to �move� anelement) and syntati strutures without enter-embedding (in GB: right-branhingstrutures; in my framework: left-branhing strutures). These assumptions make itpossible to aount for syntati di�erenes between Norwegian and English by meansof two assumptions usually attributed to the GB framework: i) that main verbs arebloked from moving to C in English (in my framework: bloking main verbs fromappearing before the subjet) and ii) the assumption of an empty omplementizer inEnglish. The link to the GB framework will also be used to illustrate the approah tothe position of sentene adverbials in the next hapter.



Chapter 10
Sentene adverbials
In this hapter I will show how the position of sentene adverbials in Norwegian areaounted for in Norsyg. Sentene adverbials in Norwegian lauses an our in di�erentpositions with regard to the �nite verb and the arguments. In main lauses theyome after the �nite verb, and our before, in between, or after the arguments. Insubordinate lauses the sentene adverbials preede the �nite verb, and our after thesubjet.1 The position of sentene adverbials in Sandinavian languages has been atopi in Sandinavian linguistis for a long time (see Diderihsen (1946); Hellan (1971);Fretheim and Halvorsen (1975); Holmberg (1986); Holmberg and Platzak (1995);Hellan and Platzak (1995); Vikner (1994, 1995)). The data I am presenting in Setion10.1 is a summary of the data from the literature.I �rst illustrate the behavior of sentene adverbials in Norwegian with some data.Then I brie�y sketh a GB aount, whih involves verb movement and `Objet Shift',before I give an aount whih does not involve movement, but rather the oneptionof two `�elds'. One �eld where the subjet is realized, before the �rst merge rule (ifthere are any merge rules), and one �eld where the other arguments are realized. If themerge rule does not apply, the two �elds are the same, and a situation arises where thesentene adverbial may our before, in between, or after the arguments.1As mentioned in Setion 6.8, adverbs that preede NP subjets in subordinate lauses, are notassumed to be sentene adverbials, but rather modi�ers of the NP. (See (165), p. 201 and its analysisin Figure 6.69, p. 201.) 265



266 CHAPTER 10. SENTENCE ADVERBIALS10.1 DataAording to Faarlund et al. (1997), sentene adverbials in Norwegian an be realized1) as single words (adverbs or adjetives), or 2) as phrases (mostly adjetival phrasesor prepositional phrases):21. Single words that an funtion as sentene adverbials:(a) Adverbs: bare (`only'), ikke (`not'), kanskje (`maybe'), aldri (`never'),dessverre (`unfortunately'), forresten (`by the way'), muligens (`possibly'),neppe (`hardly'), nesten (`almost'), også (`also'), visstnok (`apparently').This group also inludes a number of adverbs ending with -lig: antagelig(`probably') and adverbs ending with -vis like heldigvis (`lukily'), muligvis,(`possibly')(b) Some adjetives with neuter gender: absolutt (`absolutely'), sikkert(`probably'), åpenbart (`obviously'), egentlig (`really'), faktisk (`atually'),selvfølgelig (`of ourse'), umulig (`not possibly')2. Phrases that an funtion as sentene adverbials:(a) Some adjetives in the ombination with nok (`enough'): pussig nok(`peuliarly'), merkelig nok (`peuliarly'), fornuftig nok (`sensibly')(b) Perfet partiiples of verbs like si (`say') and tale (`speak') in ombinationwith haraterizing adjetives: kort sagt (`in brief'), ærlig talt (`honestly'),mellom oss sagt (`between us')() Some �xed preposition phrases: i grunnen (`really'), til en viss grad (`to somedegree'), av den grunn (`therefore'), for eksempel (`for example'), i realiteten(`in reality')(d) The preposition for (`for') in ombination with an in�nitival onstrution:for å si det som det er (`in truth')(e) Subordinate lauses: hvis jeg ikke tar mye feil (`if I am not mistaken')(f) Prepositions and adjetives onjoined by og (`and'): til og med (`even'), førstog fremst (`�rst and foremost')2The following list has a seletion of the examples given in Faarlund et al. (1997), translated fromNynorsk into Bokmål.



10.1. DATA 267(g) The preposition som in ombination with a perfet partiiple or an adjetive:som kjent (`as we know'), som nevnt (`as mentioned'), som sagt (`as said'),som vanlig (`as usual')(h) In�nitival onstrutions like sant å si (`truthfully'), vel å merke (`however')In this hapter, I will only onsider sentene adverbials that are realized as a singleword, like aldri (`never') and ikke (`not').10.1.1 Sentene adverbials in di�erent lause typesIn a Norwegian main lause the sentene adverbial has to ome after the �nite verb.In (202) the �nite verb is the main verb. In (202a) the sentene adverbial aldri omesafter the �nite verb sover, and the sentene is grammatial, while in (202b) the senteneadverbial preedes the main verb, and the sentene is ungrammatial. In (203) the�nite verb is an auxiliary. If the sentene adverbial ours in the position after the�nite auxiliary and before the main verb, as in (203a), the sentene is grammatial.The sentene adverbial an not our in the position after the non-�nite main verb, asin (203b).(202) a. KariKari soversleeps aldri.never`Kari never sleeps.'b. * KariKari aldrinever sover.sleeps(203) a. KariKari harhas aldrinever sovet.slept`Kari has never slept.'b. * KariKari harhas sovetslept aldri.neverIn subordinate lauses the sentene adverbial has to ome before the �nite verb. In(205) this is illustrated with regard to �nite main verbs. If the sentene adverbial omesbefore the �nite verb, as in (205a), the sentene is grammatial, and if the senteneadverbial omes after the �nite verb, the sentene is ungrammatial, as in (205b).33It is possible to have main lause struture in subordinate lauses if the lause is presupposed.The matrix verb then typially is a verb of �uttering�, and the matrix lause annot be negated (see



268 CHAPTER 10. SENTENCE ADVERBIALS(205) a. atthat KariKari aldrinever sover.sleeps`that Kari never sleeps.'b. * atthat KariKari soversleeps aldri.never(206) shows that sentene adverbials in subordinate lauses must preede the �niteauxiliary if the lause has an auxiliary.4 In (206a) the sentene adverbial preedes the�nite auxiliary, and the lause is grammatial, and in (206b) the sentene adverbialomes after the �nite auxiliary and the sentene is ungrammatial.(206) a. atthat KariKari aldrinever harhas sovet.slept`that Kari never has slept.'b. * atthat KariKari harhas aldrinever sovet.sleptIn yes-no lauses, the �nite verb omes �rst and the sentene adverbial has to followit, as illustrated in (207).10.1.2 Sentene adverbials and the argumentsSentene adverbials an have di�erent positions with regard to the subjet, diret objetand indiret objet. In this setion I will suggest that the status of a nominal's refereneFaarlund et al. (1997, 983-984)). This is shown in (iv) (from Fløgstad (1977), ited in Faarlundet al. (1997, 983), in Nynorsk), where a prediate adverbial nå (`now') is topialized in the subordinatelause.(iv) Ingenno litensmall berrføttbarefoot gutungeboy kjemomes springanderunning innin påon omnshusetoven-house-def ogand girgives SelmerSelmer oganddeithey andreothers iin tappentap-def beskjedmessage omabout atthat nånow harhas NygaardsvoldNygaardsvold dannaformed regjering.government`No small barefoot boy omes running into the oven house and tells Selmer and the others in thetap that Nygaardsvold now has formed government.'The possibility of having main lause struture in subordinate lauses is argued in Platzak (1986),Holmberg and Platzak (1995) and Vikner (1995, 65�130), and they point out that main lausestruture in subordinate lauses whih are assertions, is possible in several languages (Danish, Faroese,Norwegian, Swedish, English and Frisian), and that it is less restrited in Ielandi and Yiddish. Anembedded lause with main lause struture is given this struture: [ CP [ C CP [ Spe C' [ C TP ℄℄℄℄in Holmberg and Platzak (1995, 83). Subordinate lauses with main lause struture are not dealtwith in the thesis.4See Footnote 3.



10.1. DATA 269(207) Soversleeps aldrinever Kari?Kari`Does Kari never sleep?'determines how a nominal is positioned with regard to a sentene adverbial. I willdistinguish between nominals whose referene is in fous and nominals whose refereneis not in fous.5Nominals whose referene is in fousOne group of nominals are so-alled light (or weak) pronouns.6 These are unstressedpronouns whose referene are believed by the speaker to be easily aessible to thehearer. They have the ognitive status in fous. Light pronouns typially omeimmediately to the right of a verb, another NP, or a preposition, as illustrated in(208a). They annot be in the position after the sentene adverbial of the lause, asshown in (208b). If a pronoun ours in the position after the sentene adverbial, theintonation of the pronoun has to be marked, as in (208), in whih ase it is no longerlight (or weak).(208) a. MaritMarit sersees denit-light aldri.never`Marit doesn't see it.'b. * MaritMarit sersees aldrinever den.it-light. MaritMarit sersees aldrinever DEN.it-heavy`Marit doesn't see that.'Nominals whose referene is not in fousOther nominals, that are not light pronouns, will in most ases follow the senteneadverbial, as illustrated in (210a) and (210b). There are however ertain exeptions.5The semanti notions I use to refer to the status of the referene of a nominal are taken fromBorthen and Haugereid (2005), whih builds on Gundel et al. (1993).6An overview of pronouns in Sandinavian languages is given in Hellan and Platzak (1995). Thedesription below is the one standardly given for the `light' pronouns.



270 CHAPTER 10. SENTENCE ADVERBIALS(211a) shows the unmarked order of a sentene adverbial and a proper noun (thesentene adverbial preedes the proper noun). But if the intonation of the verb ismarked, as in (211b), an argument whih is not a light pronoun, Jon, may preede thesentene adverbial. It is possible that the marked intonation of (211b) implies thatthe referene of Jon has the ognitive status in fous, and that this is what makes itaeptable in this position.7(210) a. MaritMarit serwathes aldrinever dyreprogram.animal-programs`Marit never wathes animal programs.'b. * MaritMarit serwathes dyreprogramanimal-programs aldri.never(211) a. MaritMarit såsaw aldrinever Jon.Jon`Marit never saw Jon.'b. MaritMarit såsaw JonJon aldri.never`Marit never saw Jon.'The same applies in yes-no questions, as illustrated in (212). In (212a), the argument(Kari) omes after the sentene adverbial, while in (212b) the argument omes beforethe sentene adverbial. Also here, it is possible that the referene of the argument inthe latter ase is in fous, and that this is what allows it to appear before the senteneadverbial.(212) a. Soversleeps aldrinever Kari?Kari`Does Kari never sleep?'b. Soversleeps KariKari aldri?never`Does Kari never sleep?'7Also in (ix) the sentene adverb aldri is preeded by an argument. However, in this ase I assumethat it attahes to the adverb igjen (`again'), and does not funtion as a sentene adverbial.(ix) MaritMarit såsaw JonJon aldrinever igjen.again`Marit never saw Jon again.'



10.1. DATA 271A more serious hallenge to the generalization, that nominals that are not in fous,annot preede a sentene adverbial, is posed by subordinate lauses. As shown in(205a) and (206a), the subjet preedes the sentene adverbial in subordinate lauses.This also holds for inde�nite nouns, as shown in (213). For the generalization to hold,one would be fored to assume that the referene of the subjet of a subordinate lauseis in fous. Instead, I will modify the generalization in the following way: Nominalsthat are not in fous and that are not subjets of subordinate lauses, annot preedea sentene adverbial. I will not attempt to explain why subjets of subordinate lausesdo not follow the initial generalization.(213) atthat dyreprogramanimal-programs aldrinever blirare settseen avby MaritMarit`that animal programs are never seen by Marit'Yes-no questions and topializationIn Norwegian yes-no questions and in sentenes with a topialized element, the subjetis realized after the �nite verb and before the objets. The sentene adverbial mayour in the position right after the �nite verb, as in (214a), but there may also bearguments intervening between the �nite verb and the sentene adverbial, espeially ifthe arguments are light pronouns. In (214b), the subjet intervenes between the verband the sentene adverbial. In (214), the subjet and the indiret objet preede thesentene adverbial, and in (214d), the subjet, the indiret objet and the diret objetome before the sentene adverbial.(214) a. GirGives aldrinever JonJon MaritMarit isen?ie-ream-def`Doesn't Jon give Marit the ie ream?'b. GirGives hanhe aldrinever MaritMarit isen?ie-ream-def`Doesn't he give Marit the ie ream?'. GirGives hanhe henneher aldrinever isen?ie-ream-def`Doesn't he give her the ie ream?'d. GirGives hanhe henneher denit aldri?never



272 CHAPTER 10. SENTENCE ADVERBIALS`Doesn't he give it to her?'ClitisThe dialet Trøndersk has liti pronouns ('a and 'n), and a liti negator ('itj) thatan appear as a sentene adverbial. The liti negator an our in any of the positionsillustrated in (215).(215) GaGave ('itj)(not) 'nhe ('itj)(not) 'aher ('itj)(not) 'nit ('itj)(not)`Didn't he give it to her?'10.2 A GB approahIn GB, the position of sentene adverbials in Norwegian are aounted for by meansof verb movement (see Åfarli (2003)). While the position of the sentene adverbial isassumed to be relatively onstant (attahing to T' or TP), verbs an be realized inV, T or C (I disussed this in more detail in Chapter 9). The �nite verb is originallypositioned after the sentene adverbial position and then, if the sentene is a mainlause, the verb moves to a position preeding it (C). Figure 10.1 shows the struture ofa main lause where the verb ser has moved from V via T to C, and where the subjetKari has moved from the spei�er position of V via the spei�er position of T to thespei�er position of C.As shown in Setion 10.1, it is possible for DP objets to appear in the positionafter a �nite main verb and before the sentene adverbial. This is referred to as `ObjetShift', and is aording to Holmberg (1999), an operation that happens after the othermovements. It lets objets move to the position to the right of the next main ategoryelement to their left. A `main ategory' here does not inlude sentene adverbials. Thismeans that an objet is allowed to move past a sentene adverbial and �nd its positionto the right of a verb after the verb has moved. This is shown in the tree in Figure10.2, where the objet attahes to the verb after the verb has moved to C.



10.2. A GB APPROACH 273CPDPKari C'Cser TPDP T'ikke T'T VPDP V'V DPhamFigure 10.1: Main lause in GB
CPDPKari C'Cser ham TPDP T'ikke T'T VPDP V'V DPFigure 10.2: Objet Shift in GB



274 CHAPTER 10. SENTENCE ADVERBIALS10.3 The approah taken in NorsygGiven the syntati approah presented in Chapter 6, and the disussion in Setion10.1.2, I an make the following two generalizations about the position of senteneadverbials with regard to the arguments of a lause:1. Sentene adverbials that are not fronted, our after the syntati head of thelause and before non-head verbs that are merged with the head projetion.2. Arguments that have a referene whose ognitive status is in fous (mostly lightpronouns), and subjets of subordinate lauses annot our in the position aftera sentene adverbial (on the same projetion).In this setion I take up the thread from Setion 6.8, where I introdued the rulesfor adverbs that may funtion as sentene adverbials. I will here fous on the adverbsthat have sope over the event, and whih are not fronted. That is, sentene adverbialsthat are realized by the head-sadv-rule (see Figure 6.66, repeated here as Figure 10.3).
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Figure 10.3: The head initial sentene adverb ruleThe position of the sentene adverbials is in the aount presented in this thesisruially linked to the realization of the subjet. As shown in Figure 10.3, the senteneadverbial attahes to a projetion with the ase value subj-ase. The ase value issubj-ase in a �eld where the subjet is realized, before the (�rst) merge rule applies, ifit applies. (The merge rule is presented in Setion 6.5.) And the ase value is non-subj-ase in a �eld where the merge rule has applied. Aording to the omparison made inChapter 9, the sentene adverbials attah in a position orresponding to T' or TP inGB. This is illustrated in the analyses that follow.8 The left-branhing strutures implythat no head movement or other kinds of movement like `Objet Shift' is involved.8The same onditions hold for the trees used for omparison to GB (see Figures 10.5, 10.8, 10.10,10.12, and 10.14 below) as pointed out in Footnote 8, p. 251.



10.3. THE APPROACH TAKEN IN NORSYG 27510.3.1 Analysis of sentene adverbials in di�erent lause typesIn Figure 10.4 the sentene adverbial attahes to the verb projetion. In the GB-adaptedversion (see Figure 10.5) it attahes to T'.
Kari

NP

sover

V

VP/NP

VP1

aldri

S-ADV

S

S

Figure 10.4: Main lause withsentene adverbial (BRR: 10.6)
T'TPC'DPKari Csover DP AdvPaldri

Figure 10.5: Tree in Figure 10.4adapted to GB.The BRR (Basi Relation Representation) of the tree in Figure 10.4 is given inFigure 10.6. As far as arg1-4-relations go, there is nothing to represent for senteneadverbials, sine they are sentene operators. The BRRs for this hapter say nothingabout the semanti sope of the adverbs. The adverb relations are onstrained to sharelbl values with the verb relations in the lauses they modify.
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Figure 10.6: BRR of main lause with auxiliary and sentene adverbial (Tree: 10.4)In Figure 10.7 the sentene adverbial attahes to the auxiliary projetion (before themerge rule applies). It annot attah after the merge rule sine the merge onstituent isspei�ed as ase non-subj-ase. In the GB-adapted version (see Figure 10.8) it attahesto T'.In Figure 10.9 the sentene adverbial attahes to the omplementizer projetion(before the merge rule applies). It annot attah after any of the verbs in thesubordinate lause sine the merge rule, whih ombines the verbs to the head
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Figure 10.7: Main lause withsentene adverbial (BRR: D.38,p. 347)

V'T'TPC'DPKari Char DP AdvPaldri Vsovet
Figure 10.8: Tree in Figure 10.7adapted to GB.projetion, is onstrained to have ase value non-subj-ase. In the GB-adapted version(see Figure 10.10) the sentene adverbial attahes to T'.
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Figure 10.9: Subordinate lausewith auxiliary and sentene ad-verbial (BRR: D.39, p. 347)

V'T'T'C'Cat DPKari AdvPaldri Thar Vsovet
Figure 10.10: Tree in Figure 10.9adapted to GB.Figure 10.11 and 10.13 show how yes-no questions are analyzed. The senteneadverbial attahes to the verb projetion, where the subjet is realized (VP1). Thesentene adverbial attahes both before and after the subjet. In the GB-adaptedversions (see Figure 10.12 and 10.14) the sentene adverbial attahes to TP and T',respetively.10.3.2 Analysis of sentene adverbials and the argumentsIf the merge rule is not applying, that is, if the sentene is a yes-no question or a mainlause, and the main verb is �nite, the sentene adverbial may ome before, in between,
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Figure 10.11: Yes-no questionwith sentene adverbial (BRR:D.40, p. 348)
TPTPC'sover AdvPaldri DPKariFigure 10.12: Tree in Figure10.11 adapted to GB.
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Figure 10.13: Yes-no questionwith sentene adverbial (BRR:D.41, p. 348)
T'TPC'sover DPKari AdvPaldriFigure 10.14: Tree in Figure10.13 adapted to GB.or after the arguments that follow the verb. This is beause the �eld where the subjetis realized (either by a binary valene rule or by an extration rule), and where thesentene adverbial may attah, is the same as the �eld where the other arguments arerealized. The position of the adverb does ontribute some information, namely thatall the arguments that preede it have to have a referene whose ognitive status is infous (unless the lause is a subordinate lause). The argument that omes right after itan not have a referene whose ognitive status is in fous. (Aording to the hierarhyof ognitive statuses in Borthen and Haugereid (2005, 11), their ognitive statusesare ativ-or-less (ativated, familiar, uniquely identi�able, or type identi�able).) Thisinformation is possible to speify on the indies of the arguments given that indiesarry this information (see Borthen (2003, 275)).The Figures 10.15-10.18 show how the sentene adverbial is positioned between thearguments of a ditransitive yes-no question. In 10.15 it preedes all the arguments, in10.16 it preedes two of the three arguments, in 10.17 it preedes one argument, and in10.18, whih has three light pronouns, it omes after all the arguments.Sine the analysis is not dependent on any kind of movement, the liti data in (215)
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Figure 10.16: 1 pronoun (BRR:D.43, p. 349)
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Figure 10.18: 3 pronouns (BRR:D.45, p. 350)
an be aounted for by having a set of binary valene rules turned into in�etionalrules that add liti su�xes. One also needs an in�etional rule for the liti negator.The `tree' in Figure 10.19 shows how an analysis of gir'n'a'n'itj (`Doesn't he give him toher?') looks when parsed with the LKB system. The �rst unary rule (V) adds presenttense (-r). The seond unary rule (VP1) adds the masuline/neuter pronoun subjetsu�x (-n). The third unary rule (VP3) adds the feminine pronoun indiret objet su�x(-a). The fourth unary rule (VP2) adds the masuline/neuter pronoun diret objetsu�x (-n). The �fth unary rule (S) adds the negator su�x (-itj). The last unary ruleis the yes-no fore rule. The negator rule an also apply before and in between thepronoun rules. The tree in Figure 10.20 is an alternative representation of the LKB�tree� in Figure 10.19.
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Figure 10.19: Analysis of a verbwith four litis. (BRR: D.46, p.350)
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Figure 10.20: Alternative repre-sentation of the tree in Figure10.19.10.4 SummaryI have shown that by restriting sentene adverbials to attah in a �eld where the subjetis realized, before the �rst merge rule applies (if it applies), the position of the senteneadverbials in Norwegian is aounted for. The appliation of a merge rule orrespondsto the bloking of a verb from moving to CP in GB. If the merge rule applies, there willnot be any `Objet Shift', sine the �eld where the sentene adverbials may attah isbefore the merge rule, and the �eld where the objets are realized ome after the mergerule(s). If there is no merge rule, `Objet Shift' may apply, that is, the �eld wherethe subjet is realized and the �eld where the objets are realized are the same. Theposition of the sentene adverbial with regard to the arguments an be aptured bysaying that the arguments that preede the sentene adverbial have to have a referentwhose ognitive status is in fous (unless it is a subjet in a subordinate lause), andthat the argument that omes in the position behind it (on the same projetion) annot be a light pronoun (or have a referent whose ognitive status is in fous).The issue of adverb plaement does not relate diretly to the assignment of arg1-4-relations to verb arguments, but it heavily relates to �ne-grained parameters ofsentential syntax in Norwegian. I have shown that although unorthodox, the syntatimehanisms of the present proposal attain the same level of auray as any of the more
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Chapter 11
Conlusion
In this thesis I have demonstrated that it is possible to implement a grammar wherevalene alternations are aommodated by means of phrasal subonstrutions. Whileother grammar implementations within the HPSG and LFG frameworks rely ruiallyon �xed argument frame spei�ations in the lexion, in order to aount for valenealternations, (by means of multiple lexial entries, lexial rules, or disjuntions oflexial templates) I have presented a formalism where the settling of a verb's argumentframe is delayed until the syntati tree is built. This is ahieved by letting funtionalsigns (in�etions, funtion words, and valene rules) realize phrasal subonstrutions,whih, when they are put together, onstitute onstrutions or argument frames. Inpriniple, the formalism allows for open lexial items to be listed without any syntatiinformation; both its ategory and its argument frame may be underspei�ed. However,in order to redue the proessing e�ort of the parsing grammar, I have implementeda onstrution-onstraining mehanism (or a paking mehanism) where a hierarhy ofsubonstrution types and onstrution types makes it possible to speify on a lexialentry what argument frames one an expet it to appear in. This mehanism togetherwith the assumption of phrasal subonstrutions gives a grammar implementation whihis signi�antly more e�ient than a orresponding implementation where the argumentstruture is �xed in the lexion.I started out by having a look at how HPSG, LFG, Constrution Grammar,and Minimalism treat argument struture. I distinguished between three topis inthe disussion of argument struture. The �rst topi was the alternation betweendi�erent voies (ative, passive and middle). This alternation is mostly treated281



282 CHAPTER 11. CONCLUSIONlexially in frameworks like HPSG and LFG. In the Minimalist frameworks that I havedisussed, there is a tendeny to treat the ative passive alternation syntatially. Theseond topi was valene alternations. This group of alternations inludes alternationsin arity, like the intransitive/transitive alternation, and other alternations like theausative/inhoative alternation, the dative alternation, the loative alternation andthe resultative onstrution. These alternations are treated lexially in HPSG and LFGand one of the Minimalist frameworks (Hale and Keyser), and syntatially in the otherMinimalist frameworks. The third topi was the alternation between unergative andunausative (variable behavior). The verb drip is ambiguous between an unausativereading and an unergative reading. All frameworks treat this argument struturealternation lexially, exept from one Minimalist approah (Borer).1I suggested that the di�erent valene alternations and the variable behavior an beaounted for with di�erent onstellations of the �ve argument struture subparts (seeChapter 3). The ative/passive alternation is aounted for by assuming that passiveis a syntati objet (expressed either as an auxiliary or as a passive morpheme) whihrealizes the �rst argument struture subpart (see Setion 7.1). Sine the argumentstruture subparts are syntati objets, I an aount for all three kinds of argumentstruture alternations syntatially.In my analysis I assume one valene feature for eah of the �rst four argument roles.Eah valene feature arries information about whether an argument role is realized ornot. When the rule that realizes the subjet applies, the valene information from thevalene features is uni�ed, and a type hierarhy of �linking� types makes sure that theargument struture produed by the syntax is aeptable (see Figure 4.9 (p. 96)). Themehanism is mainly there to prevent �very odd� sentenes like John smiled his mouthwith hoolate from being parsed.By assuming that argument struture is assigned to lexial items through their beingoperated on by syntati rules, it beomes possible to let one lexial entry enter severalargument frames without using lexial rules or multiple lexial entries. The argumentframes in TROLL and NorKompLeks are aommodated syntatially.The deomposition of argument struture into �ve subparts and the one-to-onerelation between syntax and semantis has made several things possible:
• A verb an enter a range of argument frames, as I demonstrated with drip in1The table that summarizes these �ndings is given in Figure 2.1 (p. 50).



283Figure 3.2 (p. 78) sine the argument struture does not have to be �xed in thelexion.
• Generalizations over syntati entities that otherwise would be impossible, an bemade, as I showed in Figure 3.8 (p. 85).
• Complex prediates like the oordination of Vs and the Empty ObjetConstrution in Norwegian an be aounted for.
• Instanes of several argument frames sharing one prediate (ellipsis) an also begiven an analysis.I have shown in detail how a set of six kinds of rules an aount for the syntatistrutures of Norwegian lauses. These are the valene rules (inluding binary rulesand unary extration rules), whih link arguments to the head projetion of the lause,the �ller rules, whih �ll in the extrated argument, the merge rule, whih mergesthe syntati and semanti information of non-head verbs with the head projetion,the subordination rules, whih mark the beginning of a subordinate lause, the lauseboundary rules (inluding the fore rules for main lauses and the pop rule for embeddedlauses), whih mark the boundary of lauses, and the modi�er rules, whih let modi�ersattah to the head projetion.The �rst omplementizer or verb of a lause is assumed to be the head, and allother verbs, arguments and/or modi�ers are attahed to this head by means of therules mentioned above.The exo-skeletal nature of the grammar opens for a radially new syntati analysis,where Diderihsen's �Fundamentet� (the onstituent ourring to le left of the �niteverb in a main lause) is taken as point of departure, and onstituents are attahed in abottom-up, left-to-right fashion. This kind of syntati strutures allows for inrementalparsing, and provides a natural aount of phenomena suh as registering of extrationpath in long distane dependenies, binding, and light pronouns.The �exibility and power of an exo-skeletal approah are also demonstrated bymeans of a grammar implementation, Norsyg, whih tested on a Wikipedia artile ononrete (4711 words), gives the intended analysis to 34.2% of the grammatial items.Abstrating away from the fat that Norsyg is a left-branhing grammar anddoes not have syntati onstituents in the traditional sense, and the fat thatGB/Minimalism is a theory that assumes right-branhing trees and allows head



284 CHAPTER 11. CONCLUSIONmovement, the two approahes are quite similar. Both approahes are suited forinremental parsing, Norsyg with a bottom-up parsing strategy, and GB/Minimalismwith a left-orner parsing strategy. Pre-terminal onstituents of the syntati trees,inluding empty omplementizers and traes of DP movement are enumerated in thesame order. The syntati strutures make it possible to aount for phenomena suhas long distane dependenies by means of loal onstraints on trees.Theories suh as HPSG and LFG have mixed left- and right-branhing trees. Thiskind of syntati strutures allow the theories to have onstituents in the traditionalsense at the same time as they do not allow for head movement. Apparently, it isthe best out of two worlds, but it omes with a ost, namely that the phenomenathat Norsyg and GB/Minimalism an aount for by means of loal onstraints ontrees, suh as registering of extration path, has to be aounted for by other kinds ofmehanisms, suh as relational onstraints on valene lists or argument struture listsas done in HPSG. Also, the mixed left- and right-branhing tree strutures annot beparsed inrementally.Given that one uses a bottom-up parsing strategy, and that one wants to aountfor phenomena suh as registering of extration path by means of loal onstraints ontrees, the appliation left-branhing tree strutures seems to be the most appropriateapproah.Although this thesis has dealt mainly with Norwegian and English, I believe thatthe main ideas onerning argument struture as a syntati onstrut, where valenealternations an be aounted for by means of �ve subonstrutions, and syntatistrutures are assumed to be mainly left-branhing, should be possible to implementin the grammar of any language. In Appendix B.2, I suggest for example how theformalism an be extended to German.The work that has been presented in this thesis, desribes a proedure for makingparsing more e�ient. This alone does not make the work unique. The e�ieny ofthe system is a onern to everybody who is implementing a grammar of a ertainsize. What makes this formalism di�er from other formalisms is that it is based on theintuition that unambiguous words should have just one representation. To me, it hasalways made sense that the argument struture frame of a verb is built inrementally, asthe syntati ontext is produed. The parse harts in Figures 4.23, page 115, and 4.24,page 116, illustrate my onern for an approah where syntati �exibility is aountedfor in the lexion. While the �rst parse hart has only three representations of the



285word presset (`pressed'/`the pressure'), expressing the ambiguity between a past tensedverb, a past partiiple, and a de�nite noun, the seond parse hart, whih representsa lexialist approah to valene alternations, has 17 representations of presset. This isbeause the verb presse has the potential of entering 8 di�erent argument frames; henethere are 8 versions of the past tensed verb and 8 versions of the past partiiple. The8 versions of eah of the verb forms are not expressing an ambiguity, only the fat thatthe verb appears naturally in a range of syntati ontexts. The proessing e�ort of anapproah that uses multiple lexial entries to express syntati �exibility, is signi�antlyhigher ompared to an approah whih only represents real lexial ambiguity.By allowing for syntati �exibility to be aommodated by the syntax, rather thanseeing it as a omponent of the lexion, I hope, even though this has not been a mainfous of the thesis, to have opened the door to the psyhologial reality of what happensin sentene proessing. In my view, one annot ignore the psyhologial reality if onewants to make ontinued progress in the work on omputational grammars.
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Appendix ANorsygNorsyg (Norwegian syntax-based grammar) is an implemented grammar for Norwegian.It is a ontinuation of earlier grammars: NorSoure (Jan 2002 - Jan 2004), Saargram(Feb 2004 - Jul 2005) and Phdgram (Aug 2005 - Aug 2006). The initial grammar wasbased on the Grammar Matrix version 0.6. The implementation platform is the LKBsystem.A.1 DownloadDownload instrutions for the Norsyg grammar are given here:http://www.hf.ntnu.no/hf/isk/Ansatte/petter.haugereid/norsyg.htmlThe version referred to in this thesis (ot-08) is alled:norsyg2.0Norsyg is distributed with a small handwritten lexion (1300 entries). It an alsorun with Norsk Ordbank, whih is a omputational ditionary for Norwegian. Theditionary an be downloaded from Norsk Ordbank's site at the University of Oslo.Register as a user and download the `Bokmålsdata' �le `ordbank_bm.zip' into theNorsyg diretory. Unzip the �le:$ unzip ordbank_bm.zipand run the onvlex.py program (in the Norsyg diretory):287



288 APPENDIX A. NORSYG$ python onvlex.pyThis gives four �les `ordbank.tdl', `oble.tdl', `prediates.tdl', and `irregs_ob.tab', thattogether with the rest of the grammar an be loaded with the `lkb/bigsript' �le.A.2 Short desriptionThere are two important assumptions made in Norsyg that distinguishes it from otherimplemented grammars. First, the linking between the syntax and the basi relations isdone in the syntax, rather than in the lexion. And seond, the trees are left-branhing,whih implies that the topi is realized at the bottom of the tree, and not at the top.A.2.1 Composing argument struture in the syntaxThe term syntax-based means that the grammar has emphasis on the syntax ratherthan on the lexion, and linking between for example a verb and its arguments is doneby funtional signs suh as ombinatorial rules, in�etional rules (passive morphology)or funtion words (passive auxiliaries, in�nitival markers). Sine this linking is assumednot to happen in the lexion, the grammar beomes muh more �exible, and a verbwith a large number of argument frames is easily aounted for. So-alled valenealternations are more seen as the norm than as the exeption. An example of suh averb is drip:(216) a. The roof dripsb. The dotor drips into the eyes. The dotor drips with waterd. The dotor drips into the eyes with watere. The roof drips waterf. The roof drips water into the buketg. The dotor dripped the eyes with waterh. The dotor dripped into the eyes with wateri. John dripped himself two drops of waterj. John dripped himself two drops of water into the eyes



A.2. SHORT DESCRIPTION 289k. John dripped himself two drops of water into the eyes with a drop ounterl. Water drippedm. Water dripped into the buketn. It dripso. It drips into the buket.In Norsyg, four argument roles are assumed, orresponding to deep syntatifuntions. The four argument roles are:
• Argument 1 role: Corresponds to the external argument role in GB.
• Argument 2 role: Corresponds to the deep diret objet role.
• Argument 3 role: Corresponds to the deep indiret objet role.
• Argument 4 role: Corresponds to prediatives/resultatives/end-of-pathsWith a syntati approah suh as the one in Norsyg, it is possible to aount forall the argument frames of drip with only one lexial entry.Eah of the syntati argument roles are diretly mapped to orresponding basirelations, and so the Basi Relation Representation (BRR) is omposed as the syntatistruture is built.A.2.2 Left-branhing tree struturesThe seond important assumption made in Norsyg is that tree strutures are left-branhing, whih implies that the topi of the sentene is realized at the bottom of thetree. If the topi is topialized, the extration site is assumed to dominate the topi.In the analysis of Kari sover (`Kari sleeps') in Figure A.1, the VP/NP rule realizesthe topi (Kari). The unary rule (VP1) extrats the subjet and realizes the arg1-role.(The digit on a node label indiates whih argument role that is realized.) The unaryS rule marks the lause as a proposition.An analysis of the ditransitive sentene Hun gir Kari en is (`Hun gives Kari an ie-ream') is given in Figure A.2. Here the VP1-rule extrats the subjet (whih is realized
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Figure A.1: Intransitive sentene
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Figure A.2: Ditransitive senteneby the VP/NP rule), the VP3-rule realizes the indiret objet, and the VP2-rule realizesthe diret objet.The tree in Figure A.3 gives an analysis of the sentene Boka hevder Jon at han harlest (`The book Jon laims that he has read') where the topi Boka is extrated fromthe seond subordinate lause. The node VP2 is the rule that extrats the topi, andas the analysis shows, the extration site dominates the topi.
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Figure A.3: Extration from subordinate lause



292 APPENDIX A. NORSYGA.3 DataGrammar NorsygAuthor Petter HaugereidStart date 2002Person-years to dateLiense LGPLVersion ot-08Number of lexial leaf types 232Number of lexial rules 0Number of syntati rules 52Total number of types (no GLBs) 1 346Lexial entries: Hand-built 1 300Lexial entries: External soure 144 156Lines of TDL (exl lexion) 5 723Lines of omments 699External morphology NoPreproessor YesLexial database NoUnknown word mehanism YesIdioms NoTest suites test.items: general (335)nkl.items: argument frames (107)ex.items: examples from thesis (146)eng-ex.items: English examples (213)Treebanks NoParse-ranking model NoGeneration (trigger rules) NoRealization-ranking model NoParaphrasing rules NoSEM-I NoAppliation(s) No
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(generated by [incr tsdb()] at 2−oct−08 (10:04))Figure A.4: Norsyg tested on Wikipedia artile on `Conrete'The table in Figure A.4 shows that Norsyg parses 45.4% of the items of an artileon onrete. The artile, whih has 313 grammatial items, was taken from NorwegianWikipedia artiles marked as exellent, and no hanges were made to the grammar inorder to adapt it to the data. A manual inspetion of all the items that parsed, usingthe [inr tsdb()℄ treebanking tool (Oepen, 2001), revealed that 107 out of 142 items(75.4%) had the intended analysis. This means that Norsyg has a overage of 34.2% ofthe grammatial items in the artile. Some of the overgeneration stems from the use ofan unknown word mehanism whih assigns a underspei�ed nominal interpretation toall unknown words.



294 APPENDIX A. NORSYGA.5 NorKompLeks test sentenesThe following table shows the result of a bath parse of the example sentenes forargument frames in NorKompLeks. It ontains 107 items and Norsyg parses all ofthem. For eah item, the NorKompLeks ode is given in the right olumn. A few frameslike part5 and predi11, trans2 and trans18, trans3 and trans19, re�12 and re�18, adv2and adv13 share one example. part3 and re�14 share two examples. adv15 and re�10eah orrespond to two examples, and aux1 orresponds to three examples. A text �le(nkl.items) ontaining all the examples below is distributed with Norsyg.Nr Example Parses Edges NKL-frame1 det buldrer 1 28 nullv2 det rabler for ham 1 41 nullv23 det kvakk i henne 1 37 nullv14 det løper en hund opp bakken 4 82 present25 det sitter en hund på trappen 3 83 present36 det kommer en mann 1 46 present17 det aner meg at jon smiler 1 69 somp18 de tenker 1 18 intrans19 de krangler 1 16 intrans410 han fryser 1 16 intrans311 brevet ankom 1 19 intrans212 han stoler på jon 1 54 trans1113 jon kakker på døra 1 40 adv414 jon truer med at han smiler 2 57 trans2015 de bytter på å smile 1 73 trans2316 jon lengter etter kari 2 40 trans1517 jon tviler på at kari smiler 2 60 trans2118 jon frastår fra å smile 1 60 trans1319 jon lurer på hva som skal skje 2 84 hv320 resultatet avhenger av at jon kommer 2 53 trans1221 jon bor i byen 1 36 adv522 jon avhenger av å smile 2 58 trans2223 jon jobber som lærer 2 58 predik1324 jon later som han er syk 1 85 adv16



A.5. NORKOMPLEKS TEST SENTENCES 29525 jon later som om han er syk 2 133 adv1726 jon framstår som en god lærer 2 74 predik1227 ka�en lukter is 2 30 adv1528 ka�en lukter godt 1 32 adv1529 jon er lærer 2 52 predik130 jon er snill 1 37 predik231 jon livner til 1 25 part432 jon kler på seg 1 39 re�1333 jon fyrer opp 1 24 part5,predik1134 jon labber til byen 2 43 adv335 bilen slingrer nedover veien 2 44 adv1236 han gleder naboen 6 54 trans1037 mannen kjøpte en bil 5 71 trans138 han bygger hus 4 53 trans939 han sa at han kommer 1 49 trans2,trans1840 jon prøver å komme 1 45 trans3,trans1941 de diskuterer hva som skjedde 3 72 hv142 han foretrekker opera 2 38 trans843 han hater at kari smiler 1 48 trans1644 han hater å smile 1 56 trans1745 jon arver en skog 2 39 trans1446 han vet hva som skjedde 2 64 hv247 saken irriterer gutten 6 55 trans748 svampen absorberer vann 2 29 trans549 saken gjelder gutten 2 30 trans650 kari byr jon på is 7 65 ditrans551 kari ansporer jon til å smile 3 83 ditrans652 harald samlet norge til et rike 7 114 ditrans853 kari gir en bok til jon 13 126 ditrans454 jon arver en skog fra kari 4 72 ditrans955 han opphøyer seg til gud 2 40 re�956 han begraver seg i arbeid 4 55 re�1557 han forlover seg med noen 2 40 re�1958 stolen avtegnet seg mot taket 2 53 re�11



296 APPENDIX A. NORSYG59 jon setter koppen på bordet 10 139 adv660 jon anser kari for å være snill 3 110 predik1061 kari ser jon komme 2 89 trans462 kari lar noe være usagt 12 320 kaus163 jon maler stolen grønn 3 43 predik764 jon gasjerte kari høyt 2 55 adv1465 jon får tilbake pengene 1 51 part666 jon kler klærne av seg 4 64 part3,re�1467 jon kler på seg klær 2 50 part3,re�1468 jon later etter seg noe 3 67 re�2069 jon dresser seg opp 1 25 part270 jon kreker seg fram 1 25 adv871 jon får pengene igjen 2 62 part672 jon kaller ham en tosk 2 45 predik373 jon verdsetter stolen til en krone 7 102 part774 jon anfører stolen som bevis 6 170 predik875 jon kaller ham for en tosk 5 71 predik476 jon kaller seg direktør 1 26 predik577 jon kaller seg snill 1 25 predik678 jon kasserer inn pengene 1 35 part179 jon klamrer seg til pengene 1 37 adv980 jon kanaliserer vannet til skogen 7 65 adv781 jon skrubber henne på ryggen 3 44 adv1182 kari gir ham en bok 1 42 ditrans183 kari bemektiget seg skogen 1 34 re�684 per lovet jon at han skulle komme 3 108 ditrans285 per tenker seg at noe skjer 2 65 re�786 per lovet jon å komme 2 84 ditrans387 per pålegger jon å komme 2 58 ditrans788 per lot dem komme 1 43 trans489 jon kan tenke seg å komme 1 53 re�890 jon kylte henne en snøball i nakken 1 71 adv1091 jon ombestemmer seg 1 19 re�492 de samrår seg 1 16 re�2



A.6. TECHNICAL DETAILS ABOUT CASE AND LINKING 29793 de skammer seg 1 20 re�194 blodet kaker seg 1 29 re�595 jon bemøyer seg med isen 1 35 re�996 jon nedlater seg til å smile 1 56 re�397 kari gleder seg over isen 4 50 re�12,re�1898 kari gleder seg over at per kommer 4 67 re�1699 kari gleder seg over å smile 4 70 re�17100 oppskriften baserer seg på frukt 1 41 re�10101 summen beløper seg til en krone 1 53 re�10102 jon åpenbarte seg som en god lærer 3 88 predik9103 saken arter seg merkelig 2 32 adv2,adv13104 jon lar seg lure 1 31 kaus2105 jon blir beundret 1 33 aux1106 jon har beundret kari 1 47 aux1107 jon kan smile 1 26 aux1Total CPU time: 7020 msesMean edges: 56.90Mean parses: 2.41A.6 Tehnial details about ase and linkingThe way information about whih subonstrutions that have applied in a lause isgathered, is theoretially not very interesting, sine it an be implemented in di�erentways. In this setion I give a presentation of how it is implemented in Norsyg.A.6.1 The linking mehanismIn this setion, I will explain in more detail how the argument struture informationprovided by the funtional signs is mathed with the argument struture onstraintsspei�ed on the main verb.As argued in Setions 4.3, 5.1, and 6.1 there are four kinds of valene rules. Inthe linking rules I assume that the linking type of the argument that the linking rulesrealize, is swithed from minus in the mother to plus in the daughter. The other valene



298 APPENDIX A. NORSYGfeatures are kept the same. So the arg1-val has the onstraints in Figure A.5, wherearg1|link arg1� in the mother is swithed to arg1|link arg1+ in the daughter.
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Figure A.5: Valene onstraints on the arg1-valAs mentioned in Setion 6.3 the fore-rules onstrain their head daughters to haveonly negative values of the link features (see fore-phrase in Figure 6.9, p. 157).Eah valene rule swithes one negative value in the mother to a positive value in thedaughter. After the valene rules have worked, the relevant linking information of thelause is ready to be gathered as positive and/or negative linking types in the �rstonstituent of the lause, or in the rule that realizes the �rst onstituent of the lause.This was shown in Setions 4.3.4 and 6.1. The uni�ation of linking types is done inthe type uni-link (see Figure A.6).
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Figure A.6: Uni�ation of linking typesThe feature val-b used in Figure A.6 was introdued in Setion 5.1, and is usedto aount for subonstrutions that are not realized as phrase struture rules (seeSetion 7.1). Words that do not realize subonstrutions (all words exept passiveverbs, passive auxiliaries, imperative verbs, and in�nitival markers) unify the value of



A.6. TECHNICAL DETAILS ABOUT CASE AND LINKING 299val-b with the value of val. Phrases that do not have a seond daughter that realizesa subonstrution (e.g. unary phrases), unify the value of val-b with the value of val.In phrases where the seond daughter may realize a subonstrution (the �ller rule, ifthe seond daughter is a passive verb or a passive auxiliary, or the binary in�nitivalrule, where the seond daughter is the in�nitival marker), the value of val-b is theoutput of this subonstrution, and the uni�ation of linking types only applies here.The words and phrases that inherit from uni-link are the following:1. The words that introdue embedded strutures:
• Complementizers
• The relative pronoun
• The in�nitival marker2. The unary rules that introdue embedded strutures:
• unary-ompl-phrase
• unary-rel-phrase
• unary-inf-phrase3. The head-�ller-phrase4. The �rst onstituentBy unifying linking types in the �rst two kinds of onstituents, I aount for theuni�ation of linking in subordinate strutures. By unifying linking types in the lasttwo kinds of onstituents, I aount for the uni�ation of linking in the main lauses.Letting the �rst onstituent unify the linking types is neessary in main lauseswhere the head �ller rule is not employed (yes-no questions and imperatives). Anexample of linking types in a yes-no question is given in Figure A.7.11In Figure A.7, the subonstrutions arg1-sign and arg2-sign swith link values from minus in themother to plus in the daughter. The result of all the swithes ends up in the �rst onstituent of thelause (or the rule that realizes the �rst onstituent). The value of argframe spei�ed on the verbsmiled (arg1-12) is uni�ed with the argframe of the projetion of the auxiliary, and is therefore alsopresent in the �rst onstituent.The �rst onstituent of the tree in Figure A.7 (the auxiliary has) uni�es the link values and theargframe value, as shown in Figure 4.11. This uni�ation is left out in Figure A.7 in order to showhow the di�erent link values end up in the �rst word. The uni�ation of the types arg1+, arg2+,arg3�, arg4�, and arg1-12 gives the type arg12 (see Figure 4.9, page 96).
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NPJohn

[argframe 1 arg1-12]smiled
NPa big smile

Figure A.7: Linking types in a transitive lauseI use two strategies to �nd the �rst word. Neither of them are satisfatory, sinethey attempt to do something that should rather be a part of the LKB system thanthe grammar. The �rst strategy is to let the �rst word in a sentene start with theletter `q', like in qJon sover. The pre�x q is realized by an in�etional word-to-wordrule that inherits from the type uni-link. The seond strategy is to let the word-to-wordrule be a non-in�etional rule. Then one an parse sentenes without using the pre�xq, but instead I use a mehanism that involves a feature first-word bool. The forerules onstrain their daughter to have the first-word value plus. All rules uni�es thefirst-word value in the mother with that of the �rst daughter. Non-�rst daughtersare onstrained to have the first-word value minus. In this way, the �rst word, and



A.6. TECHNICAL DETAILS ABOUT CASE AND LINKING 301only the �rst word, will be onstrained to have the first-word value plus when thewhole sentene is parsed. This is not an optimal proedure sine the settling of thefirst-word value is delayed until the whole sentene is parsed, and the word-to-wordin�etional rule is allowed to apply to all words and be part of several subtrees thatlead to no parse.A omparison of the two strategies tested on the Norwegian example data used inthis thesis, show that the strategy that involves the q su�x is far more e�ient than thestrategy that employs the non-in�eting word-to-word rule. The omparison is shownin Figure A.8, where the test with the non-in�eted rule is marked as `(g)old', andthe test with the `q' pre�x is marked as `new'. The tabular reports a 42.7% redutionin tasks, a 38.6% redution in time, and a 15.4% redution in spae on average withthe strategy that involves the q su�x ompared to the strategy that employs the non-in�eting word-to-word rule. The two strategies have the same overage on the data.In the bath tests of Norwegian, English, and German data in Appendixes A, B, andC, I report how the grammar performs with the most e�ient strategy.
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(generated by [incr tsdb()] at 2−oct−08 (17:35))Figure A.8: Comparison of two strategies for settling the �rst word.
A.6.2 CaseNorwegian has two ases, subj-ase ase and non-subj-ase ase. These two ases Iross-lassify with information about what kind of role the argument is, as illustratedin Figure A.9. This gives me eight ase types: arg1-su-ase, arg2-su-ase, arg3-su-ase, arg4-su-ase, arg1-non-su-ase, arg2-non-su-ase, arg3-non-su-ase and arg4-non-su-ase.
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[v valene]

subj-ase 1ase 2ase 3ase 4ase non-subj-ase
1-su 2-su 3-su 4-su 1-non-su 2-non-su

[v |arg3 | link arg3-] 3-non-su 4-non-suFigure A.9: Type hierarhy below the type aseThe type ase in Figure A.9 introdues a feature v with the value valene.2 Theonstraint on 2-non-su in Figure A.9 makes sure that no arg3-role is realized after thenon-subjetive arg2-role is realized. There is a onstraint in arg2-sign that uni�es itsarg3|link value with the arg3|link value of the ase type of the non-head daughter.This means that if the non-head daughter is non-subjetive, then the arg3|link valueof the phrase is arg3- and the arg3-binary rule annot apply later in the projetion. Itmust have applied earlier in the projetion or not at all. This is illustrated in FigureA.10.3

2The only funtion of the feature v is to introdue the type valene.3It should be noted that these onstraints are language-spei�. In languages with variable wordorder, there would be no suh onstraints on the ase types. This is exempli�ed for German in AppendixB.2.
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Figure A.10: Valene onstraints on the arg2-phrase
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Appendix BDemo grammars for English andGermanIn order to demonstrate how the analysis in Norsyg an be extended to English andGerman, I have made demo grammars for the two languages. The demo grammars anbe loaded with the `/norsyg/lkb/eng-sript' �le and the `/norsyg/lkb/ger-sript' �le,respetively.1 In addition to the type �les of Norsyg, they have a separate languagespei� type �le that overwrite/add types. The grammars are equipped with tinylexions and test suites (`eng.items' and `ger.items'). The results of bath tests of thetest �les are given below, where phenomena suh as valeny, word order in main lausesand subordinate lauses, yes-no questions, passive, long distane dependenies, andposition of sentene adverbials are tested. Both grammars generate.B.1 English demo grammarThe demo grammar for English has almost all of its types in ommon with Norsyg.The di�erene between the two grammars is given in the �le `eng.tdl' where types fromNorsyg are either overwritten or given additional subtypes. (9 types are hanged and20 types are added.)
1See Appendix A for download instrutions. 305



306 APPENDIX B. DEMO GRAMMARS FOR ENGLISH AND GERMANNr Example Parses Edges1 John sleeps. 1 252 John admires Mary. 1 263 *John admires. 0 184 *John sleeps Mary. 0 305 John gives Mary Bill. 1 306 John gives Bill. 1 257 John is admired. 2 378 *John is slept. 0 309 John likes Mary. 1 2610 John says that Mary smiles. 1 4711 John says Mary smiles. 1 4312 John likes to smile. 1 5413 John lets Mary sleep. 1 4814 John does admire Mary. 2 4415 John has admired Mary. 2 4616 Mary, John admires. 1 2617 Who does John admire? 1 3818 Mary, John lets sleep. 1 5719 Mary, John lets Bill admire. 1 5720 That Mary smiles, John says. 1 5921 *That Mary smiles, has said John. 0 4122 John never sleeps. 1 2823 *Never John sleeps. 0 2424 *John sleeps never. 0 3025 Bill, John never admires. 1 3226 *Bill, never John admires. 0 2427 *Bill, John admires never. 0 2928 Who does John never admire? 1 4529 *Who never does John admire? 0 3230 *Who does never John admire? 0 3431 John has been admired. 2 4432 John has never been admired. 1 4533 John never has been admired. 1 41



B.1. ENGLISH DEMO GRAMMAR 30734 John says that Mary never sleeps. 1 5135 *John says that never Mary sleeps. 0 3936 *John says that Mary sleeps never. 0 4637 John says Mary never sleeps. 1 4738 *John says never Mary sleeps. 0 3539 *John says Mary sleeps never. 0 4340 John likes to never sleep. 1 4941 John likes never to sleep. 0 4442 *John likes to sleep never. 0 5643 John says that Bill likes to admire Mary. 1 8744 Mary, John says that Bill likes to admire. 1 8045 To admire Mary, John says that Bill likes. 1 7646 That Bill likes to admire Mary, John says. 1 8947 *Bill, John says sleeps. 0 4148 Who is John given? 1 4249 Who is John never given? 1 4850 Bill, John says that Mary is given. 1 6851 John lets Mary let Bill admire John. 1 14352 Does John dine? 1 1853 *Dines John? 0 1054 Does John never dine? 1 2455 *Does never John dine? 0 1656 *Does John dine never? 0 2157 Has John slept? 1 1858 Has John been admired? 1 2959 *Does John have dined? 0 2860 John dines in Trondheim. 1 3061 In Trondheim, John dines. 1 3462 *In Trondheim, dines John. 0 3963 Where does John dine? 1 25Total CPU time: 3270 msesMean edges: 41.13Mean parses: 0.71



308 APPENDIX B. DEMO GRAMMARS FOR ENGLISH AND GERMAN
The overage of the grammar on the test suite is shown in Table B.2. One item didnot parse, namely John likes never to sleep, where never modi�es the in�nitival lause.(Also the Norsyg fails to give this analysis to the orresponding Norwegian senteneJon liker aldri å sove.) There was no overgeneration. The test suite was also bathparsed with the ERG grammar (version 17-Mar-07), whih had 100% overage and noovergeneration.
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(generated by [incr tsdb()] at 2−oct−08 (15:04))Table B.2: Coverage of the English demo grammar on the English test sentenes
B.2 German demo grammarThe German demo grammar is more di�erent from Norsyg than the English demogrammar, mainly due to the fat that German allows for srambling, has a moredeveloped ase system, and that non-head verbs (that is, non-�nite verbs and verbsin subordinate lauses) tend to be realized at the end of the lause. The �le `ger.tdl',where types from Norsyg are either overwritten or given additional subtypes, has 45types. The grammar does not handle in�nitival lauses and raising/ontrol, and testitems involving these phenomena are not inluded in the test suite.Srambling is aounted for by removing the onstraints on the ase types thataount for the order of the syntati arguments in the Norwegian grammar (seeAppendix A.6) and by adding 4 extra valene rules. The valene rules are added inorder to aount for the fat that German does not have a �xed subjet position. Newase types are added in order to aount for (a fration of) the ase system. Analysesof the subordinate lauses in (55), p. 54 are given in Figures B.1�B.4.
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Figure B.1: Analysis of daÿ so grünselbst Jan die Tür niht streiht (`thatnot even Jan would paint the door thatgreen') (BRR: D.47, p. 351)
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Figure B.2: Analysis of daÿ so gründie Tür selbst Jan niht streiht (`thatnot even Jan would paint the door thatgreen') (BRR: D.47, p. 351)
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Figure B.3: Analysis of daÿ Jan sogrün selbst die Tür niht streiht (`thatnot even Jan would paint the door thatgreen') (BRR: D.48, p. 352)
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Figure B.4: Analysis of daÿ eine solheTür so grün niemand streiht (`thatnobody paints suh a door that green')(BRR: D.49, p. 352)The order of the German verbs is aounted for by means of an auxiliary featuremerge2 whih allows the merge requirement go to the end of the lause, and then omeas a top-down onstraint. As the rule in Figure B.5 illustrates, the value of mergeis uni�ed with the merge value of the �rst daughter. This means that the mergerequirement of a onstituent is not uni�ed diretly with the �rst verb that merges withit. The lause boundary rules uni�es the merge value with the merge2 value. Themerge2 feature imposes a top-down onstraint, and onstrains the last verb in thelause. The merge onstraints of the verbs that merge with the head projetion areuni�ed with the merge2 value of the �rst daughter of the merge rule. In this way,verbs that merge with the head projetion onstrain verbs that preede them.The tabular below demonstrates some of the phenomena that the German demogrammar overs. These test items are in the �le `ger.items' in the norsyg diretory.
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Figure B.5: The German merge ruleNr Example Parses Edges1 John shläft. 1 122 Er bewundert Mary. 1 253 *Er bewundert. 0 164 *Er shläft Mary. 0 165 Er gibt ihm ihn. 1 266 Er gibt ihn. 1 197 *Er gibt ihm. 0 198 Er mag dass Mary shläft. 1 449 Er mag dass Mary ihn bewundert. 1 6110 *Er mag dass Mary bewundert ihn. 0 5511 *Er mag er dass shläft. 0 2612 Er hat Mary bewundert. 1 4513 Mary soll er bewundern. 1 4014 Mary hat er bewundern sollen. 1 6015 *Mary hat er sollen bewundern. 0 4816 Mary mag er. 1 2117 Mary hat er bewundert. 1 4418 *Mary hat bewundert er. 0 3119 Dass Mary shläft mag John. 1 3520 *Dass Mary shläft John mag. 0 26



B.2. GERMAN DEMO GRAMMAR 31121 John shläft nie. 1 1922 Nie shläft John. 1 1723 *John nie shläft. 0 1224 Er bewundert nie Mary. 1 3225 Er bewundert Mary nie. 1 3526 Mary bewundert er nie. 1 3227 Mary bewundert nie er. 1 3228 *Mary nie bewundert er. 0 1929 *Nie er bewundert Mary. 0 2030 *Nie Mary bewundert er. 0 1931 Er hat nie Mary bewundert. 1 5232 Er hat Mary nie bewundert. 1 6133 *Er hat Mary bewundert nie. 0 4834 *Er nie hat Mary bewundert. 0 2735 Er sagt dass Mary nie shläft. 1 6136 Er sagt dass nie Mary shläft. 1 5037 Er sagt dass Mary nie geshlafen hat. 1 6738 *Er sagt dass Mary geshlafen hat nie. 0 5539 Er gibt ihm ihn. 1 2640 Er gibt ihn ihm. 1 2641 Ihm gibt ihn er. 1 2542 Ihn gibt ihm er. 1 2543 *Er gibt ihn er. 0 2344 Er wird bewundert. 1 2245 *Er wird geshlafen. 0 1546 Er ist bewundert worden. 1 2947 Er ist nie bewundert worden. 1 3648 *Er nie ist bewundert worden. 0 2349 *Er ist bewundert nie worden. 0 3150 Er soll bewundert worden sein. 1 3951 Ihm wird er gegeben. 1 2652 Ihm wird er nie gegeben. 1 3253 Shläft John? 1 1154 Shläft John nie? 1 17



312 APPENDIX B. DEMO GRAMMARS FOR ENGLISH AND GERMAN55 Shläft nie John? 1 1556 Gibt er ihm ihn? 1 2157 Gibt nie er ihm ihn? 1 2558 Gibt er nie ihm ihn? 1 2659 Gibt er ihm nie ihn? 1 2660 Gibt er ihm ihn nie? 1 2761 Gibt ihm er ihn? 1 2162 Gibt ihm ihn er? 1 2163 Gibt er ihn ihm? 1 2264 Gibt ihn er ihm? 1 2165 Gibt ihn ihm er? 1 2066 Ihn sagt er dass er sah. 1 4267 *Er sagt er dass ihn sah. 0 3168 John sagt dass er ihm gegeben worden ist. 1 5969 Ihm sagt John dass er gegeben worden ist. 2 7470 *Er sagt John dass ihm gegeben worden ist. 0 56Total CPU time: 3160 msesMean edges: 32.00Mean parses: 0.71The grammar parses all of the items in the test suite, as Table B.4 shows. Therewas no overgeneration. The test suite was also tested with the German Grammar(http://gg.dfki.de/demo/gg), where all positive items parsed, and there was noovergeneration.
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(generated by [incr tsdb()] at 2−oct−08 (16:25))Table B.4: Coverage of the German demo grammar on the German test sentenes
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Appendix CExample sentenes of the thesisIn this appendix bath parses of the example sentene of the thesis are shown. TheNorwegian data are shown in Setion C.1, and the English data are shown in SetionC.2. Text �les (`ex.items' and `eng-ex.items') ontaining all the examples are distributedwith Norsyg.1C.1 Norwegian example sentenesThis setion shows the result of a bath parse of all the Norwegian examples in the thesis.The examples are listed in the order they our in the thesis. Norsyg parses 99.2% ofthe grammatial items. Some phenomena, like extration from PP omplements andellipsis, are yet to be overed by Norsyg. The overage of the Norsyg grammar on theNorwegian example sentenes is illustrated in Table C.1.

1The tests an be repliated by adding a q- pre�x to the �rst word of eah item in the test �les andativating the �rst-word-pre�x in�etional rule that inherits from the type in�-�rst-pre�x.315
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(generated by [incr tsdb()] at 2−oct−08 (17:41))Table C.1: Coverage of the Norsyg grammar on the Norwegian example sentenes



C.1. NORWEGIAN EXAMPLE SENTENCES 317Nr Example Parses Edges(xxvii) Studiet lar seg lett kombinere med en jobb. 8 126(41a) Jon overrekker Kari to bananer. 8 114(41b) Kari blir overrakt to bananer. 5 69(41) To bananer blir overrakt Kari. 2 54(41d) Det blir overrakt Kari to bananer. 4 87(45a) Det forsvant en mynt i gresset. 2 82(45b) Det lekte noen barn i gresset. 2 89(59a) Det kommer en mann. 1 47(59b) Det blir sendt en pakke. 4 67(60a) En mann arbeider på åkeren. 2 60(60b) Det blir arbeidet på åkeren. 7 103(60) Det arbeider en mann på åkeren. 2 100(lxi) Den broen ble det funnet et lik under. 2 162(62a) Marit snakker Jon med. 3 40(62b) *Mandag kommer Jon på. 4 48(lxiiia) *Det utstråler en sol varme. 0 63(lxiiib) Det utstråler varme fra sola. 7 82(66a) En spiller smashet. 1 32(66b) *Det smashet en spiller. 2 61(67a) En spiller smashet en ball. 2 54(67b) En ball ble smashet. 1 42(67) Det ble smashet en ball. 1 66(69a) En avis brenner. 1 23(69b) Det brenner en avis. 3 59(lxxa) Læreren forberedte seg godt. 3 54(lxxb) *Læreren forberedte godt. 0 50(lxxiii) Det �ns ikke matbiten i huset. 12 200(lxxiv) Det står navnet ditt på døra. 8 124(75a) Jon gir Kari en bok. 3 62(75b) Kari blir gitt en bok. 2 45(75) Det blir gitt Kari en bok. 1 65(75d) *Det blir gitt Kari boka. 0 59(75e) En bok blir gitt Kari. 2 41



318 APPENDIX C. EXAMPLE SENTENCES OF THE THESIS(83a) Bilen kjører inn i garasjen. 11 74(83b) Marit kjører bilen inn i garasjen. 14 103(83) Det kjører en bil inn i garasjen. 22 162(83d) Det kjøres inn i garasjen. 11 81(85a) Vann drypper fra taket. 5 65(85b) Taket drypper vann. 2 40(85) Det drypper vann fra taket. 14 152(85d) *Det drypper et tak vann. 3 120(91a) Jon spiser. 1 17(91b) Jon spiser en kake. 2 44(91) Det spises. 2 27(91d) Kaker spises. 1 23(91e) *Det spiser en mann. 2 54(107a) En bil skramlet. 1 32(107b) *Det skramlet en bil. 3 66(107) En bil skramlet inn oppkjørselen. 3 60(107d) Det skramlet en bil inn oppkjørselen. 13 133(109a) Vi ventet en overraskelse. 3 97(109b) Det ble ventet en overraskelse. 1 73(109) En overraskelse ventet oss. 3 44(109d) Det ventet oss en overraskelse. 1 80(120) Jon ombestemmer seg. 1 20(141a) Jon ser ikke Kari. 4 123(141b) Jon har ikke sett Kari. 1 96(141) at Jon ikke har kommet 1 39(142a) I går leste Kari en bok. 1 78(142b) Leste Kari en bok? 1 47(147) at han beundrer Marit 1 30(161a) Jon spaserer i skogen. 1 34(161b) Mannen i skogen hogger ved. 2 54(162a) Om ettermiddagen spaserer Jon 5 kilometer. 2 80(162b) Hvor spaserer Jon om ettermiddagen? 2 50(163a) Mannen hogger ikke ved i skogen. 14 109(163b) Jon hevder at mannen ikke hogger ved i skogen. 4 92



C.1. NORWEGIAN EXAMPLE SENTENCES 319(164a) Jon hevder at ikke Marit vil vinne. 2 66(164b) Jon prøver ikke å le. 1 65(164) Ikke le! 1 18(165) Jon hevder at ikke Marit ikke vil vinne. 1 65(167a) En spiller smasher ballen. 2 35(167b) Ballen blir smashet. 1 38(167) Ballen smashes. 1 14(168a) Marit blir gitt en is. 2 47(168b) En is blir gitt Marit. 2 43(168) Det blir gitt Marit en is. 1 67(169a) Bleier ble byttet på barna. 1 71(169b) Det ble byttet bleier på barna. 2 93(169) Barna ble byttet bleier på. 0 59(169e) Bleiene ble byttet på barna. 1 69(169f) *Det ble byttet bleiene på barna. 0 85(169g) *Barna ble byttet bleiene på. 0 57(171a) Mannen kommer. 1 18(171b) Det kommer en mann. 1 47(171) *Det kommer mannen. 0 37(172a) Mannen blir beundret. 1 38(172b) Det blir beundret en mann. 1 72(172) *Det blir beundret mannen. 0 60(173) Marit spiser en is og drikker ka�e. 2 101(174a) Marit spiser ikke is og drikker ka�e. 4 131(174b) Marit spiser is og drikker ikke ka�e. 2 101(174) Marit spiser ikke is og drikker ikke ka�e. 4 143(175) Marit spiser is og blir servert ka�e. 5 110(176) Marit fanger, steker og spiser �sken. 2 88(lxxviia) Marit fanger, steker og spiser ikke noenting. 2 94(lxxviib) *Marit fanger, steker ikke og spiser noenting. 0 57(lxxvii) *Marit fanger ikke, steker og spiser noenting. 0 68(178a) ?Marit fanger, steker og spiser ikke �sken. 4 118(178b) *Marit fanger, steker ikke og spiser �sken. 0 60(178) *Marit fanger ikke, steker og spiser �sken. 0 76



320 APPENDIX C. EXAMPLE SENTENCES OF THE THESIS(179) at Marit ikke fanger, steker og spiser �sken. 1 104(180) ?En overraskelse venter og beundrer ham. 3 87(181a) Marit gir Jon en is og Ola en sjokolade. 3 155(181b) Marit gir Jon en is og Kari Ola en sjokolade. 3 216(182a) Han sitter og skriver dikt. 4 121(182b) Han driver og skriver dikt. 14 226(182) Han tok og skrev et dikt. 6 172(184a) Han satt i stuen og skrev et brev. 11 217(184b) Det var et brev han satt i stuen og skrev . 7 310(184) Det var stuen han satt i og skrev et brev. 11 312(185) Han skrev et brev og sendte til England. 4 209(186) Han skrev et brev og sendte det til England. 9 266(190a) Har Jon spist is? 2 41(190b) Spiser Jon is? 2 33(191a) at Jon ofte spiser epler 1 37(191b) at Jon ofte har spist epler 1 45(191) Jon spiser ofte epler. 2 41(192a) I skogen spaserer Jon. 1 39(192b) I skogen har Jon spasert. 1 54(xiva) På fredager kommer Jon ofte for sent. 7 101(xivb) På fredager kommer ofte Jon for sent. 5 92(202a) Kari sover aldri. 1 27(202b) *Kari aldri sover. 0 20(203a) Kari har aldri sovet. 1 46(203b) *Kari har sovet aldri. 0 37(205a) at Kari aldri sover. 1 30(205b) *at Kari sover aldri. 0 28(206a) at Kari aldri har sovet. 1 43(206b) *at Kari har aldri sovet. 0 41(207) Sover aldri Kari? 2 27(208a) Marit ser den aldri. 2 130(208b) *Marit ser aldri den. 6 162(208) Marit ser aldri DEN. 6 162(213) Marit så Jon aldri igjen. 5 165



C.1. NORWEGIAN EXAMPLE SENTENCES 321(210a) Marit ser aldri dyreprogram. 8 193(210b) *Marit ser dyreprogram aldri. 4 179(211a) Marit så aldri Jon. 5 122(211b) Marit så Jon aldri. 2 106(212a) Sover aldri Kari? 2 27(212b) Sover Kari aldri? 1 25(213) at dyreprogram aldri blir sett av Marit 6 147(214a) Gir aldri Jon Marit isen? 4 67(214b) Gir han aldri Marit isen? 2 54(214) Gir han henne aldri isen? 2 52(214d) Gir han henne den aldri? 1 53Mean 3.18 81.92



322 APPENDIX C. EXAMPLE SENTENCES OF THE THESISC.2 English example sentenesThis setion shows a bath parse of the English sentenes in the thesis by the Englishdemo grammar. The overage of the English demo grammar on the example sentenes isillustrated in Table C.3. The grammar parses 94.9% of the examples. (Some examples,like (xiia) and (xiib), are not parsed sine they are �odd�.)
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(generated by [incr tsdb()] at 2−oct−08 (20:54))Table C.3: Coverage of the English demo grammar on the English example sentenes



C.2. ENGLISH EXAMPLE SENTENCES 323Nr Example Parses Edges(3a) Brutus stabbed Caesar. 1 23(4a) John smashed the ball. 1 30(4b) The ball was smashed. 2 39(4) John tried to smash the ball. 1 66(5a) John smashed the ball. 1 30(5b) The boat arrived. 1 26(5) The ball was smashed. 2 39(5d) The ar needed to be washed. 1 72(6a) John gave Mary a book. 1 34(6b) Mary was given the book. 2 44(6) Mary wanted to be given a book. 2 91(8) John puntured the balloon with a needle. 2 54(9a) John smiles. 1 26(9b) John smashed the ball. 1 30(9) The boat arrived. 1 26(9d) John gave Mary a book. 1 34(9e) John gave a book to Mary. 3 56(10a) John eats. 1 18(10b) John eats an apple. 1 29(xia) *John tries to slept. 0 35(xib) *A men smiles. 0 24(xiia) John slept the ar. 0 23(xiib) John admires. 0 18(xiiia) John �lled the mouth with hoolate. 2 49(xiiib) John smiled the mouth with hoolate. 2 52(14) *John eats an apple Mary that he smiles. 0 58(16a) The man smiled. 1 28(16b) *Mary smiled the man. 1 32(17a) The glass broke. 1 22(17b) Mary broke the glass. 1 27(18a) Mary smiled a big smile. 1 45(18b) *The glass broke a rak. 1 33(19a) The roof drips. 2 26



324 APPENDIX C. EXAMPLE SENTENCES OF THE THESIS(19b) Water drips from the roof. 5 57(20a) John hammered the metal. 1 30(20b) John hammered the metal �at. 1 37(21a) The river froze. 1 22(21b) The river froze solid. 1 29(22a) The man smiles. 1 35(22b) *The man smiles happy. 0 39(23a) John ate the apple. 1 27(23b) John ate. 1 16(24a) John gave Mary an apple. 1 34(24b) John gave an apple to Mary. 3 56(25a) John loaded hay onto the wagon. 3 50(25b) John loaded the wagon with hay. 3 51(26a) The buther uts the meat. 1 35(26b) The meat was ut by the buther. 2 67(26) The meat uts easily. 2 31(31a) John pounds the metal. 1 29(31b) The metal was pounded. 2 39(46) Sally baked her sister a ake. 1 64(47) They laughed the poor guy out of the room. 2 66(48) He talked himself blue in the fae. 1 50(49) Frank dug his way out of the prison. 2 60(51a) The liquid froze solid. 1 29(51b) John froze the liquid solid. 1 34(52a) It drips. 1 15(52b) The roof drips. 2 26(52) The roof drips water. 1 35(52d) John drips mediine in the glass. 4 65(52e) John drips himself mediine. 1 34(52f) John drips himself mediine in the glass. 3 61(52g) Water drips. 2 22(52h) Water drips into the buket. 5 57(53a) It smiles. 0 21(53b) The roof smiles. 1 35



C.2. ENGLISH EXAMPLE SENTENCES 325(53) The roof smiles water. 1 44(53d) John smiles mediine in the glass. 2 64(53e) John smiles himself mediine. 0 35(53f) John smiles himself mediine in the glass. 0 54(53g) Water smiles. 1 31(53h) Water smiles into the buket. 1 63(58a) The roof drips. 2 26(58b) Water drips from the roof. 5 57(64a) John smashed the ball. 1 30(64b) The ball was smashed. 2 39(65) The roof drips water. 1 35(68a) The man likes ie ream. 1 51(68b) The man likes to ompete. 1 46(68) The man says that it rains. 1 51(71a) a puntured ball 0 15(71b) *a shouted man 0 15(71) *a ome man 0 16(71d) an arrived message 0 15(72a) Mary gave John a book. 1 34(72b) John was given a book. 2 44(76a) John put the glass on the table. 2 85(76b) John kiked the ball �at. 1 37(76) He sprayed his new ar a brilliant shade of green. 0 81(77) John kiked the ball �at out of the room. 0 59(78a) Mary talks about �owers. 1 35(78b) Mary talks to Sandy. 1 35(78) Mary talks to Sandy about �owers. 2 62(78d) Mary talks John to sleep about �owers. 5 86(79a) Jak sprayed paint on the wall. 2 49(79b) Jak sprayed the wall with paint. 2 50(80a) Jak sprayed the paint wet on the wall. 1 57(80b) Jak sprayed the wall wet with paint. 1 53(81a) The glass broke. 1 22(81b) John broke the glass. 1 27



326 APPENDIX C. EXAMPLE SENTENCES OF THE THESIS(82a) The horse jumped over the fene. 5 57(82b) Sylvia jumped the horse over the fene. 3 59(84a) Water drips from the roof. 5 57(84b) The roof drips water. 1 35(86) Water drips from the roof into the buket. 14 123(lxxxvii) Water is dripped by the roof. 6 79(88a) John eats. 1 18(88b) John eats a ake. 1 29(89a) Sarah smiled. 1 22(89b) Sarah smiled a harming smile. 1 45(90a) She mumbled. 1 22(90b) She mumbled her adoration. 1 47(92a) John ut the meat. 2 39(92b) John ut in the meat. 6 61(93a) Martha limbed the mountain. 1 30(93b) Martha limbed up the mountain. 1 38(94a) John gave Mary the book. 1 34(94b) John gave the book to Mary. 3 56(95a) Martha arved the baby a toy. 1 46(95b) Martha arved a toy for the baby. 3 61(96a) Jak sprayed paint on the wall. 2 49(96b) Jak sprayed the wall with paint. 2 50(97a) Martha arved the piee of wood into a toy. 9 114(97b) Martha arved a toy out of the piee of wood. 0 79(98a) Brian hit the stik against the fene. 6 69(98b) Brian hit the fene with the stik. 6 69(99a) Alison piered the needle through the loth. 2 53(99b) Alison piered the loth with a needle. 2 53(100a) Mira blamed the aident on Terry. 3 49(100b) Mira blamed Terry for the aident. 3 47(101a) The judge presented a prize to the winner. 3 67(101b) The judge presented the winner with a prize. 3 63(102a) The jeweler insribed the name on the ring. 2 59(102b) The jeweler insribed the ring with the name. 2 59



C.2. ENGLISH EXAMPLE SENTENCES 327(103a) The guests drank. 1 24(103b) The guests drank the teapot dry. 1 42(103) *The guests drank dry. 0 30(104a) Pauline hammered the metal. 1 30(104b) Pauline hammered the metal �at. 1 37(105a) The river froze. 1 22(105b) The river froze solid. 1 29(106a) The ar rumbled. 1 25(106b) The ar rumbled into the driveway. 2 47(108a) We awaited their report. 2 53(108b) Their report awaited us. 2 55(111) John drips himself water into the eyes. 3 63(114) I talked to her yesterday about John. 2 70(115a) John gave a book. 1 29(115b) John gave Mary a book. 1 34(115) John gave a book to Mary. 3 56(116a) John broke the up. 1 27(116b) John broke the up to piees. 2 53(116) The up broke. 1 22(116d) The up broke to piees. 1 44(117a) John smiles. 1 26(117b) John smiles a big smile. 1 63(118a) It rains. 1 24(118b) It rains money. 1 37(119a) We awaited their report. 2 53(119b) Their report awaited us. 2 55(121) The rain let up. 2 72(122a) John throws. 1 19(122b) John throws the ball. 1 32(122) John throws Mary the ball. 1 37(122d) John throws to Mary. 3 47(122e) John throws the ball to Mary. 4 65(122f) John throws out. 1 27(122g) John throws out the ball. 3 49



328 APPENDIX C. EXAMPLE SENTENCES OF THE THESIS(122h) John throws out to Mary. 2 51(122i) John throws out the ball to Mary. 9 99(139a) I showed Mary herself. 1 37(139b) *I showed herself Mary. 1 37(140a) I showed every worker her payhek. 1 74(140b) *I showed its owner every payhek. 0 42(143) Sheila gave the toys to the hildren. 3 64(144) Sheila gave the hildren the toys. 1 45(145) Sheila donated the toys to the hildren. 3 61(146) *Sheila donated the hildren the toys. 0 43(148a) John likes to sleep. 1 51(148b) John likes to be heard. 1 66(148) John wants to be given a book. 2 90(149a) John let her sleep. 4 116(149b) John let her be heard. 4 133(149) John let her be given a book. 8 204(150a) Sleep! 1 18(150b) Be heard! 1 32(150) Be given a book! 2 42(152a) John expets to meet Mary. 1 60(152b) John seems to smile. 2 57(153a) *There expets to be a problem with the omputer. 0 75(153b) There seems to be a problem with the omputer. 3 106(154) Mary expets John to smile. 3 68(155a) John ontinued the work. 1 35(155b) John ontinued to work. 2 52(155) The work ontinued. 1 29(155d) It ontinued to rain. 1 46(156a) John promised to work hard. 3 76(156b) John promised her to work hard. 8 157(156) John promised a lot of things. 2 64(156d) John promised her a lot of things. 2 87(157a) John expeted to work hard. 2 74(157b) John expeted her to work hard. 8 123



C.2. ENGLISH EXAMPLE SENTENCES 329(157) John expeted a lot of things. 1 52(157d) *John expeted her a lot of things. 0 63(187) John often eats ie ream. 1 45(188) John has often eaten ie ream. 1 54(189a) Has John eaten ie ream? 1 38(189b) *Eats John ie ream? 0 28(189) Does John eat ie ream? 1 39(193a) In the forest John walks. 2 46(193b) *In the forest walks John. 0 45(193) In the forest has John walked. 2 58Mean 1.81 47.97
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Appendix DBasi Relation Representations(BRRs) of example treesThis appendix shows BRRs (based on RMRSs (Copestake, 2003)) produed by thesyntati analyses displayed in the thesis (see Setion 3.4.2). They are all derivedautomatially with the help of the LKB system (Copestake, 2002). I have used theNorsyg grammar (Appendix A) and the English and the German demo grammars(Appendix B) to do the analyses.D.1 BRRs of example trees in Chapter 4




































mrsLTOP h1 hINDEX e2 eRELS 〈







johnLBL h3 hARG0 x4 x,arg1_relLBL h1ARG0 x4






,


_smash_v_relLBL h1ARG0 e2






,


def_relLBL h5 hARG0 x6 x,






_ball_n_relLBL h7 hARG0 x6






,


arg2_relLBL h1ARG0 x6







〉



































Figure D.1: BRR of John smashed the ball (Tree: 5.1, p. 132 and 4.10, p. 99)
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332 APPENDIX D. BRRS OF EXAMPLE TREESD.2 BRRs of example trees in Chapter 5




































mrsLTOP h1 hINDEX e2 eRELS 〈







johnLBL h3 hARG0 x4 x,arg1_relLBL h1ARG0 x4






,


_give_v_relLBL h1ARG0 e2






,


maryLBL h5 hARG0 x6 x,






arg3_relLBL h1ARG0 x6






,


indef_relLBL h7 hARG0 x8 x,_book_n_relLBL h9 hARG0 x8






,


arg2_relLBL h1ARG0 x8







〉



































Figure D.2: BRR of John gave Mary a book (Tree: 5.2, p. 132 and 5.14, p. 139)




















































mrsLTOP h1 hINDEX e2 e
RELS 〈







johnLBL h3 hARG0 x4 x,arg1_relLBL h1ARG0 x4






,


_give_v_relLBL h1ARG0 e2






,


indef_relLBL h5 hARG0 x6 x,






_book_n_relLBL h7 hARG0 x6






,


arg2_relLBL h1ARG0 x6






,


_to_p_relLBL h8 hARG0 e9 e




,


maryLBL h10 hARG0 x11 x,






arg2_relLBL h8ARG0 x11






,


arg4_relLBL h1ARG0 e9







〉



















































Figure D.3: BRR of John gave a book to Mary (Tree: 5.3, p. 133)






















mrsLTOP h1 hINDEX e2 eRELS 〈







johnLBL h3 hARG0 x4 x,arg2_relLBL h1ARG0 x4






,


_arrive_v_relLBL h1ARG0 e2







〉





















Figure D.4: BRR of John arrived (Tree: 5.4, p. 133)
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mrsLTOP h1 hINDEX e2 eRELS 〈







def_relLBL h3 hARG0 x4 x,_ball_n_relLBL h5 hARG0 x4






,


_be_aux_relLBL h1ARG0 e6 e 




,







arg1_relLBL h1ARG0 u7 u,arg2_relLBL h1ARG0 x4






,


_smash_v_relLBL h1ARG0 e2







〉



































Figure D.5: BRR of The ball was smashed (Tree: 5.5, p. 133)




































mrsLTOP h1 hINDEX e2 eRELS 〈







inf_lause_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 u3 u,_smash_v_relLBL h1ARG0 e2






,







indef_relLBL h4 hARG0 x5 x,_ball_n_relLBL h6 hARG0 x5






,


arg2_relLBL h1ARG0 x5







〉



































Figure D.6: BRR of to smash a ball (Tree: 5.6, p. 134)




































mrsLTOP h1 hINDEX e2 eRELS 〈







inf_lause_relLBL h1ARG0 e3 e 




,


arg2_relLBL h1ARG0 u4 u,_be_aux_relLBL h1ARG0 e3






,







arg1_relLBL h1ARG0 x5 x,_smash_v_relLBL h1ARG0 e2







〉



































Figure D.7: BRR of to be smashed (Tree: 5.7, p. 134)
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mrsLTOP h1 hINDEX e2 e
RELS 〈







johnLBL h3 hARG0 x4 x,arg1_relLBL h1ARG0 x4






,


_tell_v_relLBL h1ARG0 e2






,


maryLBL h5 hARG0 x6 x,






arg3_relLBL h1ARG0 x6






,


at-LBL h7 hARG0 e8 e




,


arg2_relLBL h1ARG0 e8






,


billLBL h9 hARG0 x10 x,






arg1_relLBL h7ARG0 x10






,


_admire_v_relLBL h7ARG0 e8






,


janeLBL h11 hARG0 x12 x,arg2_relLBL h7ARG0 x12







〉



















































Figure D.8: BRR of John told Mary that Bill admires Jane (Tree: 5.15, p. 140)



D.3. BRRS OF EXAMPLE TREES IN CHAPTER 6 335D.3 BRRs of example trees in Chapter 6






















mrsLTOP h1 hINDEX e2 eRELS 〈







kariLBL h3 hARG0 x4 x,_smile_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4







〉





















Figure D.9: BRR of intransitive lause (Tree: 6.10, p. 158)






















mrsLTOP h1 hINDEX e2 eRELS 〈







_smile_v_relLBL h1ARG0 e2






,


kariLBL h3 hARG0 x4 x,arg1_relLBL h1ARG0 x4







〉





















Figure D.10: BRR of yes-no lause (Tree: 6.11, p. 158)




































mrsLTOP h1 hINDEX e2 eRELS 〈







hun_pron_relLBL h3 hARG0 x4 x 




,


_beundre_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4






,







kariLBL h5 hARG0 x6 x,arg2_relLBL h1ARG0 x6







〉



































Figure D.11: BRR of transitive sentene (Tree: 6.12, p. 158)
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mrsLTOP h1 hINDEX e2 eRELS 〈







hun_pron_relLBL h3 hARG0 x4 x 




,


_gi_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4






,


kariLBL h5 hARG0 x6 x,






arg3_relLBL h1ARG0 x6






,


indef_relLBL h7 hARG0 x8 x,_is_n_relLBL h9 hARG0 x8






,


arg2_relLBL h1ARG0 x8







〉



































Figure D.12: BRR of ditransitive sentene (Tree: 6.13, p. 158)




































mrsLTOP h1 hINDEX e2 eRELS 〈







_kake_n_relLBL h3 hARG0 x4 x 




,


indef_relLBL h3ARG0 x4






,


_like_v_relLBL h1ARG0 e2






,







hun_pron_relLBL h5 hARG0 x6 x 




,


arg1_relLBL h1ARG0 x6






,


arg2_relLBL h1ARG0 x4







〉



































Figure D.13: BRR of transitive main lause with topialized objet with the verb liker(`likes') (Tree: 6.14, p. 160)




































mrsLTOP h1 hINDEX e2 eRELS 〈







at-LBL h1ARG0 e2






,


han_pron_relLBL h3 hARG0 x4 x 




,


arg1_relLBL h1ARG0 x4






,







_beundre_v_relLBL h1ARG0 e2






,


maritLBL h5 hARG0 x6 x,arg2_relLBL h1ARG0 x6







〉



































Figure D.14: BRR of subordinate lause (Tree: 6.23, p. 168)
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mrsLTOP h1 hINDEX e2 eRELS 〈







jonLBL h3 hARG0 x4 x,_ha_v_relLBL h1ARG0 e5 e,arg1_relLBL h1ARG0 x4






,







_beundre_v_relLBL h1ARG0 e2






,


kariLBL h6 hARG0 x7 x,arg2_relLBL h1ARG0 x7







〉



































Figure D.15: BRR of sentene with auxiliary (Tree: 6.28, p. 172)




































mrsLTOP h1 hINDEX e2 eRELS 〈







jonLBL h3 hARG0 x4 x,_ville_v_relLBL h1ARG0 e5 e 




,


arg1_relLBL h1ARG0 x4






,


_ha_v_relLBL h1ARG0 e6 e,






_kunne_v_relLBL h1ARG0 e7 e 




,


_beundre_v_relLBL h1ARG0 e2






,


kariLBL h8 hARG0 x9 x,arg2_relLBL h1ARG0 x9







〉



































Figure D.16: BRR of sentene with three auxiliaries (Tree: 6.29, p. 172)




































mrsLTOP h1 hINDEX e2 eRELS 〈







at-LBL h1ARG0 e3 e,kariLBL h4 hARG0 x5 x,arg1_relLBL h1ARG0 x5






,


_aldri_adv_relLBL h1ARG0 e6 e 




,







_ha_v_relLBL h1ARG0 e3






,


_sove_v_relLBL h1ARG0 e2







〉



































Figure D.17: BRR of subordinate lause (Tree: 6.32, p. 174)
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mrsLTOP h1 hINDEX e2 eRELS 〈







jonLBL h3 hARG0 x4 x,_klare_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4






,


inf_lause_relLBL h5 hARG0 e6 e 




,







arg1_relLBL h5ARG0 x4






,


arg2_relLBL h1ARG0 e6






,


_sove_v_relLBL h5ARG0 e6







〉



































Figure D.18: BRR of sentene with in�nitival lause (Tree: 6.33, p. 174)




































mrsLTOP h1 hINDEX x2 xRELS 〈







_mann_n_relLBL h1ARG0 x2






,


def_relLBL h1ARG0 x2






,


rel-lauseLBL h3 hARG0 e4 e




,







arg1_relLBL h3ARG0 x2






,


_sove_v_relLBL h3ARG0 e4







〉



































Figure D.19: BRR of NP with relative lause (Tree: 6.34, p. 174)




















































mrsLTOP h1 hINDEX e2 e
RELS 〈







_bok_n_relLBL h3 hARG0 x4 x,def_relLBL h3ARG0 x4






,


_hevde_v_relLBL h1ARG0 e2






,


jonLBL h5 hARG0 x6 x,






arg1_relLBL h1ARG0 x6






,


at-LBL h7 hARG0 e8 e




,


arg2_relLBL h1ARG0 e8






,


han_pron_relLBL h9 hARG0 x10 x 




,







arg1_relLBL h7ARG0 x10






,


_ha_v_relLBL h7ARG0 e8






,


_lese_v_relLBL h7ARG0 e11 e,arg2_relLBL h7ARG0 x4







〉



















































Figure D.20: BRR of Boka hevder Jon at han har lest (`The book, John laims that hehas read') (Tree: 6.39, p. 177)
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mrsLTOP h1 hINDEX e2 e
RELS 〈







_bok_n_relLBL h3 hARG0 x4 x,def_relLBL h3ARG0 x4






,


_hevde_v_relLBL h1ARG0 e2






,


jonLBL h5 hARG0 x6 x,






arg1_relLBL h1ARG0 x6






,


arg2_relLBL h1ARG0 e7 e,at-LBL h8 hARG0 e7






,


han_pron_relLBL h9 hARG0 x10 x 




,







arg1_relLBL h8ARG0 x10






,


_ha_v_relLBL h8ARG0 e7






,


_lese_v_relLBL h8ARG0 e11 e,arg2_relLBL h8ARG0 x4







〉



















































Figure D.21: BRR of Boka hevder Jon han har lest (`The book, John laims he hasread') (Tree: 6.40, p. 177)




































































mrsLTOP h1 hINDEX e2 e
RELS 〈







jonLBL h3 hARG0 x4 x,_hevde_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4






,


at-LBL h5 hARG0 e6 e




,







arg2_relLBL h1ARG0 e6






,


han_pron_relLBL h7 hARG0 x8 x 




,


arg1_relLBL h5ARG0 x8






,


_sove_v_relLBL h5ARG0 e6






,







_i_p_relLBL h9 hARG0 e10 e,�ere-relLBL h11 hARG0 x12 x,_time_n_relLBL h13 hARG0 x12






,


indef_relLBL h13ARG0 x12






,







arg2_relLBL h9ARG0 x12






,


arg1_relLBL h9ARG0 e6







〉



































































Figure D.22: BRR of Jon hevdet at han sov i �ere timer (`John laimed that he hadslept for several hours'). PP attahment to subordinate lause (Tree: 6.42, p. 179)
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mrsLTOP h1 hINDEX e2 e
RELS 〈







jonLBL h3 hARG0 x4 x,_hevde_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4






,


at-LBL h5 hARG0 e6 e




,







arg2_relLBL h1ARG0 e6






,


han_pron_relLBL h7 hARG0 x8 x 




,


arg1_relLBL h5ARG0 x8






,


_sove_v_relLBL h5ARG0 e6






,







_i_p_relLBL h9 hARG0 e10 e,�ere-relLBL h11 hARG0 x12 x,_time_n_relLBL h13 hARG0 x12






,


indef_relLBL h13ARG0 x12






,







arg2_relLBL h9ARG0 x12






,


arg1_relLBL h9ARG0 e2







〉



































































Figure D.23: BRR of Jon hevdet at han sov i �ere timer (`John laimed that he hadslept for several hours'). PP attahment to main lause. (Tree: 6.43, p. 179)




































mrsLTOP h1 hINDEX x2 xRELS 〈







_bok_n_relLBL h1ARG0 x2






,


def_relLBL h1ARG0 x2






,


rel-lauseLBL h3 hARG0 e4 e




,


jonLBL h5 hARG0 x6 x,






arg1_relLBL h3ARG0 x6






,


_ha_v_relLBL h3ARG0 e4






,


_lese_v_relLBL h3ARG0 e7 e




,


arg2_relLBL h3ARG0 x2







〉



































Figure D.24: BRR of boka som Jon har lest (`The book that Jon has read') (Tree: 6.45,p. 181)
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mrsLTOP h1 hINDEX x2 xRELS 〈







_bok_n_relLBL h1ARG0 x2






,


def_relLBL h1ARG0 x2






,


rel-lauseLBL h3 hARG0 e4 e




,


jonLBL h5 hARG0 x6 x,






arg1_relLBL h3ARG0 x6






,


_ha_v_relLBL h3ARG0 e4






,


_lese_v_relLBL h3ARG0 e7 e




,


arg2_relLBL h3ARG0 x2







〉



































Figure D.25: BRR of Boka Jon har lest (`The book John has read') (Tree: 6.46, p. 181)




















































mrsLTOP h1 hINDEX e2 e
RELS 〈







jonLBL h3 hARG0 x4 x,_klare_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4






,


inf_lause_relLBL h5 hARG0 e6 e 




,







arg1_relLBL h5ARG0 x4






,


arg2_relLBL h1ARG0 e6






,


_lese_v_relLBL h5ARG0 e6






,


_bok_n_relLBL h7 hARG0 x8 x,






def_relLBL h7ARG0 x8






,


arg2_relLBL h5ARG0 x8







〉



















































Figure D.26: BRR of Jon klarer å lese boka (`Jon manages to read the book') (Tree:6.51, p. 187)
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mrsLTOP h1 hINDEX e2 e
RELS 〈







jonLBL h3 hARG0 x4 x,_hevde_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4






,


at-LBL h5 hARG0 e6 e




,







arg2_relLBL h1ARG0 e6






,


_ikke_adv_relLBL h7 hARG0 e8 e 




,


maritLBL h9 hARG0 x10 x,arg1_relLBL h7ARG0 x10






,







arg1_relLBL h5ARG0 x10






,


_ikke_adv_relLBL h5ARG0 e11 e 




,


_ville_v_relLBL h5ARG0 e6






,


_vinne_v_relLBL h5ARG0 e12 e 





〉



















































Figure D.27: BRR of subordinate lause with two sentene adverbials (Tree: 6.69, p.201)
D.4 BRRs of example trees in Chapter 7




































mrsLTOP h1 hINDEX e2 eRELS 〈







jonLBL h3 hARG0 x4 x,_bli_aux_relLBL h1ARG0 e5 e 




,


arg1_relLBL h1ARG0 u6 u,arg3_relLBL h1ARG0 x4






,







_gi_v_relLBL h1ARG0 e2






,


_avis_n_relLBL h7 hARG0 x8 x 




,


def_relLBL h7ARG0 x8






,


arg2_relLBL h1ARG0 x8







〉



































Figure D.28: BRR of passive ditransitive sentene with the auxiliary bli (Tree: 7.4, p.214)
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mrsLTOP h1 hINDEX e2 eRELS 〈







_avis_n_relLBL h3 hARG0 x4 x 




,


def_relLBL h3ARG0 x4






,


_lese_v_relLBL h1ARG0 e2






,







arg1_relLBL h1ARG0 u5 u,arg2_relLBL h1ARG0 x4







〉



































Figure D.29: BRR of passive sentene with morphologial passive (Tree: 7.5, p. 215)
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mrsLTOP h1 hINDEX e2 eRELS 〈







hun_pron_relLBL h3 hARG0 x4 x 




,


_beundre_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4






,


_ofte_adv_relLBL h5 hARG0 e2






,







arg1_relLBL h5ARG0 e2






,


kariLBL h6 hARG0 x7 x,arg2_relLBL h1ARG0 x7







〉



































Figure D.30: BRR of transitive main lause (Tree: 9.11, p. 251)




































mrsLTOP h1 hINDEX e2 eRELS 〈







_spise_v_relLBL h1ARG0 e2






,


kariLBL h3 hARG0 x4 x,arg1_relLBL h1ARG0 x4






,


_ofte_adv_relLBL h5 hARG0 e2






,







arg1_relLBL h5ARG0 e2






,


_eple_n_relLBL h6 hARG0 x7 x 




,


indef_relLBL h6ARG0 x7






,


arg2_relLBL h1ARG0 x7







〉



































Figure D.31: BRR of Norsyg yes-no lause (Tree: 9.12, p. 252)
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mrsLTOP h1 hINDEX e2 e
RELS 〈







at-LBL h1ARG0 e2






,


han_pron_relLBL h3 hARG0 x4 x 




,


arg1_relLBL h1ARG0 x4






,


_ofte_adv_relLBL h5 hARG0 e2






,







arg1_relLBL h5ARG0 e2






,


_spise_v_relLBL h1ARG0 e2






,


_eple_n_relLBL h6 hARG0 x7 x 




,


indef_relLBL h6ARG0 x7






,







arg2_relLBL h1ARG0 x7







〉



















































Figure D.32: BRR of alternative representation of subordinate lause with senteneadverbial (Tree: 9.14, p. 253)




































mrsLTOP h1 hINDEX e2 eRELS 〈







jonLBL h3 hARG0 x4 x,_ha_v_relLBL h1ARG0 e5 e,arg1_relLBL h1ARG0 x4






,


_ofte_adv_relLBL h6 hARG0 e5






,







arg1_relLBL h6ARG0 e5






,


_beundre_v_relLBL h1ARG0 e2






,


maritLBL h7 hARG0 x8 x,arg2_relLBL h1ARG0 x8







〉



































Figure D.33: BRR of alternative representation of main lause with auxiliary (Tree:9.15, p. 254)




































mrsLTOP h1 hINDEX e2 eRELS 〈







_have_v_relLBL h1ARG0 e3 e 




,


johnLBL h4 hARG0 x5 x,arg1_relLBL h1ARG0 x5






,


_eat_v_relLBL h1ARG0 e2






,







def_relLBL h6 hARG0 x7 x,_apple_n_relLBL h8 hARG0 x7






,


arg2_relLBL h1ARG0 x7







〉



































Figure D.34: BRR of new analysis of Has John eaten the apple? (Tree: 9.17, p. 255)
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mrsLTOP h1 hINDEX e2 eRELS 〈







johnLBL h3 hARG0 x4 x,arg1_relLBL h1ARG0 x4






,


_often_relLBL h1ARG0 e5 e,_admire_v_relLBL h1ARG0 e2






,







maryLBL h6 hARG0 x7 x,arg2_relLBL h1ARG0 x7







〉



































Figure D.35: BRR of new analysis of John often admires Mary (Tree: 9.20, p. 257)




































mrsLTOP h1 hINDEX e2 eRELS 〈







_in_p_relLBL h3 hARG0 e4 e




,


def_relLBL h5 hARG0 x6 x,_forest_n_relLBL h7 hARG0 x6






,


arg2_relLBL h3ARG0 x6






,







johnLBL h8 hARG0 x9 x,arg1_relLBL h1ARG0 x9






,


_walk_v_relLBL h1ARG0 e2






,


arg1_relLBL h3ARG0 e2







〉



































Figure D.36: BRR of new analysis of In the forest John walks (Tree: 9.22, p. 258)




















































mrsLTOP h1 hINDEX e2 e
RELS 〈







_in_p_relLBL h3 hARG0 e4 e




,


def_relLBL h5 hARG0 x6 x,_forest_n_relLBL h7 hARG0 x6






,


arg2_relLBL h3ARG0 x6






,







_have_v_relLBL h1ARG0 e8 e 




,


johnLBL h9 hARG0 x10 x,arg1_relLBL h1ARG0 x10






,


_walk_v_relLBL h1ARG0 e2






,







arg1_relLBL h3ARG0 e2







〉



















































Figure D.37: BRR of In the forest has John walked (Tree: 9.24, p. 259)
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mrsLTOP h1 hINDEX e2 eRELS 〈







kariLBL h3 hARG0 x4 x,_ha_v_relLBL h1ARG0 e5 e,arg1_relLBL h1ARG0 x4






,







_aldri_adv_relLBL h1ARG0 e6 e 




,


_sove_v_relLBL h1ARG0 e2







〉



































Figure D.38: BRR of main lause with auxiliary and sentene adverbial (Tree: 10.7, p.276)




















































mrsLTOP h1 hINDEX e2 e
RELS 〈







jonLBL h3 hARG0 x4 x,_hevde_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x4






,


at-LBL h5 hARG0 e6 e




,







arg2_relLBL h1ARG0 e6






,


kariLBL h7 hARG0 x8 x,arg1_relLBL h5ARG0 x8






,


_ikke_adv_relLBL h5ARG0 e9 e 




,







_ha_v_relLBL h5ARG0 e6






,


_sove_v_relLBL h5ARG0 e10 e
〉



















































Figure D.39: BRR of subordinate lause with auxiliary and sentene adverbial (Tree:10.9, p. 276)
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mrsLTOP h1 hINDEX e2 eRELS 〈







_sove_v_relLBL h1ARG0 e2






,


_aldri_adv_relLBL h3 hARG0 e4 e 




,


kariLBL h5 hARG0 x6 x,






arg1_relLBL h3ARG0 x6






,


arg1_relLBL h1ARG0 x6







〉



































Figure D.40: BRR of yes-no question with sentene adverbial (Tree: 10.11, p. 277)






















mrsLTOP h1 hINDEX e2 eRELS 〈







_sove_v_relLBL h1ARG0 e2






,


kariLBL h3 hARG0 x4 x,arg1_relLBL h1ARG0 x4






,


_aldri_adv_relLBL h1ARG0 e5 e 





〉





















Figure D.41: BRR of yes-no question with sentene adverbial (Tree: 10.13, p. 277)




















































mrsLTOP h1 hINDEX e2 e
RELS 〈







_gi_v_relLBL h1ARG0 e2






,


_aldri_adv_relLBL h1ARG0 e3 e 




,


jonLBL h4 hARG0 x5 x,arg1_relLBL h1ARG0 x5






,







maritLBL h6 hARG0 x7 x,arg3_relLBL h1ARG0 x7






,


_is_n_relLBL h8 hARG0 x9 x,def_relLBL h8ARG0 x9






,







arg2_relLBL h1ARG0 x9







〉



















































Figure D.42: BRR of ditransitive yes-no question with no pronouns (Tree: 10.15, p.278)
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mrsLTOP h1 hINDEX e2 e
RELS 〈







_gi_v_relLBL h1ARG0 e2






,


han_pron_relLBL h3 hARG0 x4 x 




,


arg1_relLBL h1ARG0 x4






,


_aldri_adv_relLBL h1ARG0 e5 e 




,







maritLBL h6 hARG0 x7 x,arg3_relLBL h1ARG0 x7






,


_is_n_relLBL h8 hARG0 x9 x,def_relLBL h8ARG0 x9






,







arg2_relLBL h1ARG0 x9







〉



















































Figure D.43: BRR of ditransitive yes-no question with one pronoun (Tree: 10.16, p.278)




















































mrsLTOP h1 hINDEX e2 e
RELS 〈







_gi_v_relLBL h1ARG0 e2






,


han_pron_relLBL h3 hARG0 x4 x 




,


arg1_relLBL h1ARG0 x4






,


hun_pron_relLBL h5 hARG0 x6 x 




,







arg3_relLBL h1ARG0 x6






,


_aldri_adv_relLBL h1ARG0 e7 e 




,


_is_n_relLBL h8 hARG0 x9 x,def_relLBL h8ARG0 x9






,







arg2_relLBL h1ARG0 x9







〉



















































Figure D.44: BRR of ditransitive yes-no question with two pronouns (Tree: 10.17, p.278)
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mrsLTOP h1 hINDEX e2 eRELS 〈







_gi_v_relLBL h1ARG0 e2






,


han_pron_relLBL h3 hARG0 x4 x 




,


arg1_relLBL h1ARG0 x4






,


hun_pron_relLBL h5 hARG0 x6 x 




,







arg3_relLBL h1ARG0 x6






,


def_relLBL h7 hARG0 x8 x,arg2_relLBL h1ARG0 x8






,


_aldri_adv_relLBL h1ARG0 e9 e 





〉



































Figure D.45: BRR of ditransitive yes-no question with three pronouns (Tree: 10.18, p.278)




































mrsLTOP h1 hINDEX e2 eRELS 〈







_gi_v_relLBL h1ARG0 e2






,


arg1_relLBL h1ARG0 x3 x,han_pron_relLBL h4 hARG0 x3






,


arg3_relLBL h1ARG0 x5 x,






hun_pron_relLBL h6 hARG0 x5






,


arg2_relLBL h1ARG0 x7 x,han_pron_relLBL h8 hARG0 x7






,[_ikke_adv_relLBL h1

]

〉



































Figure D.46: BRR of (Tree: 10.19, p. 279)
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mrsLTOP h1 hINDEX e2 e
RELS 〈







at-LBL h1ARG0 u3 u,_so_adv_relLBL h4 hARG0 x5 x 




,


_grün_a_relLBL h6 hARG0 u7 u 




,


arg1_relLBL h6ARG0 x5






,







arg1_relLBL h4ARG0 x5






,


arg4_relLBL h1ARG0 x5






,


_selbst_adv_relLBL h8 hARG0 x9 x 




,


janLBL h10 hARG0 x9






,







arg1_relLBL h8ARG0 x9






,


arg1_relLBL h1ARG0 x9






,


def_relLBL h11 hARG0 x12 x,_tür_n_relLBL h13 hARG0 x12






,







arg2_relLBL h1ARG0 x12






,


_niht_a_relLBL h1ARG0 e14 e 




,


_streihen_v_relLBL h1ARG0 e2







〉



































































Figure D.47: BRR of daÿ so grün selbst Jan die Tür niht streiht (`that not even Janwould paint the door that green') (Tree: B.1, p. 309) and daÿ so grün die Tür selbstJan niht streiht (`that not even Jan would paint the door that green') (Tree: B.2, p.309)
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mrsLTOP h1 hINDEX e2 e
RELS 〈







at-LBL h1ARG0 u3 u,janLBL h4 hARG0 x5 x,arg1_relLBL h1ARG0 x5






,


_so_adv_relLBL h6 hARG0 x7 x 




,







_grün_a_relLBL h8 hARG0 u9 u 




,


arg1_relLBL h8ARG0 x7






,


arg1_relLBL h6ARG0 x7






,


arg4_relLBL h1ARG0 x7






,







_selbst_adv_relLBL h10 hARG0 x11 x 




,


def_relLBL h12 hARG0 x11






,


_tür_n_relLBL h13 hARG0 x11






,


arg1_relLBL h10ARG0 x11






,







arg2_relLBL h1ARG0 x11






,


_niht_a_relLBL h1ARG0 e14 e 




,


_streihen_v_relLBL h1ARG0 e2







〉



































































Figure D.48: BRR of daÿ Jan so grün selbst die Tür niht streiht (`that not even Janwould paint the door that green') (Tree: B.3, p. 309)




































































mrsLTOP h1 hINDEX e2 e
RELS 〈







at-LBL h1ARG0 u3 u,indef_relLBL h4 hARG0 x5 x,_solh_a_relLBL h6 hARG0 u7 u 




,


arg1_relLBL h6ARG0 x5






,







_tür_n_relLBL h8 hARG0 x5






,


arg1_relLBL h6ARG0 x5






,


arg2_relLBL h1ARG0 x5






,


_so_adv_relLBL h9 hARG0 x10 x,






_grün_a_relLBL h11 hARG0 u12 u




,


arg1_relLBL h11ARG0 x10






,


arg1_relLBL h9ARG0 x10






,


arg4_relLBL h1ARG0 x10






,







niemand_pron_relLBL h13 hARG0 x14 x 




,


arg1_relLBL h1ARG0 x14






,


_streihen_v_relLBL h1ARG0 e2







〉



































































Figure D.49: BRR of daÿ eine solhe Tür so grün niemand streiht (`that nobody paintssuh a door that green') (Tree: B.4, p. 309)
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