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Figure 7.3: wavelet coefficient prediction of high priority failures in Sgr-trondelag
region

In Figure 7.4d, the prediction performance of the simple approach is tested by
considering additional wavelet coefficient (wavelet coefficient 3) in addition to the
selected wavelet coefficients 4 and 5. The figure shows the comparison between the
prediction performance of the random occurrence of failures and the performance
of the "simple approach"' using the three wavelet coefficients in sgr-trondelag region.
As we can see on the figure, the prediction performance of using the three wavelet
coefficients is better than the above version of the proposed approach using the two
wavelet coefficients 4 and 5. However, the false alarm rate(measured at scanning
time range equal to the mean interarrival time between critical failures) is around
35% which is somehow larger than the above version of the proposed approach using
wavelet coefficients 4 and 5. Though, the false alarm rate is larger in both cases, the
simple approach using two wavelet coefficients has a lower false alarm rate with a
performance not that much different from the second version using three coefficients.

The prediction performance of the "simple approach" in Sgr-trondelag region is
also tested by using different data sets. As explained in chapter 5, the failure log
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Figure 7.4: Measuring the performance of the "simple approach" in predicting critical
failures in sgr-trondelag region
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Figure 7.5: Prediction performance of the "simple approach" in Sgr-trondelag region
using four different dataset
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can be represented in different ways such as based on their priority level, location
information, type of problem and so on. Here, the proposed approach is tested for
three datasets; consequence data set, location data set and type of problem. And,
the results are compared to the random prediction performance. As we can see on
Figure 7.5, using these data sets gives some how similar result to the priority level
data sets we used above on Figure 7.4. But, there are marginal improvements from
using these data sets. Using data sets created from the consequence resulted and
failure location information gives a better result while using the problem type data
set gives a little bit smaller prediction performance.

7.1.2 Simple clustering

The failure prediction is conducted on the regional level (Counties) considering more
than two data sets. A simple clustering technique is used to specify peak points that
are indicated at least by two or more data sets. In this test, four data sets that are
extracted from the failure log(priority level, consequence data set, location data set
and type of problem) are used. First, the data sets are transformed into the wavelet
domain. Once the data sets are transformed into the wavelet domain, representative
wavelet coefficient are selected (different selection for the different scenarios, in this
case let’s first assume coefficient 4 and 5) from each of the transformed representations.
Hence, the clustering takes a total of 8 wavelet coefficient as an input.

The peak points on wavelet coefficient 4 from all the data sets are very close to
each other and there is a similar pattern for wavelet coefficient 5(as shown in Figure
7.6). Since the peak points from similar wavelet coefficients are very close to each
other, the clustering will group them one cluster. Overall, the clustering aims to set
a fine location of such adjacent peak points and look for patterns that follow the
high priority failures.

This approach first tries to cluster the peak points from all selected wavelet
coefficients into a number M, where M is the average number of critical failures
expected in the observed period. It is also tested for the scenario where three wavelet
coefficients are used and for two other scenarios with higher M values and the result
is shown in Table 7.1. As discussed in chapter 6, k-means clustering technique is
used which considers a squared euclidean distance between adjacent peak points.

Figure 7.7 shows the centroids of the clustered data set with the critical failures in
sgr-trondelag region. As it can clearly seen on this figure, in most cases, the centroids
of the clusters somehow occur right before the critical failures. To further investigate
the prediction performance, a pictorial comparison of the simple clustering technique
with the random occurrence of failures is shown in Figure 7.8.

As seen on figure 7.8, the use of the proposed simple clustering technique improves
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Figure 7.6: comparison of the 5th wavelet coefficient from two different data sets
representing priority level and spatial information.
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Figure 7.7: Prediction of critical failures in Sgr-trondelag region using a simple
clustering technique

the performance relative to the simple approach. The false alarm rate in using the
simple clustering technique is almost similar to the simple approach with the clustering
having a slightly lower false alarm rate in some cases(a decrease by 4%). As we
can see from the result, using different data sets and clustering does not give much
different result. This is because of the reason that even if we represent the failure
log with different data sets from different perspectives, in all the cases the failures
have similar frequencies. And, the wavelet domain representation has similar pattern
and clustering could not give has new locations other than refining the placement of
the peak points.

A similar result is obtained for the scenario where three wavelet coefficients
are used as shown in Table 7.1. However, when the number of clusters is increased
(distance considered between adjacent peak points is decreased), the result is improved
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Figure 7.8: Prediction performance using a simple clustering technique in Sgr-
trondelag region

as shown in Table 7.1. This study does not look into setting an optimal cluster
size(distance between adjacent points), but a more better approach could be designed
to find an optimal value of cluster size/distance considered between adjacent points
to be clustered.

7.2 Prediction on a system level

The analysis/prediction conducted on the system level considering one data set at a
time. A data set covering 1 month failure log of the whole network is used for this
test. For system level prediction, very critical high priority failures are used for the
study. The high priority failures are filtered so that only those points where four or
more critical failures occurred at a time (in 1 hour) are used.

The wavelet domain representation of low priority failures, mainly the medium
frequencies, wavelet coefficient 3, 4 and 5 together with the critical failures in the
whole system during the observation period is shown on the figure 7.9.

Figure 7.9 is presented with a shorter time range showing the comparison between
high priority failures and the wavelet coefficients selected for prediction. Figure 7.9a
shows how the 3rd wavelet coefficient follows/predict the pattern in high priority
failures while figure 7.9b shows how the 4th wavelet coefficient follows/predict the
pattern in high priority failures and figure 7.9c for the the 5th wavelet coefficient
prediction ability. Figure 7.9d shows the relationship between the three coefficients
and their prediction capability towards the high priority failures. The figures shows
that the peak values of the selected wavelet coefficients somehow tend to follow the
critical failures pattern and hence can be used to predict these high priority failures
on the system level.
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Table 7.1: Comparison of different approaches/scenarios based on false alarm rate
and prediction capability (Regional level)

Approach and scenario False alarm | Prediction
(measured at | capability (mea-
the average | sured at the

time between | average time
failures) between failures)
Simple approach(considering coefficient 4 | 23% 67%
and 5)
Simple approach(considering coefficient 3, | 35% 78%
4 and 5)
Clustering (into, M clusters where M is | 20% 70%

average number of critical failures) consid-
ering coeflicient 4 and 5

Clustering (into M clusters where M is aver- | 35% 80%
age number of critical failures) considering
coefficient 3, 4 and 5

Clustering (into 2M clusters where M is | 33% 84%
average number of critical failures) consid-
ering coefficient 3, 4 and 5

Clustering (into 3M clusters where M is | 33% 84%
average number of critical failures) consid-
ering coefficient 3, 4 and 5

And, the peak values at the selected wavelet coefficients can be further tested to
measure how good is the performance of the failure prediction.

A simple performance test of the prediction capability (using wavelet coefficient 4
and 5) is conducted and the result is presented in figure 7.10. The figure compares the
prediction performance of the proposed simple approach with a random occurrence
of the failures. The percentage of detected failures for various time lengths are shown
in the figure where the random occurrence of critical failures is calculated based on
the average interarrival time between critical failures considering the failure process
is poisson.

As we can see on the figure 7.10, the prediction performance of the proposed
approach is slightly better than the random prediction. The prediction capability on
the system level is also somehow better than the prediction capability we have got
when considering on a regional level. The false alarm rate is around 20%(measured
at the mean interarrival time) which is slightly lower than what we have on the
regional level. As stated in chapter 5, the failure process on a system level has also
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Figure 7.9: wavelet coefficient prediction of high priority failures in the whole network
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Figure 7.10: comparing the performance of the "simple approach' using wavelet
coefficient 4 and 5 to a random occurrence of failures.

some bursty patterns and the exact performance of the random prediction could be
somehow lower due to this burstiness which means the proposed approach might
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more slightly better than the random prediction.
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Figure 7.11: comparing the performance of the "simple approach' using wavelet
coefficient 3, 4 and 5 to a random occurrence of failures.

In Figure 7.11, the prediction performance of the simple approach is tested by
considering additional wavelet coefficient (wavelet coefficient 3) in addition to the
selected wavelet coefficients 4 and 5. The figure shows the comparison between
the prediction performance of the random occurrence of failures and the "simple
approach"’s prediction using the three wavelet coefficients on the system level. It can
be clearly seen that the prediction performance of using the three wavelet coefficients
is better than the above version of the proposed approach using the two wavelet
coefficients 4 and 5. However, the false alarm rate(measured at scanning time range
equal to the mean interarrival time between critical failures) is around 34% which
is somehow larger than the above version of the proposed approach using wavelet
coefficients 4 and 5.

The simple approach on a system level using the three wavelet coefficients gives a
good prediction especially in the middle areas near to the mean interarrival time of
failures. In this analysis and comparisons, the failure process is considered as Possion
which might not be completely true as explained in chapter 5 where there is also
some bursty behaviours on week days. This implies that the prediction performance
might be slightly better than what is presented here as the comparison of the result
with random occurrence of failures is optimistic.

7.2.1 Simple clustering

The failure prediction is conducted on the system level considering more than two
data sets. Similar to what we have done for the regional level, the simple clustering
technique is used to locate optimized peak points that are indicated by the four data
sets extracted from the failure log(priority level, consequence data set, location/spatial
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information and type of problem). Here again, once the data sets are transformed
into the wavelet domain, representative wavelet coefficient are selected (different
selection for the different scenarios, in this case let’s first assume coefficient 4 and 5)
from each of the transformed representations. Then, the proposed simple clustering
approach first tries to cluster the peak points from all selected wavelet coefficients
into a number M, where M is the average number of critical failures expected in the
observed period.

The approach is also tested for the scenario where three wavelet coefficients are
used and for two other scenarios with higher M values and the result is shown in
Table 7.2. As discussed in chapter 6, a k-means clustering technique is used which
considers a squared euclidean distance between adjacent peak points. Figure 7.12
shows a pictorial comparison of the prediction capability(percentage of detected high
priority failures) of simple clustering technique with the prediction capability of the
simple approach discussed above on a system level considering the whole network.

Prediction capability (%)

100
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]
[ =]
T

—— Simple approach

0 Clustering

5 .5 — time range

n

Figure 7.12: Prediction performance using a simple clustering technique(considering
coefficient 4 and 5) at the system level.

As seen on figure 7.12, the use of the proposed simple clustering technique gives
a very slightly better performance than the simple approach. The false alarm rate
in using the simple clustering technique is slightly lower than the simple approach
explained above as show in in Table 7.2. As we can see from the result, using different
data sets and clustering(for cluster size equal to average number of failures) does not
give much different result. This is because of the reason mentioned in section 7.1.2
that the different data sets used in the simple clustering has different information
but whose frequencies are more or less the same.

A similar result is obtained for the scenario where three wavelet coefficients are
used as shown in Table 7.2. Here again, when the number of clusters is increased
(distance considered between adjacent peak points is decreased), the result is somehow
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Table 7.2: Comparison of different approaches/scenarios based on false alarm rate

and prediction capability (System level)

Approach and scenario

False alarm
(measured at
the average
time between

Prediction

capability (mea-
sured at the
average time

average number of critical failures) consid-
ering coeflicient 3, 4 and 5

failures) between failures)
Simple approach(considering coefficient 4 | 20% 78%
and 5)
Simple approach(considering coefficient 3, | 34% 91%
4 and 5)
Clustering (into M clusters where M is aver- | 20% 82%
age number of critical failures) considering
coeflicient 4 and 5
Clustering (into M clusters where M is aver- | 36% 94%
age number of critical failures) considering
coefficient 3, 4 and 5
Clustering (into 2M clusters where M is | 35% 95%
average number of critical failures) consid-
ering coeflicient 3, 4 and 5
Clustering (into 3M clusters where M is | 35% 95%

improved marginally as shown in Table 7.2.






Conclusion

The paper first gives an overview of the previous works of failure analysis and
prediction mainly using log files. The basic features and trends in the logs of failure
data are studied briefly which gives some insight about the failure process and the
behaviour of the network to be studied. It is also tried to specify the basic criteria
and functionalities to be considered in proposing a better approach to predict system
level critical failures by studying primary(low level) failure records. And lastly, the
proposed better approach is presented. Unlike previous failure prediction approaches
which often use time domain analysis, the proposed approach is based on wavelet
technique which is not extensively investigated in failure prediction.

The proposed approach has two ways of predicting critical failures; one is a simple
approach where a wavelet technique is applied on one data set while the second type
takes 4 types of data sets as an input and use a simple clustering technique. The
prediction is tested both at a regional /sub system level as well as on a system level
considering the whole network and an explanation to the results is included.

The prediction capabilities of the proposed approaches is somehow slightly better
than what we could have got from a random occurrence of failures. The result showed
that there is a relatively better prediction capability on a system level than a regional
one. This might be due to the reason that we have much more data and hence more
dynamics(changes every few minutes and hour) on the system level. The results
points that wavelet techniques are more efficient in pointing out anomalous points
and prediction when the data considered has some dynamics.

In using a simple clustering technique where the cluster size is set to average
number of failures, it was possible to get again to some degree a better result.
Even though the data sets used in clustering represent different information, they
have almost similar frequencies and it could not give much better result except fine
placement of anomalous points in the time domain. Using large cluster size somehow
improves the prediction a little bit. This study did not look into setting an optimal

61
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cluster size(distance between adjacent points), but a more better approach could
be designed to find an optimal value of cluster size/distance considered between
adjacent detection (peak) points to be clustered.

In using the wavelet technique, all the raw data (text form) information was
quantified to some numeric value. This has not affect the prediction as it has been
investigated for different assumptions of values and same result(same frequency
pattern) was obtained. However, the choice of threshold values and the period
considered (how much of the data set is used) for the analysis matters. The study
tried to investigate some scenarios for these values and put suggestions. But, still
tuning these values could affect results and hence a more systematic approach could
improve the result.

The study does not look into root cause analysis of the anomalous points identified
by the proposed approach. Though the performance of the proposed technique is not
very impressive, a detailed root cause analysis of the anomalous points could still
reveal important findings. As all the original data sets(before the wavelet domain
transformation) are stored, they can be retrieved and anomalous points can be further
investigated which can potentially improve the results.

Overall wavelet approach is powerful technique in revealing short term variations.
However, in this study, the failure log data was not ideal when it comes to the
dynamics in the data as there were not much varying frequencies in the lower priority
failure data that can be used to model normal and abnormal behaviours. If it was also
possible to get more knowledge about the system, for instance information related to
dependencies and interconnection between components(topology), the results could
have been improved.



[ABCMOY]

[ACP0Y)]

[ALRLO04]

[AXE15]

[BHOS]

[BRMO02]

[DTHS09]

[FSS+13]

[FX07]

[HAB+05)]

References

Michal Aharon, Gilad Barash, Ira Cohen, and Eli Mordechai. One graph is worth
a thousand logs: Uncovering hidden structures in massive system event logs. In
Joint Furopean Conference on Machine Learning and Knowledge Discovery in
Databases, pages 227-243. Springer, 2009.

Georgios Androulidakis, Vassilis Chatzigiannakis, and Symeon Papavassiliou.
Network anomaly detection and classification via opportunistic sampling. IFEFFE
network, 23(1):6-12, 2009.

Algirdas Avizienis, J-C Laprie, Brian Randell, and Carl Landwehr. Basic concepts
and taxonomy of dependable and secure computing. IEFEE transactions on
dependable and secure computing, 1(1):11-33, 2004.

AXELOS. ITIL—information technology infrastructure library. https://www.
axelos.com/best-practice-solutions/itil, 2015.

Philip A Bernstein and Laura M Haas. Information integration in the enterprise.
Communications of the ACM, 51(9):72-79, 2008.

Mark Brodie, Irina Rish, and Sheng Ma. Intelligent probing: A cost-effective
approach to fault diagnosis in computer networks. IBM systems journal, 41(3):372—
385, 2002.

Shivani Deshpande, Marina Thottan, Tin Kam Ho, and Biplab Sikdar. An online
mechanism for bgp instability detection and analysis. IEEE Transactions on
Computers, 58(11):1470-1484, 2009.

Ilenia Fronza, Alberto Sillitti, Giancarlo Succi, Mikko Terho, and Jelena Vlasenko.
Failure prediction based on log files using random indexing and support vector
machines. Journal of Systems and Software, 86(1):2-11, 2013.

Song Fu and Cheng-Zhong Xu. Exploring event correlation for failure prediction
in coalitions of clusters. In Supercomputing, 2007. SC°07. Proceedings of the 2007
ACM/IEEE Conference on, pages 1-12. IEEE, 2007.

Alon Y Halevy, Naveen Ashish, Dina Bitton, Michael Carey, Denise Draper, Jeff
Pollock, Arnon Rosenthal, and Vishal Sikka. Enterprise information integration:

63


https://www.axelos.com/best-practice-solutions/itil
https://www.axelos.com/best-practice-solutions/itil

64

ITU15a]
[ITU15b]
[Jun16]

[KF05]

[KLA*14]

[KMRV03]

[LEFWL10]

[Lil5]

[LWO1]

[LZXS07]

[MBZHMOS]

[MYCO08]

[MZHMO9]

REFERENCES

successes, challenges and controversies. In Proceedings of the 2005 ACM SIGMOD
international conference on Management of data, pages 778-787. ACM, 2005.

ITU. Forum, frameworx—TM [online]. https://www.tmforum.org/
tm-forum-frameworx, 2015.

ITU. ITU - T recommendations. http://www.itu.int/en/ITU-T /publications/
Pages/recs.aspx, 2015.

LIU Zheng LI Tao WANG Junchang. A survey on event mining for ICT network
infrastructure management. ZTE Communications, 14(2), 2016.

Emre Kiciman and Armando Fox. Detecting application-level failures in
component-based internet services. IEEE Transactions on Neural Networks,
16(5):1027-1041, 2005.

Mohammad Maifi Hasan Khan, Hieu Khac Le, Hossein Ahmadi, Tarek F Ab-
delzaher, and Jiawei Han. Troubleshooting interactive complexity bugs in wireless
sensor networks using data mining techniques. ACM Transactions on Sensor
Networks (TOSN), 10(2):31, 2014.

Christopher Kruegel, Darren Mutz, William Robertson, and Fredrik Valeur.
Bayesian event classification for intrusion detection. In Computer Security Appli-
cations Conference, 2003. Proceedings. 19th Annual, pages 14-23. IEEE, 2003.

Jian-Guang Lou, Qiang Fu, Yi Wang, and Jiang Li. Mining dependency in
distributed systems through unstructured logs analysis. ACM SIGOPS Operating
Systems Review, 44(1):91-96, 2010.

Tao Li. FEvent Mining: Algorithms and Applications, volume 38. CRC Press,
2015.

RM Lark and R Webster. Changes in variance and correlation of soil properties
with scale and location: analysis using an adapted maximal overlap discrete
wavelet transform. European journal of soil science, 52(4):547-562, 2001.

Yinglung Liang, Yanyong Zhang, Hui Xiong, and Ramendra Sahoo. Failure
prediction in ibm bluegene/l event logs. In Seventh IEEE International Conference
on Data Mining (ICDM 2007), pages 583-588. IEEE, 2007.

Adetokunbo Makanju, Stephen Brooks, A Nur Zincir-Heywood, and Evangelos E
Milios. Logview: Visualizing event log clusters. In Sizth Annual Conference on
Privacy, Security and Trust, 2008. PST’08., pages 99-108. IEEE, 2008.

Jianning Mai, Lihua Yuan, and Chen-Nee Chuah. Detecting bgp anomalies with
wavelet. In IEEFE Network Operations and Management Symposium, NOMS
2008-2008, pages 465-472. IEEE, 2008.

Adetokunbo AO Makanju, A Nur Zincir-Heywood, and Evangelos E Milios. Clus-
tering event logs using iterative partitioning. In ACM International Conference
on Knowledge Discovery and Data Mining, pages 1255-1264. ACM, 2009.


https://www.tmforum.org/tm-forum-frameworx
https://www.tmforum.org/tm-forum-frameworx
http://www.itu.int/en/ITU-T/publications/Pages/recs.aspx
http://www.itu.int/en/ITU-T/publications/Pages/recs.aspx

[NKN12]

[PG94]

[Pol96)

[Sch08]

[Secl5]

[SFMW14]

[SM07]

[SOR*03]

[SP13]

[TL10]

[TLP11]

[TLS12]

REFERENCES 65

Karthik Nagaraj, Charles Killian, and Jennifer Neville. Structured comparative
analysis of systems logs to diagnose performance problems. In Presented as part of
the 9th USENIX Symposium on Networked Systems Design and Implementation
(NSDI 12), pages 353-366, 2012.

Donald B Percival and Peter Guttorp. Long-memory processes, the allan variance
and wavelets. Wawvelets in geophysics, 4:325-344, 1994.

Robi Polikar. Fundamental concepts & an overview of the wavelet theory. The
Wawvelet Tutorial Part I, Rowan University, College of Engineering Web Servers,
15, 1996.

Hinrich Schiitze. Introduction to information retrieval. In Proceedings of the
international communication of association for computing machinery conference,

2008.

BalaBit IT Security[Online]. Pattern DB — real time syslog mes-
sage classification. http://www.balabit.com/network-security /syslog-ng/
opensource-logging-system /features/pattern-db, 2015.

Ruben Sipos, Dmitriy Fradkin, Fabian Moerchen, and Zhuang Wang. Log-based
predictive maintenance. In Proceedings of the 20th ACM SIGKDD international
conference on knowledge discovery and data mining, pages 1867-1876. ACM, 2014.

Felix Salfner and Miroslaw Malek. Using hidden semi-markov models for effective
online failure prediction. In Reliable Distributed Systems, 2007. SRDS 2007. 26th
IEEE International Symposium on, pages 161-174. IEEE, 2007.

Ramendra K Sahoo, Adam J Oliner, Irina Rish, Manish Gupta, José E Moreira,
Sheng Ma, Ricardo Vilalta, and Anand Sivasubramaniam. Critical event prediction
for proactive management in large-scale computer clusters. In Proceedings of the
ninth ACM SIGKDD international conference on Knowledge discovery and data
mining, pages 426-435. ACM, 2003.

Preeti Sharma and Thaksen J Parvat. Network log clustering using k-means
algorithm. In Proceedings of the Third International Conference on Trends in
Information, Telecommunication and Computing, pages 115-124. Springer, 2013.

Liang Tang and Tao Li. Logtree: A framework for generating system events from
raw textual logs. In 2010 IEEE International Conference on Data Mining, pages
491-500. IEEE, 2010.

Liang Tang, Tao Li, and Chang-Shing Perng. Logsig: Generating system events
from raw textual logs. In Proceedings of the 20th ACM international conference
on Information and knowledge management, pages 785-794. ACM, 2011.

Liang Tang, Tao Li, and Larisa Shwartz. Discovering lag intervals for temporal
dependencies. In Proceedings of the 18th ACM SIGKDD international conference
on Knowledge discovery and data mining, pages 633-641. ACM, 2012.


http://www.balabit.com/network - security/syslog - ng/opensource-logging-system/features/pattern-db
http://www.balabit.com/network - security/syslog - ng/opensource-logging-system/features/pattern-db

66 REFERENCES

[TLS*13]

[Zer15]
[ZLO01]

[ZTL+14a]

[ZTL*14b)

Liang Tang, Tao Li, Larisa Shwartz, Florian Pinel, and Genady Ya Grabarnik.
An integrated framework for optimizing automatic monitoring systems in large it
infrastructures. In Proceedings of the 19th ACM SIGKDD international conference
on Knowledge discovery and data mining, pages 1249-1257. ACM, 2013.

Tesfaye Amare Zerihun. Network anomaly detection using BGP updates. 2015.

Mohammed J Zaki, Neal Lesh, and Mitsunori Ogihara. Predicting failures in
event sequences. In Data Mining for Scientific and Engineering Applications,
pages 515-539. Springer, 2001.

Chungiu Zeng, Liang Tang, Tao Li, Larisa Shwartz, and Genady Ya Grabarnik.
Mining temporal lag from fluctuating events for correlation and root cause analysis.
In 10th International Conference on Network and Service Management (CNSM)
and Workshop, pages 19-27. IEEE, 2014.

Chungiu Zeng, Liang Tang, Tao Li, Larisa Shwartz, and Genady Ya Grabarnik.
Mining temporal lag from fluctuating events for correlation and root cause analysis.
In 10th International Conference on Network and Service Management (CNSM)
and Workshop, pages 19-27. IEEE, 2014.



Table A.1: Quantification used to create time series based on priority levels

Appendix A

Priority level | Value assigned
P1 1000

P2 1000

P3 100

P4 200

P5 300

P6 400

P7 500
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Table A.2: Quantification used to create time series based on Problem types

Problem type

Value assigned

Aksessnett 4
Annet 8
Data Aksess 12
DXX 16
Energiteknikk 20
GPON 24
IP Nett Brum 28
IP Nett Brut 32
IP Nett Gips 36
IPTV 40
Kystradio 44
Mobil 48
Mobile tjenester | 52
BMO

Radiolinje 56
Server /Tjeneste | 60
Stottesystemer 64
Svitsjing 68
Transport 72
TVinPeaks 76
Wimax 80
xDSL 84
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Table A.3: Quantification used to create time series based on location information

Location Value assigned
Agdenes 104
Bjugn 108
Frgya 112
Hemne 116
Hitra 120
Holtalen 124
Klaebu 128
Malvik 132
Meldal 136
Melhus 140
Midtre Gauldal | 144
Oppdal 148
Orkdal 152
Osen 156
Rennebu 160
Rissa 164
Roan 168
Rgros 172
Selbu 176
Skaun 180
Snillfjord 184
Trondheim 188
Tydal 192
@rland 196
Afjord 200
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Table A.4: Quantification used to create time series based on consequences resulted
due to failures

Consequence resulted | Value assigned

Ingen konsekvens 50

1 sekund brudd 150
15 minutter brudd 200
30 minutter brudd 250
Korte brudd 300
Alarmkonsekvens 350
Brudd 400

Brudd. Stgrre feil i nettet | 450

Ikke Kklarlagt. Enter- | 500
prengr tilbakemelder

Redusert effekt 550
Redusert kapasitet 600
Redusert kvalitet 650




Appendix B

B.0.1 Pre processing and filtering of raw data

This is a sample to show how the pre-processing is done and how the time series

used in the study looks like. The example is based on the log file shown in appendix
Table B.1.

. First, one aspect/dimension is selected from the log file, let’s take priority level
data set. The series corresponding to priority level is selected together with
the time information(when it happended)as shown in Figure B.2 below.

. Both the priority level and the time information are imported separately. the
Priority level has the form {?P3”,”P3”,7P3”, ...} while the time information
has the form {"01.11.2014 00:03", "01.11.2014 00:03", "01.11.2014 00:03",....} as
shown in Figure B.3.

. The time information is put into a list with standard date form. {{2014, 11, 1,
0, 3, 0.}, {2014, 11, 1, 0, 3, 0.}, {2014, 11, 1, 0, 3, 0.}, ...., {2014, 11, 1, 0, 47,
0.}}. The entries represent Year, Month, Day, Hour and Minute respectively.

. The Priority level is quantized based on the mapping shown in A.1. {500, 500,
500, 500, 400....... , 500}.

. The newly created list for time information is mapped into the respective newly
formed priority level to form a series. (Now, the time information is in standard
form). {{{2014, 11, 1, 0, 3, 0.}, 500}, {{2014, 11, 1, 0, 6, 0.}, 400}, {{2014, 11,
1, 0, 10, 0.}, 500},......... ,{{2014, 11, 1, 0, 47, 0.}, 500} }

. The data set is filtered to remove repetitive failure records. As it can be seen
on Figure B.2, some failures has the same root cause but they are reported
by different network elements with the occurrence time being the same. After
filtering, only one record will be taken as shown below in Figure B.3.
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priorityﬂ reg_date

P3 01.11.2014 00:03 Server/Tjeneste Server/Tjeneste Redusert kapasite 7 Bazrum Akershus

P3 01.11.2014 00:03 Server/Tjeneste Server/Tjeneste Redusert kapasite 7 Bazrum Akershus

P3 01.11.2014 00:03 Server/Tjeneste Server/Tjeneste Redusert kapasite’ 6 Baerum Akershus

P3 01.11.2014 00:03 Server/Tjeneste Server/Tjeneste Redusert kapasite: 6 Barum Akershus

P4 01.11.2014 00:06 Stpttesystemer AKA Ingen konsekvens 11 Kristiansand  Vest-Agder

P3 01.11.2014 00:10 Stgttesystemer Tacos Redusert effekt 208 Baerum Akershus

P3 01.11.2014 00:11 Radiolinje SDH/PDH NEC Pas Redusert kvalitet 116 Holmestrand  Vestfold

P3 01.11.2014 00:14 xDSL DSLAM Alcatel  Brudd 15 Time Rogaland

P3 01.11.2014 00:14 xDSL DSLAM Alcatel  Brudd 15 Time Rogaland

P3 01.11.2014 00:14 xDSL DSLAM Alcatel  Brudd 15 Time Rogaland

P3 01.11.2014 00:16 Server/Tjeneste Server/Tjeneste Redusert kapasite 23 Baerum Akershus

P3 01.11.2014 00:16 Server/Tjeneste Server/Tjeneste Redusert kapasite’ 23 Baerum Akershus

P3 01.11.2014 00:17 Server/Tjeneste Server/Tjeneste Redusert kapasite 9 Baerum Akershus

P3 01.11.2014 00:17 Server/Tjeneste Server/Tjeneste Redusert kapasite’ 9 Baerum Akershus

P4 01.11.2014 00:20 Stpttesystemer AKA Ingen konsekvens 24 Kristiansand ~ Vest-Agder

P7 01.11.2014 00:21 Transport Datakommunikas Ingen konsekvens 238 Oslo Oslo

P7 01.11.2014 00:21 Transport Datakommunikas Ingen konsekvens 238 Oslo Oslo

P7 01.11.2014 00:21 Transport Datakommunikas Ingen konsekvens 238 Oslo Oslo

P7 01.11.2014 00:21 Transport Datakommunikas Ingen konsekvens 238 Oslo Oslo

P7 01.11.2014 00:23 Transport SDHTellabs Ingen konsekvens 38283 Tysnes Hordaland

P7 01.11.2014 00:23 Transport SDHTellabs Ingen konsekvens 38283 Tysnes Hordaland

P3 01.11.2014 00:24 xDSL DSLAM Alcatel  Brudd 24 Time Rogaland

P3 01.11.2014 00:24 xDSL DSLAM Alcatel  Brudd 24 Time Rogaland

P3 01.11.2014 00:24 xDSL DSLAM Alcatel  Brudd 24 Time Rogaland

P3 01.11.2014 00:32 Server/Tjeneste Server/Tjeneste Redusert kapasite 7 Baerum Akershus

P3 01.11.2014 00:32 Server/Tjeneste Server/Tjeneste Redusert kapasite 7 Baerum Akershus

P3 01.11.2014 00:33 Server/Tjeneste Server/Tjeneste Redusert kapasite 7 Bazrum Akershus

P3 01.11.2014 00:33 Server/Tjeneste Server/Tjeneste Redusert kapasite 7 Bazrum Akershus

P3 01.11.2014 00:35 Transport SDHTellabs Ingen konsekvens 85793 Flora Sogn og Fjordane
P3 01.11.2014 00:35 Transport SDHTellabs Ingen konsekvens 85793 Flora Sogn og Fjordane
P3 01.11.2014 00:35 Transport SDHTellabs Ingen konsekvens 85793 Farde Sogn og Fjordane
P3 01.11.2014 00:35 Transport SDHTellabs Ingen konsekvens 85793 Forde Sogn og Fjordane
P3 01.11.2014 00:39 Radiolinje SDH Nera RL Brudd 277 Karmay Rogaland

P3 01.11.2014 00:39 Radiolinje SDH Nera RL Brudd 277 Karmay Rogaland

P3 01.11.2014 00:40 Svitsjing Brudd Ingen konsekvens 46 Karlsgy Troms

P3 01.11.2014 00:40 Svitsjing Brudd Ingen konsekvens 46 Karlspy Troms

P3 01.11.2014 00:41 Energiteknikk  Annet Ingen konsekvens 255 Kristiansand ~ Vest-Agder

P3 01.11.2014 00:43 Stgttesystemer Tacos Redusert effekt 1204 Baerum Akershus

P3 01.11.2014 00:45 Server/Tjeneste Server/Tjeneste Redusert kapasite 22 Baerum Akershus

P3 01.11.2014 00:45 Server/Tjeneste Server/Tjeneste Redusert kapasite’ 22 Baerum Akershus J

outage_durati
ﬂ prohlem_areaﬂ prohlem_typeﬂ consequence ﬂ on_minutes ﬂ municipalityﬂ county

Figure B.1: Sample failure log raw data used for the study

7. In this example data set we do not have empty values for the priority level. If
there were failure records with empty values, an assumed value close to the
neighbouring will be given.

8. An event series is formed which places each failure record with respect to
absolute time as shown in B.4.
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P3 01.11.2014 00:03
P3 01.11.2014 00:03
P3 01.11.2014 00:03
P3 01.11.2014 00:03
P4 01.11.2014 00:06
P3 01.11.2014 00:10
P3 01.11.2014 00:11
P3 01.11.2014 00:14
P3 01.11.2014 00:14
P3 01.11.2014 00:14
P3 01.11.2014 00:16
P3 01.11.2014 00:16
P3 01.11.2014 00:17
P3 01.11.2014 00:17
P4 01.11.2014 00:20
P7 01.11.2014 00:21
P7 01.11.2014 00:21
P7 01.11.2014 00:21
P7 01.11.2014 00:21
P7 01.11.2014 00:23
P7 01.11.2014 00:23
P3 01.11.2014 00:24
P3 01.11.2014 00:24
P3 01.11.2014 00:24
P3 01.11.2014 00:32
P3 01.11.2014 00:32
P3 01.11.2014 00:33
P3 01.11.2014 00:33
P3 01.11.2014 00:35
P3 01.11.2014 00:35
P3 01.11.2014 00:35
P3 01.11.2014 00:35
P3 01.11.2014 00:39
P3 01.11.2014 00:39
P3 01.11.2014 00:40
P3 01.11.2014 00:40
P3 01.11.2014 00:41
P3 01.11.2014 00:43
P3 01.11.2014 00:45
P3 01.11.2014 00:45

Figure B.2: Sample failure log raw data after filtering to remove repetitive records.

9.

10.

An event series is formed which places each failure record with respect to
absolute time as shown in B.4.

Lastly, the series is re sampled into a hourly basis. And the corresponding
priority level values are expressed for each hour starting from the starting point.
The starting point where we have the first failure is considered as the first hour.
The priority level values recorded for every hour (i.. starting from the first
failure to the point where we have the final failure) are extracted and used
for wavelet analysis. In this case, since all the failures happen with in a few
minutes, we have only one entry with one hour data, {9000}.
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priority B reg_date &l

P3 01.11.2014 00:03
P4 01.11.2014 00:06
P3 01.11.2014 00:10
P3 01.11.2014 00:11
P3 01.11.2014 00:14
P3 01.11.2014 00:16
P3 01.11.2014 00:17
P4 01.11.2014 00:20
P7 01.11.2014 00:21
P7 01.11.2014 00:23
P3 01.11.2014 00:24
P3 01.11.2014 00:32
P3 01.11.2014 00:33
P3 01.11.2014 00:35
Pp3  0LI11.201400:33
P3 01.11.2014 00:40
P3 01.11.2014 00:41
P3 01.11.2014 00:43
P3 01.11.2014 00:45

Figure B.3: Sample failure log raw data used for the study

Priseity level value

500

200

282279 %107 282279 % 108 282279 % 108 2823795108 282279 %108

Figure B.4: Event series of sample priority level data set



	
	
	
	
	
	
	
	

	
	

	
	
	
	
	
	
	


	
	
	
	
	
	
	


	
	
	
	

	
	


	
	
	
	
	


