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Abstract

One of the core ideas in this thesis is to determine how single- and multiobjective
design optimization can be applied and implemented to improve products. The
background for this thesis is an EC research project named SuPLight. The
purposes is to develop a practical approach by introducing an aircraft component
from Hellenic Aerospace Industry. The objective is to reduce the weight/mass
of this component by 10 %, without sacri�cing sti�ness in the load direction.
This proved to be impossible with such stringent conditions. However, it was
possible to reduce the mass by 6.26 %, and still maintain the same sti�ness.

In Chapter 1, the reader is introduced to design optimization and the main
objective of this thesis. Chapter 2 covers the base line for the aircraft com-
ponent. Further, it will be presented how the model should be prepared in
order to capture design intent, a so called parameterization. This is covered
in Chapter 3. In Chapter 4, a demonstration is presented of how a sensitivity
analysis can be performed. A sensitivity analysis helps the validation of the de-
sign parameters before performing an single-objective optimization in Chapter
5. In addition to the single-objective optimization, the multiobjective approach
will be thoroughly considered in Chapter 6. Beside the thesis, a set of detailed
descriptions realted to the use of the software in A3 format, have been made.
These can also be found in the appendices.
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Sammendrag

En av de sentrale ideene med denne oppgaven er å �nne ut hvordan singel- og
multiobjectiv design optimalisering kan brukes og implementeres. Bakgrunnen
for denne oppgaven er et EU-forskningsprosjekt kalt SuPLight. Formålene er
å utvikle en praktisk tilnærming ved å innføre en �ykomponent fra Hellenic
Aerospace Industry. Målet er å redusere vekten/massen av denne komponent
med 10%, uten å gå på bekostning av stivhet i lastretningen. Dette viste seg
å ikke være mulig, med så stremge krav. Imidlertid var det mulig å redusere
massen med 6.26%.

I kapittel 1, blir leseren introdusert for design optimalisering og hovedfor-
målet med denne avhandlingen. Kapittel 2 dekker analysegrunnlaget for �y-
komponenten . Videre, vil det bli presentert hvordan modellen må forbereden
for å være i stand til å kunne endre form. Dette kalles parametrisering og er
dekket i kapittel 3. I kapittel 4blir det demonstrert hvordan en sensitivitet-
sanalyse kan utføres. En sensitivitetsanalyse hjelper validering av design pa-
rametere før singel-objecktiv optimalisering blir utført i kapittel 5. I tillegg til
single-objektiv optimalisering, vil multiobjective tilnærming bli grundig vurdert
i kapittel 6. Foruten avhandlingen, har et sett med detaljerte beskrivelser re-
latert til bruken av programvaren, blitt vedlagt i A3 format. Disse kan også bli
funnet i vedlegget.

v



Contents

1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Design Optimization . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Main Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Scope of Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6 Limitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Base Line 7
2.1 Material Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Load Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Coordinate systems . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Baseline Simulation Results . . . . . . . . . . . . . . . . . . . . . 14
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Parameterization 18
3.1 Design Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Synchronous Modeling and Expression . . . . . . . . . . . . . . . 19
3.3 Practical Approch for Parameterization in NX . . . . . . . . . . 21
3.4 Baseline Design Results after Parameterization . . . . . . . . . . 29
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

vi



4 Sensitivity Analysis 32
4.1 Sensitivity Analysis in NX . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5 Single-Objective Design Optimization with NX 8.5 47
5.1 Work Sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.2.1 Run 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2.2 Run 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

6 Multiobjective Design Optimization with modeFRONTIER 58
6.1 Pareto Optimal Solutions . . . . . . . . . . . . . . . . . . . . . . 58
6.2 Introduction to modeFRONTIER . . . . . . . . . . . . . . . . . . 59
6.3 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.3.1 Sampling Methods for DOEs . . . . . . . . . . . . . . . . 62
6.3.2 Scheduler . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.3.3 No free lunch theorem . . . . . . . . . . . . . . . . . . . . 69

6.4 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.5 Selection of DOE in modeFRONTIER . . . . . . . . . . . . . . . 70
6.6 Comparison of Schedulers . . . . . . . . . . . . . . . . . . . . . . 76

6.6.1 MOGA-II . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.6.2 MOGT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.6.3 MOSA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.6.4 Hybrid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.7 Additional Reduction of Design Space . . . . . . . . . . . . . . . 88
6.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.9 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

7 Conclusion 94

Bibliography 94

A Sensitivity Analysis Results 98

B Optimization in NX (run 1) 101

vii



C Optimization in NX (run 2) 103

D A3 Sheet: Geometry Optimization in NX 106

E A3 Sheet: Optimization Using modeFRONTIER together with
NX 110

F A3 Sheet: modeFRONTIER postprocessing 123

viii



List of Figures

1.1 a) Sizing optimization, b) Shape Optimization, c) topology opti-
mization [1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Original part from HAI . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Overall work�ow . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Terminology of areas . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Original test load direction and constraint . . . . . . . . . . . . . 9
2.3 Coordinate systems . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Placing the WCS . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Orientation of the y-direction . . . . . . . . . . . . . . . . . . . . 11
2.6 Meshed solid body . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.7 Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.8 Applied bearing load . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.9 Stress plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.10 Local stress plot of the hole . . . . . . . . . . . . . . . . . . . . . 15
2.11 Magnitude of displacement . . . . . . . . . . . . . . . . . . . . . 16

3.1 Design limitations . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Synchronous modeling and history tree . . . . . . . . . . . . . . . 20
3.3 Expressions in NX . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Linking design variables using user expressions . . . . . . . . . . 21
3.5 O�set Region (10) . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.6 Resize blend (4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.7 Delete face and edge blend . . . . . . . . . . . . . . . . . . . . . . 24
3.8 Expressions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.9 Assign parameters to O�set Region (13) . . . . . . . . . . . . . . 26
3.10 Parameterized design variables (Top) . . . . . . . . . . . . . . . . 27
3.11 Parameterized design variables (Bottom) . . . . . . . . . . . . . . 28

ix



3.12 Edge Blend (17) removed . . . . . . . . . . . . . . . . . . . . . . 29
3.13 Displacement (magnitude) . . . . . . . . . . . . . . . . . . . . . . 30

4.1 Global Sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 De�ning objective . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 De�ning constraints . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 How to add constraint . . . . . . . . . . . . . . . . . . . . . . . . 35
4.5 De�ning design variables for the sensitivity analysis . . . . . . . . 36
4.6 Control Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.7 Sensitivity analysis results in Excel . . . . . . . . . . . . . . . . . 38
4.8 Changes of displacement and stress for Inner_O�set . . . . . . . 39
4.9 Changes of displeacement and stress for Large_Cavity_Thickness 40
4.10 Changes of displeacement and stress for Corner_Blend6 . . . . . 41
4.11 Sensitivity of the design parameters parameter. . . . . . . . . . 42
4.12 Displacement (y-axis) plotted against design variable (x-axis) for

each of the design parameters . . . . . . . . . . . . . . . . . . . . 43
4.13 Comparrison of di�erent parameter values for Outer_O�set . . . 44
4.14 Revised design parameters . . . . . . . . . . . . . . . . . . . . . . 45

5.1 Altair HyperOpt curve �tting . . . . . . . . . . . . . . . . . . . . 48
5.2 Flowchart ARSM . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.3 Default control parameters for the geometry optmization . . . . . 52
5.4 Excel screen shot from the optimization with default values . . . 53
5.5 Objective plot for optimization run with default control parameters 54
5.6 Control parameters with harder convergence restrictions . . . . . 55
5.7 Objective plot for optimization run with harder convergence re-

striction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.1 Pareto Front[2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2 Work�ow in modeFRONTIER . . . . . . . . . . . . . . . . . . . 60
6.3 Input variable properties . . . . . . . . . . . . . . . . . . . . . . . 61
6.4 Mutation operator illustration with a bit string . . . . . . . . . . 64
6.5 One point crossover . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.6 Directional crossover . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.7 Illustrations of simplex steps [3] . . . . . . . . . . . . . . . . . . 66
6.8 Design table for random DOE . . . . . . . . . . . . . . . . . . . . 70
6.9 Design ID 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.10 Explanation of charts in scatter matrix . . . . . . . . . . . . . . . 72
6.11 Scatter matrix (Random DOE) . . . . . . . . . . . . . . . . . . . 73

x



6.12 Scatter matrix (ULH) . . . . . . . . . . . . . . . . . . . . . . . . 74
6.13 Scatter matrix (Sobol) . . . . . . . . . . . . . . . . . . . . . . . . 75
6.14 Base and steps . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.15 MOGA-II scheduler properties . . . . . . . . . . . . . . . . . . . 77
6.16 Removed designs which is already presented . . . . . . . . . . . . 78
6.17 Run log . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.18 Scatter diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.19 Scatter plot for MOGA-II . . . . . . . . . . . . . . . . . . . . . . 81
6.20 Mark Pareto designs . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.21 Feasible designs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.22 DOE for MOGT . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.23 MOGT - Scheduler properties . . . . . . . . . . . . . . . . . . . . 85
6.24 Scatter plotfor MOGT . . . . . . . . . . . . . . . . . . . . . . . . 86
6.25 Ranking of the designs . . . . . . . . . . . . . . . . . . . . . . . . 87
6.26 MOGA-II work�ow (reduced run) . . . . . . . . . . . . . . . . . . 89
6.27 MOGA-II (reduced run) . . . . . . . . . . . . . . . . . . . . . . . 90
6.28 Mass reduction and time consumption . . . . . . . . . . . . . . . 92

xi



List of Tables

2.1 Main material properties for Aluminum 7075 T7351 . . . . . . . 8
2.2 Baseline results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1 Results after parameterization . . . . . . . . . . . . . . . . . . . . 30

5.1 Control parameters [4] . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Comparison of the design parameters . . . . . . . . . . . . . . . . 56

6.1 General comparison of the . . . . . . . . . . . . . . . . . . . . . 69
6.2 Results MOGA-II . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.3 Results MOGT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.4 Results MOSA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.5 Results MOGA-II (reduced) . . . . . . . . . . . . . . . . . . . . . 91
6.6 Results for each scheduler . . . . . . . . . . . . . . . . . . . . . . 92

xii



Nomenclature

ABS Absolute coordinate system

ARSM Adaptive Response Surface Method

CAE Computer Aided Engineering

DOE Design Of Experiment

EC European Commission

ES Evolution Strategies

FEA Finite Element Analysis

FEM Finite Element Method

GA Genetic Algorithm

GUI Graphical User Interface

HAI Hellenic Aerospace Industry

MCDM Multi Criteria Decision Making

MOGA Multi-Objective Genetic Algorithm

MOGT Multi-Objective Game Theory

MOSA Multi-Objective Simulated Annealing

RSM Multi-Objective Genetic Algorithm

SA Simulated Annealing

xiii



SM Synchronous Modelling

SQP Sequential Quadratic Programming

STL Stereolithography

WCS Work coordinate system

xiv



Chapter 1

Introduction

1.1 Background

SuPLight is a multidisciplinary EC research project that involves participants
from the industry as well as academic environments. The project will be a
multidisciplinary research project combining metallurgy, continuum mechanics,
structural mechanics, optimization algorithms, tolerance analysis and life cycle
analysis. This multidisciplinary perspective represents a challenge, but is also
necessary to yield result that exceed today's knowledge on the topic. SuPLight
stands for Sustainable and e�cient production of light weight solutions. As the
world`s energy needs get higher every day, one needs to �nd sustainable solutions
that reduces today's energy consumption. Production of virgin aluminum is very
energy consuming and more extensive use of recycled aluminum in addition to
lightweight optimized solutions can reduce overall energy consumption. The
main objective of the SuPLight project is to provide sustainable lightweight
industry solutions based on wrought alloy aluminum. Some of the sub goals
included:

� Gain a 50 % increased weight/performance ratio through optimization.

� More than 75 % post consumer recycled wrought aluminum alloy is to be
used.

� New methodologies and tools for holistic Eco-design of products, processes
and manufacturing

1



The SuPLight project aims to develop new methods and concepts that can be
used by the industry. [5, 6]

As a contribution to the overall project, this thesis will seek to �nd out how
it is possible to simplify the design optimization process by use of computer
software �tted for this purpose.

1.2 Design Optimization

The �eld of Computer Aided Engineering(CAE) has grown rapidly the last
decades and has become essential in the engineering �eld. A wide range of
di�erent design and analysis tools help to streamline the product development
process. During the structural design process in various �elds of engineering, the
best decisions are made with respect to di�erent aspects like sti�ness, strength,
construct ability and aesthetic property.

In structural optimization, use of di�erent sets of data representing a math-
ematical model describes the behavior of a structure. Di�erent control param-
eters are tuned by a set of design variables to �nd a situation in which the
structure meets a given property [7]. It is common to divide structural opti-
mization into the following three types:

� Sizing optimization involves di�erent size parameters of the structure that
is to be optimized. It is common to relate this kind of optimization to a
problem where you have a truss containing beams, and you change the
thickness of each beam. [8]

� Shape optimization is where you optimize a structure by changing con-
ture or form without changing topology (introducing new holes). Shape
optimization has an interdisciplinary character, meaning it can be used
on a wide arrange of problems. This kind of optimization is more com-
plex than the sizing optimization. It involves mathematical disciplines as
partial di�erential equations, approximations of these and theory of non-
linear mathematical programming. In terms of three dimensional models
and �nite element methods, advanced software is required. [9, 8]

� Topology optimization optimizes the topology by, for example, making
holes in the component. The algorithm changes the density of elements,
controlling the sti�ness contribution from that particular element. The
result from the optimization must be interpreted and smoothed by the
engineer, as output geometries are highly organic shapes that must be

2



processed before production. Today, gradient-based algorithms are mostly
implemented in commercial software, however new algorithms are contin-
uously developed. For a more detailed description, see [10]

Figure 1.1: a) Sizing optimization, b) Shape Optimization, c) topology opti-
mization [1]

As we can see, there is clearly a correlation between sizing and shape op-
timization, and several di�erent de�nitions exists. In terms of this project,
controlling various geometry parameters will be referred to as geometry opti-

mization. This is in agreement with the terminology used in the CAE software.

1.3 Software

In this thesis, there are essentially two software packages which have been used.
The �rst one is NX 8.5, which is advanced Computer Aided Design (CAD) and
Computer Aided Engineering (CAE) software package developed by Siemens.
This software is mainly being used for design (direct solid/surface modeling)
and engineering analysis (static, dynamic, thermal using FEM). Intergrated in
NX is the CAE software is called NX Advanced Simulations which includes a
set of optimization tools[4]:

� Geometry Optimization: Modi�es the dimensions of the geometry fea-
tures or sketches, expression values, etc. This is used to achieve a design
objective such as minimizing weight.

3



� Topology Optimization: Uses the Tosca topology optimization solver
to adjust the material densities of the elements in your mesh to achieve
a design objective such as minimizing weight. The result is an optimized
STL or bulk data �le that you can use as a guide for creating a new part.

� Shape Optimization: Uses the Tosca shape optimization solver to dis-
place nodes in your mesh with the objective of reducing localized stresses
or maximizing speci�c natural frequencies in your �nal design. The result
is an optimized STL or bulk data �le that you can use as a guide to make
adjustments to your design.

� NX Nastran SOL 200 Design Optimization: Modi�es physical and
material properties and mesh associated data to achieve a design objective.

In this thesis we will only use the geometry optimization. This optimization
tool contains two di�erent optimization types:

1. Altair HyperOpt

2. Global Sensitivity

Only the former will actually try to optimize the model and make changes in
the geometry.

Global Sensitivity evaluates the sensitivity of the design objective for each
selected design variables By using this tool, it is possible to evaluate the design
variables which have the most impact on model responses. Global Sensitivity is
also a great way of investigating the design space.

The second software package being used is modeFRONTIER 4, a multidis-
ciplinary and multiobjective software allowing easy coupling between di�erent
CAE tools. This software extracts results from NX (or almost any other CAE
tool for that matter). It is a more advanced software than the geometry opti-
mizers in NX by o�ering more options regarding how the software should meet
the optima. modeFRONTIER has build-in support for a range of softwares.
[11]

1.4 Main Objective

The main objective of this thesis is to document the process on how NX and
modeFRONTIER can be used to perform geometry optimization. In addition
to this, benchmarking the software based on the results and ease of use will

4



be considered. A typical scenario will be to decrease weight without a�ecting
the durability. In other words; how is it possible to automatically tune various
design variables in order to reduce weight?

Figure 1.2: Original part from HAI

A case study is conducted in terms of an aircraft door connection arm from
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Hellenic Aerospace Industry (HAI). Such door connection arm is located at the
baggage door and are subjected to alternating loads (Figure 1.2). First we will
try to do this with the optimization tool in NX, and compare this with the
results from modeFRONTIER.

1.5 Scope of Work

In order to perform an ideal geometry optimization, the approach mapped in
Figure 1.3 has been used.

Figure 1.3: Overall work�ow

The CAD model needs to be parameterized in order to capture design intents
. To evaluate the parameterization, a sensitivity analysis will be performed using
Global Sensitivity. The model is then ready to be optimized. In this case, it can
either be done by a single-objective or a multiobjective analysis. All these steps
will be described step by step throughout this thesis. Each chapter will contain
a summary and a discussion. In addition to the speci�c case study, a general
guide is given in the appendices D, E, F.

1.6 Limitation

� Only the multiobjective approch will be tested in modeFRONTIER.

� Production methods and tolerances will neither be discussed or brought
into considuration.
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Chapter 2

Base Line

Figure 2.1: Terminology of areas
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The intention of this chapter is to identify product requirements and optimiza-
tion criteria on an initial stage. The base line should form a point of reference
for the �nal model. A clari�cation of the terminology used when refering to
certain areas on the part, is shown in Figure 2.1:

1. Large Cavity

2. Small Cavity

3. Bracket

4. Hole

5. Outer �ange

6. Web

7. Inner �ange

2.1 Material Data

The material to be used during the analysis is Aluminum 7075 T7351. This is
a wrought alloy which is commonly used in the aircraft industries.

Table 2.1: Main material properties for Aluminum 7075 T7351
Value Unit

Density 2, 81 Kg
dm3

Ultimate Tensile Strength 505 MPa
Yield Tensile Strength 435 MPa

Fatigue Strength 5 ∗ 108, R = −1 150 MPa
E-modulus 72 GPa

Poisson`s Ratio 0, 33
Shear Modulus 26, 9 GPa

2.2 Load Case

The load case de�ned by HAI exposes the component to axial tension applied
inside of a bearing hole. From a previously project concerning fatigue testing
of the component, the constraints have been de�ned within a jig (Figure 2.2).
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Figure 2.2: Original test load direction and constraint

The component is subjected to a tensile-tensile load of 2.5 kN. This means
that the minimum load equals zero, while the maximum load equals 2.5 kN.
To keep the focus directed towards the optimization, rather than determine
cycles until fatigue, a static load of 2.5 kN will be applied. An overall goal
for the optimization, is to reduce the weight by 10 % without a�ecting the
sti�nes. The sti�ness is expressed by displacment. Less sti�ness involves more
displacement. In addition, yield strength should not be exceeded.

2.3 Coordinate systems

Before moving on with the static analysis, the coordinate system needs to be
reoriented. This gives a more proper representation of the displacements.

Two of the most important coordinate systems are [4]:

� Absolute coordinate system (ABS): represents origo. Only its orientation
can be seen.

� Work coordinate system (WCS): main coordinate system which can be
reoriented and is visible in the work environment
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Figure 2.3: Coordinate systems

Only one of each of these coordinate systems exists for a model. On the
original hinge model, the ABS together with WCS appears outside the model.
This is inconvenient in terms of measuring displacements. For this reason the
WCS is moved to the center of the hole.

Figure 2.4: Placing the WCS

To move the WCS, choose Format � WCS � Orient. The edge around the
hole is selected to position the WCS. By selecting one point on the upper and
lower edge of the hole, the WCS is places into the middle of the web, see 2.4.
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Figure 2.5: Orientation of the y-direction

The WCS is oriented with the y-direction parallel to the positive load direc-
tion so that the reaction displacement directs in the positive x-direction. This
is performed by selecting Format�WCS� Change YC-direction (Figure 2.5).
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2.4 Simulation

A static structural analysis was performed on the model using NX Advanced
Simulation. All analyses will be performed using the NX NASTRAN solver.

Figure 2.6: Meshed solid body

The element model was generated (meshing) using elements CTETRA(10).
Automatic element size gave an element size of 5.17 mm (Figure 2.6)
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Figure 2.7: Constraints

Representing the constraint within a jig will complicate this problem. This
involves introducing contact analysis, which takes a lot of time. It is more
likely that the connection arm is constrained by the bracket. In this case, the
constraints were de�ned as simple as possible to reduce computational time and
achieve a more accurate result. Fixed constraint were therefore applied to the
bracket (Figure 2.7). The bracket consists of three faces, where all three were
selected.
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Figure 2.8: Applied bearing load

The load type Bearing was used with the load applied on the surface inside
the hole (Figure 2.8). The load directions was set to YC, which indicates that
the load should acts in the WCS y-direction.

2.5 Baseline Simulation Results

The results from the simulations shows stress concentrations inside the hole and
at the contours at the inner side of the component, close to the hole (Figure 2.9,
2.10)
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Figure 2.9: Stress plot

Figure 2.10: Local stress plot of the hole
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Figure 2.11: Magnitude of displacement

The displacements in x-direction, y-direction and the magnitude of displace-
ment are based on the WCS. A plot showing the deformation when the compo-
nent is subjected to load, is depicted in Figure 2.11.

Table 2.2: Baseline results

Mass
Displacement Displacement Displacement Von Mises Stress
(x-direction) (y-direction) Magnitude (Elemental-Nodal)

Max
202 g

0.443 mm 0.159 mm 0.466 mm 186.36 MPa
Min -0.009 mm 0.000 mm 0.000 mm 0 MPa

As can be seen in Table 2.2, the component experiences the largest displace-
ment in x-direction, though the load is directed towards y-direction.

From now on, when displacement is mentioned, it will refer to the magnitude
of displacement.

2.6 Summary

The component has been simulated with the material properties which were
provided by HAI. This analysis gives an idea of what kind of stresses and dis-
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placements the componenet are subjected to. Because of the angled bracket, the
component will be subjected to bending, as well as axial tension. The sti�ness
in the bending direction is less than the axial sti�ness. This results in large
displacement directed towards the x-direction. This results in greater tension
in the inner �ange than the outer �ange.

2.7 Discussion

The constraint type used in this case di�ers from the one de�ned by HAI. While
HAI in earlier fatigue analysis has chosen to use a jig constraint, �xed constraints
were used in this case. There is reason to believe that this gives a more realistic
representation for the global aspect. The jig constraint is most likely chosen to
eliminate sources of error during a fatigue analysis, since the area around the
hole is of greatest concern in terms of stresses.
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Chapter 3

Parameterization

In order to perform an automatic geometry optimization process, the model
needs to be parameterized to capture design intents. This involves controlling
the design so that the optimization goal can be reached. In order to achieve a
proper geometry optimization, the parameterization is important. As stated in
[12], an ideal geometry parametrization should:

1. Be able to generate a large variety of physically realistic shapes with as
few design variables as possible

2. Be robust meaning that a random perturbation of the design variable
should still provide a realistic design

3. Be generic to be applied to a large variety of shape optimization problems
and able to be integrated or coupled with any existing CAD system

4. Provide design parameters that can easily be handled by an engineer in
order to de�ne design variable bounds

5. Provide an easy optimization problem by minimizing the skewness and
improving the conditioning of the design space

In this chapter, a detailed review on how the model is parameterized by use
of NX is presented. In addition, the reason for the selected parameters will be
discussed.
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3.1 Design Limitations

Since the component should �t into the same position on the aircraft, HAI
de�ned the following design limitations shown on the illustration.(3.1)

Figure 3.1: Design limitations

3.2 Synchronous Modeling and Expression

The original CAD model is modeled in a software called CATIA v4. The model
�le was initially made in the �le format STEP (STandard for the Exchange)[13].
This format is supported by NX, but the software is not able to recognize any
features (leaves an empty history tree). Such features is crucial for changing the
geometry. Several CAD systems provides feature recognizion tool. In NX, this
kind of tool is called Synchronous modeling (SM).
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Figure 3.2: Synchronous modeling and history tree

SM is a very powerful tool with various types of commands allowing the user
to modify the model regardless of its origins, associativity or feature history [4].
SM creates new features in the history-tree which the user can edit.

Figure 3.3: Expressions in NX

Each SM features is expressed by a design variable. The design variable
is given by a value referring to the size of either an o�set, radius or similar.
The value will be entered when applying a feature, or it can be edited later in
the history tree. NX also has a tool called Expressions (Tools � Expressions)
where all variables are shown (Figure 3.3) . Be aware of that the terms design
parameters and design variables can be used interchangeably.
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Figure 3.4: Linking design variables using user expressions

To limit the amount of design variables in future analysis, user de�ned vari-
ables can be added. One user de�ned variable can be used for several design
variables (Illustrated in Figure 3.4).

In the following chapter, a practical approch for performing parameterization
in NX is discribed by practical implementation.

3.3 Practical Approch for Parameterization in NX

Design parameterization implies creating solid features and relating dimensions
that can be changed and still preserve a model update properly. The selection
of the design variables is left to the user. Therefore, the quality will most likely
di�er due to the users experiences and creativity.

The SM commands which were used are:

� O�set Region: Moves a face in a direction perpendicular to the face

� Resize Blend: Changes the radius of a blend

� Delete Face: Removes selected geometry or holes
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In addition to these SM commands, Edeg Blend was used.

Figure 3.5: O�set Region (10)

In Figure 3.5 it is shown how the command, o�set region adjusts a face.
The function can adjust the face in both directions, but can not be set equal
to zero. This command was used on all faces where the thickness should be
adjusted. The thicknesses of the webs inside the two cavities needed four such
features (two cavities, top and bottom).
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Figure 3.6: Resize blend (4)

Resize blend was used in all four corners of the small cavity and in two
corners in the large cavity.
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Figure 3.7: Delete face and edge blend

For the blends along the edges, inside the two cavities, the command resize
blend did not manage to recognize the initial blends. For that reason, delete
face was �rst used to remove the inital blend by then apply a new blend with
the command edge blend.
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Figure 3.8: Expressions

It is reasonable to let equal design variables be controlled by one user ex-
pression. The parameter needs a name, and a value. A total of eight parameters
were established to control almost the whole surface of the component, except
the areas which are restricted by the design limitations (Figure 3.8).
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Figure 3.9: Assign parameters to O�set Region (13)

In order to assign user expressions to the various design parameters, the
features need to be edited. Instead of the initial constant value, �Formula� is
chosen from the menu. This is illustrated in Figure 3.9.

As mentioned earlier, the feature o�set region is not allowed to be set equal
to zero. For that reason it was de�ned as 0.01 mm.
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Figure 3.10: Parameterized design variables (Top)
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Figure 3.11: Parameterized design variables (Bottom)

Figure 3.10 and Figure 3.11 shows how smart selection of linked design ex-
pressions are chosen to reduce the number of parameters. The thickness of the
inner �ange in both of the cavities, are represented by the same design variable
Inner_O�set. The same goes for the outer �ange Outer_O�set.

The thicknesses of the webs in the two cavities are represented by two param-
eters Large_Cavity_Thickness and Small_Cavity_Thickness. De�ning
the positive direction perpendicular outward from the face, prevents the center
from misalignment.

All of the four blends is represented by one design parameter each.
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Figure 3.12: Edge Blend (17) removed

Outer_O�set had problems updating the geometry due to a blend which
suddenly disappeared when this parameter was changed. This blend was there-
fore removed in order to achieve a robust design parameterization (Figure 3.12).

3.4 Baseline Design Results after Parameteriza-

tion

Because of the changes made in the geometry, new simulation results were nec-
essary. Only the displacement plot is shown in Figure 3.13.
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Figure 3.13: Displacement (magnitude)

The values from the optimization are presented in Table 3.1.

Table 3.1: Results after parameterization

Mass
Displacement Displacement Displacement Von Mises Stress
(x-direction) (y-direction) Magnitude (Elemental-Nodal)

Max
201.4 g

0.449 mm 0.166 mm 0.473 mm 186.15 MPa
Min 0 mm 0 mm 0 mm 0 MPa

The new simulation showed a slight increase in the displacement, due to the
blend that was removed. This gave a slight mass reduction which will form the
basis of the optimization criteria.

3.5 Summary

The part has been successfully parameterized in order to capture design intents.
A qualitative evaluation of the parameterization can be done in relation to the
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�ve principles regarding an ideal parameterization. SM has provided the model
with possibility of generating a large variety of realistic shapes.

Many of the design variables have been linked by use of expression, so one
design parameter is able to control several design variables. This helps save
computational time, but also compromises the �exibility.

3.6 Discussion

Not every parameter value is feasible in order to return a successful model up-
date, so the design range for each parameter needs to be explored further. In
order to run an automated computer based optimization run, it is necessary to
de�ne a range for each of design variables. This will help make the parameteri-
zation robust.

In many cases, there may be many more design variables to choose from.
The parameterization will then be more dependent on the user experience. It
is then sensible to start with the design variables which apparently have most
impact on the load case.

One aspect mentioned in the principles was to make the parameterization
generic and integrable. It is not certain that the SM features is supported by
other CAD systems. Compatibility issues like these are common for any other
CAD system as well.

Futher investigation by performing sensitivity analysis will help to minimize
the design space and remove parameters which have minor in�uence on the
optimization.

In this case, nearly all allowed surfaces and �llets were included in the param-
terization. Outer_O�set and Inner_O�set could be divided into four pa-
rameters, implementing even more opportunities for the sensitivity.
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Chapter 4

Sensitivity Analysis

Flexibility was mentioned as an important aspect of optimization in the previ-
ous chapter. But �exibility also has its price. A large number of parameters
may appear to give more freedom of choice to the design. However, as the di-
mensionality of the design space grows, looking for better designs becomes more
complex. This results in huge computational cost (time consumption) as the
number of parameters increases. Accordingly, e�orts should be made to keep the
number of input variables as low as possible without sacri�cing independence
of design intents

Global Sensitivity in NX is a process that enables you to determine how
sensitive the design objective is to each design parameter. This helps predict
which parameter has the most impact on critical model response [4]. In addition,
the design space can contain values which will lead to unsolvable geometry.
Performing such an analysis can help to �nd the values causing this issue. It
is important that the design space is continuous so the optimization becomes
successful.

In this Chapter, a sensitvity analysis will be performed by use of NX Ad-
vanced Simulations.

4.1 Sensitivity Analysis in NX

Prior to the sensitivity analysis, it is necessary to run a standard linear simula-
tion with desired loads and constraints. This is because the geometry optimiza-
tion will use this simulation as a basis for further optimization. The simulation
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performed in Section 2.5 will be used futher.

Figure 4.1: Global Sensitivity

The wizard window to perform such an analysis is similar for both of the
geometry analysis in NX. Many of the options are not as relevant for a Global

Sensitivity analysis, as to an Altair HyperOpt optimization (will be discussed in
Chapter 5).

In NX you can choose objectives like:

� Weight

� Volume

� Result measures (stress, displacement, rotation and reaction force)

During a sensitivity analysis in NX, objective and constraints are basically the
same. Both ways, the wanted output variables can be extracted from the anal-
ysis.
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Figure 4.2: De�ning objective

Figure 4.2 depict how weight has been chosen as the objective. NX only
allows single-objective geometry analysis.

Figure 4.3: De�ning constraints

To get more outputs variables, these had to be de�ned as constraints (Figure
4.3).
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Figure 4.4: How to add constraint

Figure 4.4 describes how to add von Mises stress as a constraint. The von
Mises stress (elemental nodal) is used as output variable. In addition, displace-
ment (magnitude) is also de�ned as a constraint.

The de�ned limits for constraints and objective, does not have any in�uence
on the result during the sensitivity analysis other than highlighting the exceeded
values in red.
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Figure 4.5: De�ning design variables for the sensitivity analysis

An attempt to change the design parameters by trial and error, veri�ed to
what extent, and how the design range for each parameter could be changed. A
rough evaluation of these values were used to de�ne the upper and lower limit.
When running such a analysis it is necessary to tick of �Activate for Global
Sensitivity� in order to achieve results.
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Figure 4.6: Control Parameters

The last step for setting up an analysis, is the control parameters (Figure
4.6). �Maximum Number of Iterations� has been set to 15. This speci�es how
many uniformly distibuted steps each of the design ranges should be devided
into. As an example, if the lower limit is 0 mm, and the upper limit is 3 mm,
the increments will be 0.2 mm when the amount of iteration is set to 15. In
order to return output values for each and every design, Constraint checking
needs to be ticked o�.
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4.2 Results

NX returns an Excel spreadsheet with the results from the analysis (Appendix
A). An analysis like this took less than half an hour.

Figure 4.7: Sensitivity analysis results in Excel

Figure 4.7 depicts a screenshot, showing some of the outcome from the sensi-
tivity analysis. Each of the design ranges was split into 15 uniformly distributed
steps. For each step, the weight (as the objective), stress and displacement (as
constraints) were extracted.

The �rst thing to notice from the spreadsheet, is how the stress is a�ected.
While the displacement either increases or decreases smoothly, the stress tends
to shift inconsistently.
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Figure 4.8: Changes of displacement and stress for Inner_O�set

Figure 4.8 shows respectively the percentage change from one parameter
value to the next, for the parameter Inner_O�set (parameter values in mil-
limeters). Here, the percentage change increases more or less consistently for
the dispacement. The von Mises stress on the other hand, tends to alternate
unconsistently.
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Figure 4.9: Changes of displeacement and stress for Large_Cavity_Thickness

For Large_Cavity_Thickness, the von Mises stress is insigni�cantly af-
fected. The displacement experiences substantial changes in the beginning. This
is caused due to the thickness of the web in the large cavity, where the cross
section becomes so small that most of the sti�ness disappears.

This proves how stresses around the hole, will not be a�ected to the same
extent as the displacement, since the changes in the geometry is made in an
area remote from the hole where the stresses are remarkably less.
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Figure 4.10: Changes of displeacement and stress for Corner_Blend6

Figure 4.10 shows how Corner_Blend6 has little in�uence on the displace-
ment, while the von Mises stress has a tendency to alternate rapidly.
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Figure 4.11: Sensitivity of the design parameters parameter.
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In Figure 4.11, displacement (y-axis) is plotted against weight (x-axis). This
gives a good visualization of how each of the design parameters respond to
changes. The gradient along the curves expresses the impact displacement
has in relation to weight . The �atter sections of each curve is where we
can achieve most weight reduction without compromising deformation exces-
sively . This also goes for the shorter lines, which have less in�uence on the
optimization. Large_Cavity_Thickness, Small_Cavity_Thickness and
Inner_O�set are the most important design variables, since they have great
in�uence on the objective.

Figure 4.12: Displacement (y-axis) plotted against design variable (x-axis) for
each of the design parameters

The lower plot shows a zoomed section of the curves inside the red box. Some
of the curves are even so short it is not possible to spot. There is no reason
to use those design parameters in further optimization analysis since they will
have negligible impact on the objective.

Outer_O�set makes an unsuspected turn. It is clear that the parameter
struggles to make a solvable geometry update for certain parameter values. To
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be able investigate the design range for the design parameters, and determine
which value is causing this issue, another plot is needed. The plot underneath
shows the displacements (y-axis) plotted against the design variables (x-axis)
for all parameters (�g. 4.12).

Figure 4.13: Comparrison of di�erent parameter values for Outer_O�set

As can be seen from the green curve, Outer_O�set has problems updating
the geometry for the value 1.14 mm. The model was updated manually with
this value. This proved how the blend (represented by Large_Cavity_Blend)
appears to fail as the �ange penetrates the inner face of the bracket. Letting
the face penetrate the bracket was not the intention in the �rste place, when
the design range was stated. It also con�icts with design limitations (Section
3.1).
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4.3 Summary

Use of global sensitivity in NX has proven to be a very simple way of performing
a sensitivity analysis and is not very time consuming either.

Figure 4.14: Revised design parameters

After a sensitvity analysis, the following questions should be answered:

� Which are the most important design variables?

� Should any of the design variables be excluded from the analysis?

� Can the design space be reduce by changing upper and lower limit for each
design variable?

� Which objective and constraints are suitable for my optimization?

Based on the sensitivity analysis we will continue with the following design pa-
rameters and limits in the optimization analyses. Three of them were discarded.
leaving �ve to the optimization.

The upper limit of the design range for Outer_O�set, has been reduced to
1.00 mm. The lower limit for Inner_O�set is reduced since the value increased
the �ange thickness more then necessary in comparison to the other variables.

4.4 Discussion

How sensitive each design parameter is compared to weight, stresses or dis-
placements are of great interest in relation to the optimization. If changing one
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parameter results in negligible in�uence on the objective, it can be excluded
from the optimization analysis. This will help saving computational time. A
sensitivity analysis is helpful when it comes to understanding how the design
parameters a�ects the objective and constraints.

Performing a sensitivity analysis is strongly recommended in order to gain
knowledgment of the design space. This can help to decreasing the computa-
tional time of the optimization analysis.

When it comes to validating what parameters to bring into the further opti-
mization analysis, there will be a compromise between �exibility and robustness.
In this case, it could also be bene�cial to exclude Large_Cavity_Blend from
the optmization, but since it had a gentle gradient, it was kept in.

The sensitivity analysis has proven why stresses in this case should not be
used as an optimization objective. Peak stresses are likely to occour in areas
where the force is applied, and these stesses will not be a�ected by the structural
changes in remote regions. Displacement is then a more robust objective to use
in further analysis.

Mesh Control is a tool NX tool that can re�ne the element model in speci�c
areas. If this was applied in the areas around the hole, the stresses would
perhaps behave gentler.
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Chapter 5

Single-Objective Design
Optimization with NX 8.5

Single-objective optimization, as the name implies, is a optimization where you
only deal with one objective. It can either be to maximize, minimize or reach
a certain target for the objective by changing the assigned parameters. The
geometry optimization tool in NX is based on a software called Altair HyperOpt.
The Altair hyperOpt is an adaptive response surface method (ARSM). Hyperopt
uses a quadratic polynomial that is found and updated for each of the iterations.
These are based on current and previous iterations. Least square algorithm
is used to de�ne the polynomial (See Altair documentation for more detailed
information about the algorithm) [14].
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Figure 5.1: Altair HyperOpt curve �tting

In Figure 5.1, the algorithm tries to estimate a quadratic polynomial which
will �t the actual function curve (F). As new designs are found along F, the
response surface curve is updated (RS1, RS2, ..., RSx) until convergence is
reached. In case the last quadratic polynomial curve does not converge su�-
ciently, the process is restarted from the �rst linear RS1 and quadratic response
surfaces is generated for RS2, RS3 and so on. [4, 15].
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Figure 5.2: Flowchart ARSM

Figure 5.2 shows the overall process of the ARSM procedure. [16]
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5.1 Work Sequence

Performing a geometry optimization is performed almost the same way as the
global sensitivity. Therefore, most of the dialog box illustrations will be omitted.

The objective was kept with the same properties, trying to minimize the
weight. Instead of using both deformation and stress as constraint limits, the
stress was excluded from the optimization as a concequence of the results in
the Global Sensitvity analysis. The design parameters will be de�ned as shown
earlier, in Figure. 4.14.

There are many ways of de�ning the control parameters and without per-
forming a test run, it can be di�cult to predict how these parameters should
be de�ned. Therefore, it could be advisable to run the �rst analysis with the
default settings. We will here try to give a short description of each of the
parameters:
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Table 5.1: Control parameters [4]
Control Parameter Description

Maximum Number
of Iterations

The maximum number of iterations that the
optimization is allowed to run. The analysis will
stop prior to this if has reached convergence

Max Constraint
Violation (%)

How much the analysis is allowed to violate the
constraints. The constraints which are violated
with be marked red in the excel sheet.

Relative Convergence (%) Controls the percent change of the objective from
the last two iterations at which the optimization is
considered converged.The design is converged when
the the percentage change is less than this value or
if the allowable constraint is exceeded in the last
iteration

Absolute
Convergence

Controls the actual change from the last two
iterations at which the absolute change of the
objective is considered converged. The most
conservative control parameter of the relative or
the absolute criteria is when the analysis is
converged

Pertubation
Fraction

How many percent the design variable is allowed to
change during the �rst few iterations. The deisgn
parameter is allowed to change as much as this
value times the di�erence between the upper and
lower limit for each of the design parameter.

5.2 Results

One run will be performed with the default settings, the other with more strin-
gent control parameters.

It will be possible to determine whether there is much to be gained by setting
more stringent convergence requirements.
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5.2.1 Run 1

Figure 5.3: Default control parameters for the geometry optmization

After nine iterations the analysis stopped. The analysis with default control
parameters returned the following values in an Excel spreadsheet (Appendix
C):
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Figure 5.4: Excel screen shot from the optimization with default values

The red numbers are iterations which violateed the upper limit. To be able
to determine the improvements, some data (highlighted in blue) was added to
the Excel sheet. The analysis was able to reduce the weight by approximately
3.34%.

Design variable Small_Cavity_Thickness seems to be zero, which is not
possible because like described in the Chapter 3 . In fact, the variable is not
zero, but the table rounds o� digits after three decimal places.
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Figure 5.5: Objective plot for optimization run with default control parameters

The analysis is considered converged since the percentage change in the
objective from iteration 6 to 7 and 7 to 8 is less than the speci�ed relative
convergence (2.5 %). The absolute convergence criteria is also reached from 7
to 8 (0.001 mm).

5.2.2 Run 2

By setting tighter restrictions for the convergence criteria, it will be possible to
compare and see if the analysis will return a better optimum. As a consequence
of this, the time it takes to run the analysis will increase. By keeping perturba-
tion fraction equal to the last run, it is most likely the objective will converge
around the same design variables (Figure 5.6).
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Figure 5.6: Control parameters with harder convergence restrictions

The Excel spreadsheet is shown in Appendix C. After 12 iterations the
analysis was completed, returning a slight decrease in constraint violation. The
objective improvement was now decreased down to 5.66 %, a remarkable im-
provement. The displacement constraint was violated by 0.09% for the last
pertubation.
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Figure 5.7: Objective plot for optimization run with harder convergence restric-
tion

�Maximum Number of Iterations� is set to 100. Some test runs showed that
the analysis stopped long before this value was reached.

5.3 Summary

NX Advanced Simulations contains a simple optimization tool with focus on
ease of use. Such analysis is practically easy to perform. Choosing a more
stringent convergence criterion, gives a remarkably better outcome in this case.

Table 5.2: Comparison of the design parameters
Initial Run 1 Run 2

Small Cavity Thickness [mm] 0.010 0.00 0.395
Inner O�set [mm] 0.010 -0.261 -0.328
Outer O�set [mm] 0.010 0.295 0.343
Large Cavity Blend [mm] 4.00 3.000 3.000
Large Cavity Thickness [mm] 0.01 -0.191 -0.503

Mass [g] 201.4 194.7 190.0
Mass reduction - 3.34 % 5.66 %
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The improvement from the �rst to second run is remarkable (Figure 5.2).
The constraint violations of the weight limit in the two runs are so small it is
justi�able to compare the improvement in the two runs. The solver chooses
to increase Outer O�set in both runs. In the second run Small Cavity
Thickness is increased as well. The rest of the design parameters are decreased.

5.4 Discussion

HyperOpt`s Achilles` heel, is the way it searches through the designs. Premature
convergence can easily occour when a local optimum is found. This have to
do with the quadratic polynomial which is not able to give a comprehensive
representation of the entire function curve. One way of controlling this behavior
is by experimenting with various values for the Pertubation Fraction, mentioned
earlier in this chapter. This will gives a wider search, that may result in �nding
new unrevealed solutions.

It could also be interesting to see if the convergence had been better if the
convergence criteria was tightened further.

The displacement constraint limit was set to 0.475 mm instead of 0.473 mm.
This was not the intention, but it would have taken an impractical amount of
time to correct the error. This value is so close to the inital displacement, it
will have a minor in�uence on the component.
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Chapter 6

Multiobjective Design
Optimization with
modeFRONTIER

In contrast to the single-objective optimization, we have the multiobjective op-
timization. Such an optimization deals with two or more con�icting objectives.
Most real life problems involve improving one objective sacri�cing another. In
this case, using a multiobjective approach gives a better understanding of the
problem.

This chapter will begin with an introduction to modeFRONTIER and study
the various optimization algorithms the software uses. The quality of the algo-
rithms will be benchmarked by practical implementation with the door connec-
tion arm.

6.1 Pareto Optimal Solutions

An example of a typical multiobjective solution is depicted in Figure 6.1. Here
there are two con�icting objectives, one on each axis. In the case where two ob-
jectives is put up against each other, a large variety of solutions can be extracted.
The Pareto Optimal solutions (non-dominated solutions) are the solutions which
can not be improved in value without impairment in any of the other objective
values [5].
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A set of such solutions forms a so called Pareto Front. By drawing a curve
through these points we get a trade-o� curve between the two objectives

Figure 6.1: Pareto Front[2]

Considering the door connection arm, two objectives may be used; mass and
displacement. These two objectives are con�icting in a way that displacement
usually will tend to increase (reduction in sti�ness), as the mass decreases.

6.2 Introduction to modeFRONTIER

modeFRONTIER is a multiobjective optimization software which allows you to
connect several di�erent CAD or FEA software together. Through the graph-
ical user interface (GUI) you are able to build a work �ow consisting of nodes
(icons) and links (lines betweed the nodes). The blue links represents the data
�ow, while the black ones represents the process �ow. The illustration under-
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neath demonstrates how it is possible to build a work�ow which can interact
with simulations performed with NX Advanced Simulations. Single-objective
optimization is also possible to perform, but is omitted in this case.

Figure 6.2: Work�ow in modeFRONTIER

A description of the content in each of the numbered groups are:

1. Input variables: de�nes the design space

2. Design of Experiment (DOE) and schedulers: DOE and algorithms pro-
vides di�erent values for the input variables

3. NX CAD node: Interacts with NX expressions

4. Support �les and Cygwin shell script

5. Output variables: design output variables

6. Objective: minimizing or maximizing output variables
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The work�ow in Figure 6.2 starts at 2, where modeFRONTIER desides what
kind of designs parameters to try out . These values are based on the design
space de�ned in 1. In 3, the NX geometry is updated and geometry outputs are
requested. 5 is necessary in order to extract the data. 6 de�nes the objective.

Since modeFRONTIER has no built-in support for NX Advanced Simula-
tion, 4 is a customized loop section which allows us to execute NX Advance
Simulation and update the geometry with the data used in 3. This is done by
a so called Cygwin shell script node[17].

Constraint variable nodes can also be applied in the work �ow, either con-
nected to the input or output variables. As we know from chapter 3.3, the
o�set parameters can not be equal to zero. For that reason a constraint de�ned
to prevent the scheduler from setting these parameters equal to zero could be
applied. It is not very likely that this will happen, and even if so did happen,
the program would only move on to the next variable.

Figure 6.3: Input variable properties

The input variables was de�ned with the same design range as in the single-
objective analysis in NX Advanced Simulations. In modeFRONTIER the size
of each step can also be de�ned. This makes the optimization discrete instead
of continuous. All steps are initialy de�ned to be 0.01 mm, which results in 401
numbers of steps for the design variable Inner_O�set. These step sizes can
be individually de�ned for each variable.

All DOE and Scheduler properties settings will be kept default as long noth-
ing else is stated. ESTECO recommended to use the default settings, as long
as there is no good reason to do else.
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A detailed description of the nodes and how to de�ne them in this work �ow
is presented in Appendix E.

6.3 Theory

In order to run an optimization process in modeFRONTIER, the optimization
algorithm needs to be provided with a number of test runs. Such test runs are
called design of experiments (DOEs). The term scheduler is being used for the
algorithms solving the problem . The DOEs is a sample of designs generated
from the design spaces. The DOEs will form the basis of the analysis, before
the scheduler takes over. The scheduler uses the experience achieved from these
�rst runs to generate proper samples.

Schedulers based on di�erent mathematical algorithms. modeFRONTIER
contains several such schedulers. In the subsection underneath a selection of the
DOE algorithms and schedulers in modeFRONTIER are presented.

6.3.1 Sampling Methods for DOEs

There are several DOE algorithms to choose from. For this type of optimization,
the group of so called �Exploration DOEs� is the most relevant one. These are
used to explore the design space in an early stage:

� Random sequence which spreads points random, without taking into
account the previously generated sample points.

� Sobol generates an uniform sampling. The designs will try to avoid each
other as much as possible.

� Uniform Latin Hypercube is a random generator that conforms to dif-
ferent statistical distributions and makes a relatively uniform DOE sampling.

It is up to the user to deside how many DOEs to generate. If time permits
it, one should use a large DOE instead of a smaller one. Number of test designs
might also depend on the type of scheduler being used. DOE can also be used
in sensitivity analysis[18, 17].

6.3.2 Scheduler

The schedulers uses di�erent methods in the search of �nding the best solutions.
Some of them are discribed her :
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� Genetic Algorithms (GA) can be compared to the natural evolution
of species and uses tools such as natural selection to guide the individuals
(designs) towards optimal solutions. This is why a lot of notions like
parent and children is used to describe the development of the algorithm.

� Evolution Strategies (ES) works in the same way but uses a mutation
tool that produces individuals that stands out from the rest of the popula-
tion. This way the algorithm can break the pattern and produce diversity
in the population. These functions can be combined as well.

� Simulated Annealing (SA) utilizes an analogy from annealing in metal-
lurgy. This process is based on thermodynamic free energy principles. The
algorithm works by slowly removing bad solutions as the solution space is
explored. The algorithm utilizes a probability function that determines if
the new design is to be accepted or discarded.

� Response Surfaces Methodology (RSM) based algorithms: is a
collection of mathematical techniques useful for modelling the output func-
tions of interest. If RSM are incoropated within an optimization algorithm
in an adaptive way, then the algorithm is speeded up considerably

modeFRONTIER includes a wide range of schedulers based on these method-
salgorithms. Some of them will be presented here.

MOGA � II

MOGA - II is a . This kind of algorithms (GA) utilizes four operators in their
search for better designs.

1. Mutation

2. Selection

3. Elitism

4. Crossover

The algorithm will alternate between the use of each of the operators based on
a de�ned operator probability.
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Figure 6.4: Mutation operator illustration with a bit string

Mutation controls how often the program should alter a random parameter
(Figure 6.4). This operator may help break the pattern in cases where the al-
gorithm can get stuck.

Selection de�nes the probability of how often a design parameter should be
kept the same through the run.
Elitism will ensure preservation of good individuals. This means that the algo-
rithm will assure that new generated designs is as good as, or better than the
previous design.

The overall driving factor used to decide which individuals to choose in
a genetic algorithm is the probability of being better than other individuals,
called the �tness factor. Another characteristic that have major impact on the
outcome is the use of crossover. Crossover can be done in two ways within the
same optimization run; classic and directional.

Figure 6.5: One point crossover

The classic way (one point crossover) involves dividing a bit string at a
random point. The divided pieces from the parents is then put together to
form a new resulting individual. The initial parent is put together by taking
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a random parent and combining it with the best from a tournament selection.
The tournament winner is decided by the individuals �tness factor.

Figure 6.6: Directional crossover

Directional crossover di�erentiates itself by comparing the �tness value of
two reference individuals. It considers the most appropriate direction of im-
provement by evaluating the parents �tness factor(Indj and Indk) with respect
to a weighted direction compared to the new children position(Indi). This gener-
ates the New Indi (the actual new individual). Directional crossover represents
one of the most helpful properties that make this algorithm a very powerful tool.

Moga � II is a great tool for most uses and is less susceptible for ending up
in a local maximum. The method is slower than some of the other algorithms
presented, but it is very stable and rarely crashes. When the design space is
large, this algorithm can outperform many other schedulers.[19, 20, 17].

Simplex

The Simplex scheduler is a single-objective algorithm. It is based upon the
�Nelder and Mead simplex� which is updated to handle constraints and discrete
variables. The scheduler utilizes an algorithm to move the initial points along
with their values closer to the objective. This will continue until the scheduler
exceeds its maximum number of iterations or the points converge. For two input
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variables, a simplex is a triangle. The method searches and compares values
at each vertices in a triangle. The worst vertex (where x and y is largest.)
is identi�ed and replaced with a new vertex. This results in new triangles
being formed which generates smaller triangles that reveal optimal minimum
coordinates.1 The operators that control the algorithm is presented below in
�gure 6.7 in sequential order.

Figure 6.7: Illustrations of simplex steps [3]

This illustration shows a three dimensional simplex and shows how the op-
erators would work towards a converging solution.

� Re�ection involves an operator that makes the function move in the
opposite direction of the worst value.

� Expansion will minimize the value(objective) further by expanding the
previous goal achievement.

� Contraction is used if re�ection gives a worse value than the previous.
This means that the new point reverts back towards the initial value.

The new design generated is rounded up to the nearest discrete values de�ned
by the initial value of each variable. Simplex iterates each variable in turn. It
is not capable of iterating each variable at once[17]

1Simplex means a generalized triangle in N dimensions.
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Hybrid

Hybrid combines a steady state genetic algorithm and a single objective opti-
mizer (SQP). This makes it a robust multi-objective algorithm, as well as a good
single objective algorithm. The amount of robustness versus exploration can be
varied by specifying this in percentage. The algorithm works by implementing
SQP run as one of the operators in a genetic algorithm. For more information
regarding SQP see[17]. . The combination of the two algorithms makes it quick
to reach the pareto front. Then the genetic algorithm �ne tunes the variables
in the end.

Hybrid uses Adaptive �lter SQP and may also use RSM within the hybrid
algorithm.

The main idea behind the chosen SQP solver is to use gradient information
to make an approximation of the lagrangian function related to the objective
function and constraints. To avoid local optimum points adaptive �lters are
introduced in the algorithm. This means that the old designs are stored and
evaluated against the new ones. The criterion of the new design is to stand out
and prevent local stagnation [17].

The overall process can be logically described as follows:

� Creation of a parent population based on an initial DOE(design of exper-
iments) or performing a tournament selection among the population.

� The genetic algorithm work with its operators like mutation, crossover
and SQP that generates o�spring.

� Storing old design generated by SQP.

� If a local optimum is created, it gets sorted out as a parent in the popu-
lation for further optimization.

� The design storage gets analyzed and the best designs are saved according
to the elitism function.

MOSA � Multi-Objective Simulated Annealing

The method is a modi�ed SIMPLEX method based on Simulated Annealing.
One of the most important control parameters in this algorithm is the �hot� and
�cold� phases. As the algorithm iterates it is either in a hot or cold phase. The
hot one implies that it explores widely the design space, avoiding local optima.
The cold phase allows convergence and local exploration. These two parameters
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has to be speci�ed in the scheduler properties based on what property is the
most preferable.

The fraction of hot iteration tells what the scheduler prioritizes. The to-
tal number of designs (NDesigns) necessary to complete a MOSA run is the
number of initial DOEs (n) speci�ed (In DOE properties) times numbers of it-
erations (NSpecified) speci�ed in the MOSA scheduler. This yields: NDesigns =
NSpecified × n [21, 17]

MOGT - Multiobjective Game Theory

Game theory algorithm works by assigning two di�erent objectives to functions
called players. These players are in�uenced by each others choice. They in
turn try to minimize each others objective based on the others move. The two
players does this until each player has minimized its function, an equilibrium
is now found. In this optimization only one initial DOE is required for design
space sampling.

MOGT has proved to be useful in economics. It is most commonly used in
decision making regarding competitive �elds. These strategies has been adopted
by other disciplines and modi�ed. Multiobjective game theory algorithms can
be combined with di�erent algorithms such as evolutionary algorithms to save
computational time. A variety of game theory algorithms exist, one of them
is a combination of Nash game theory coupled with the simplex method which
is used in modeFRONTIER. This Nash simplex algorithm is a single objective
algorithm that works by combining it with a competitive game theory algorithm
called Nash equilibrium to make it multi objective [17].
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6.3.3 No free lunch theorem

It is hard to predict which of the algorithms that will yield the best results.
This is stated by the �no free lunch� theorem (NFL). This theorem uses an
analogy about restaurant (problem solving algorithm), a menu that combines a
lunch plate (the problem) and a price (performance of the algorithm in problem
solving). The menus of each restaurant are alike, except for the prices that are
shu�ed. A omnivore would pay the same average price for lunch because he
could order any plate at any restaurant. A vegan accompanied by the omnivore
that seeks economy would however pay a higher average price for lunch. To
reduce the average cost, one need to know what the order will cost at each
restaurant and what the order will consist of. This means that performance
depends on information about the problem.

Another interpretation is that unless it is possible to make prior assump-
tions about the problem, it is no algorithm that can be expected to outperform
any other. This will in turn mean that without assumptions no algorithm will
perform better than a blind search.[22, 23, 17]

Despite this NFL theorem, a general assumption based on experiences, a
general comparison was mentioned by Esteco. This is presented in Table 6.1:

Table 6.1: General comparison of the
Pros Cons

MOGA-II
- Stable - Slow (many iterations)

- Finds global optimum
- Suited for non-linear problems

Simplex
- Fast - More sensitive than MOGA-II

- Usually �nds local optima
- Only single objective

Fast - Lives up to its name - Not suited for non-linear problems

Hybrid
- Suited to cover global optimum - Extensive search that takes

advantage of two algorithms
MOGT - Faster than MOGA-II - Not exploratory, local optima

MOSA
- Finds global optimum - Very slow (many iterations)

- Well suited for large design spaces

6.4 Method

As just mentioned, it is hard to tell which of the algorithms that will give the
best results and cost less computational time. Because it is hard to predict the
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most appropriate approach, a kind of brute force2 search will be used.
There is almost in�nite ways of running a optimization in modeFRONTIER.

Based on what we know about the various DOEs and schedulers , we will com-
pare some of these.

6.5 Selection of DOE in modeFRONTIER

In all three cases, the number of DOE samples were set to 30. This is because
the minimum number of designs in order to use MOGA-II is 28.[17]

The analyses were performed like a sensitivity analysis without any scheduler
by selecting �DOE Sequence� under Scheduler Properties.

MINmass and min_disp represents the objectives trying to minimize mass
and displacement respectively.3.

Figure 6.8: Design table for random DOE

The Random DOE returned the following list of results. In the run l, 3 out
of 30 design iteration failed.

2Brute force search is a wide systematic search based on all possible combinations
3Displacements are in millimeters and mass in kilograms
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Figure 6.9: Design ID 1

As an example, the reason for the geometry update failure for design ID 1
is illustrated in �g 6.9. The model struggles to update the blend as the blend
radius becomes to large, as the Outer_O�set is about to penetrate the �ange.

When it comes to postprosessing the results, Scatter Matrix chart (Assess-
ment � Statistic Charts � Scatter Matrix) is helpful for comparing data. It
contains a single sheet showing three di�erent representations [17].

1. Pairwise scatter plots for the variables (top right region)

2. The probability density functions ( PDF) charts for each variable (diago-
nal)

3. Correlation values between the variables (bottom left region)
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Figure 6.10: Explanation of charts in scatter matrix

The Scatter Matrix helps evaluating:

� Correlations4 between the variable

� Discover outliers in the data

� Reveal clustering groups in the data

4Correlation refers to any of a broad class of statistical relationships involving
dependence[24]
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Figure 6.11: Scatter matrix (Random DOE)

30 iteration using �Random DOE� gave the following scatter matrix (Figure
6.11. The PDF shows an uneven distribution of the input variables. It is
easier to determine this based on the PDFs, rather than looking at the scatter
plots. This uneven distribution is also indicated by the correlation values. The
stronger the color is, the more correlation it is between the variables. In this
case, a relatively high corrolation factor accours for some of the input variables.
This indicate more uneven distribution of the DOEs in this case.

The correlation values for the output variables shows that Large_Cavity_Blend
and Outer_O�set have signi�cant less correlation with the mass and displace-
ment. This is in good agreement with the sensitivity analysis performed in NX.
It also seems like Inner_o�set has low correlation with mass as well.
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Figure 6.12: Scatter matrix (ULH)

The scatter matrix in Figure 6.12 shows a signi�cant better distribution
when ULH is used. Here, only 1 of 30 failed. This can also be clearly seen in
the PDF for the input variables. Correlation between Inner_O�set and mass
is also found.
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Figure 6.13: Scatter matrix (Sobol)

Sobol returns much of the similar results as ULH. Both of these DOEs are
preferable in favor of the Random DOE.

Large_Cavity_Blend and Outer_O�set will have minor in�uence on
the objectives. Rather then excluding these from the optimization, the amount
of steps will be reduced in order to save computational time (Figure 6.14). The
rest of the design variables will be remained as they are.

Figure 6.14: Base and steps
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6.6 Comparison of Schedulers

A suitable optimization analysis normally takes some hours and even up to days.
For that reason, a selection of the most preferred schedulers will be evaluated.
The results will be compared with the single-objective optimization in NX. Only
in the �rst section with MOGA-II, all steps will be shown. In the next sections,
only the steps that di�er from the MOGA-II, will be commented.

6.6.1 MOGA-II

Like stated in section 6.5, ULH with 30 designs is used.
By double-clicking the scheduler node, the Scheduler Properties appears. On

the left hand side, all the di�erent algorithms are listed. Here we are looking at
the MOGA-II properties, where the users can adjust the algorithm parameters.
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Figure 6.15: MOGA-II scheduler properties

Only Number of Generations was necessary to adjusted here. This speci�es
the maximum size of the run. For this run it will be set to 30 generations which
gives a total of 900 iterations. (The other user speci�cations governs how the
algorithms uses the di�erent opterator as explained under 6.3 A brie�y expla-
nation of the other parameters is given in the modeFRONTIER help section
[17].

The run can be started by clicking Project � Run/Stop. modeFRONTIER
then executes the process by starting up NX and run the recorded macro. The
�rst row with input variables in the DOE is used to update the model parame-
ters. The mesh (�nite element model) is then updated before proceeding to the
simulation �le. The �rst output variables (mass and displacement) appear on
the �rst row in the design table. One iteration is completed, leaving one design.
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modeFRONTIER automatically moves one with the next design. Each of the
iterations took about 55 second. With 900 successful iterations, a complete run
takes about 14 hours.

�Save Repated Design in DB� should be uncheck to avoid that designs, which
is already presented will be evaluated twice. Designs like these appear as missing
rows in the design table6.16.

Figure 6.16: Removed designs which is already presented

The optimization run �nishes after 11 hours and 44 minutes, returning 742
unique sucessful designs.
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Figure 6.17: Run log
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Figure 6.18: Scatter diagram

The scatter plot in 6.19 shows all the solutions, except the ones which failed
due to unsolvable geometry. The scatter plot can either be extracted from the
scatter matrix, or it can be plotted separately (see 6.18).

The green points indicates the Pareto front. By right-clicking in the design
table, choose Mark Designs � Mark Pareto Designs � Only Real, the Pareto
front becomes visible.
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Figure 6.19: Scatter plot for MOGA-II

It is possible to sort out only the Pareto solutions. This can be done by
opening �Designs Table�, right-clicking in the table, choose Mark Designs �
Mark Pareto Designs � Only real. The Pareto solution will then get marked.
Right-click in the table once more. Select �Create Table�. Name the table (6.20)
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Figure 6.20: Mark Pareto designs

�Pareto(1)� now appears in the explorer window at the left side. These can
then again be plotted in a new scatter plot

The designs that have a displacement well above 0.475 mm, were not of
interest in this case. These were excluded from the pareto solutions simply by
unchecking these from the �Pareto (1)� table.
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Figure 6.21: Feasible designs

There are several ways of choosing the best design. In a problem like this
where you only have two objectives, it is simple to sort out the results manually
from the DOE table by sorting the displacements. A detailed description of this
is shown in Appendix F

The following designs that lay close the constraint limit were chosen.
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Table 6.2: Results MOGA-II
Design (319) Design (397) Design (861)

Inner_O�set -0.980 -1.000 -1.000
Large_Cavity_Blend 3.400 4.200 3.000
Large_Cavity_Thickness -0.710 -0.770 -0.740
Outer_O�set 0.890 -0,890 0.560
Small_Cavity_Thickness 1.000 0.770 0.830

Mass [g] 189.2 188.8 188.4
Displacement [mm] 0.473 0.475 0.476
Mass reduction 6.06 % 6.26 % 6.45 %

When dealing with problems that are more complex, it can often be di�-
cult to rank and select between the solutions. Multi Criteria Decision Making
(MCDM) assists you in selecting the best design based on a relative value.
MCDM is also applicable for problems like this.

6.6.2 MOGT

Only one DOE is required to perform a run with MOGT. Therefore the DOE
was de�ned manually with a value lying in the middle of the design range (�g.
6.22)

Figure 6.22: DOE for MOGT
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Figure 6.23: MOGT - Scheduler properties

The scheduler settings are depicted in Figure 6.23.
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Figure 6.24: Scatter plotfor MOGT

With the default settings, MOGT �nished after 102, with only one error
design. A typical clustering e�ect occurred at three separate places (�g. 6.24).
It was not enough solutions to decipher a coherent Pareto front here .
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Table 6.3: Results MOGT
Design (12) Design (3) Design (7)

Inner_O�set 1.000 1.000 0.927
Large_Cavity_Blend 4.500 4.500 5.910
Large_Cavity_Thickness 0.009 0.009 -0.059
Outer_O�set 0.916 0.867 0.500
Small_Cavity_Thickness 1.000 0.901 0.009

Mass [g] 200.0 199.7 0.199
Displacement [mm] 0.473 0.474 0.485
Mass reduction 0.70 % 0.84 % 1.19 %

Three of the most promising results are presented in the Table 6.3. The
optimization left no proper improvements. However, it needs to be kept in
mind that this run only performed a fraction of all the iterations that MOGA-II
did.

6.6.3 MOSA

30 DOE deisgns and 100 schedular iterations gave a total of 2932 unique designs.
Designs which have displacement below 0.476 mm were sorted out in a seperate
table.

Figure 6.25: Ranking of the designs

The Linear MCDM algorithem gave a ranking of the designs as shown in
Figure 6.25.
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Table 6.4: Results MOSA
Design (1710) Design (849|) Design (1830)

Inner_O�set -0.780 -0.990 -0.810
Large_Cavity_Blend 3.500 3.200 3.200
Large_Cavity_Thickness -0.360 -0.590 -0.530
Outer_O�set 0.890 -0.339 0.229
Small_Cavity_Thickness 0.200 0.260 0.190

Mass [g] 191.9 190.0 189.8
Displacement [mm] 0.473 0.475 0.476
Mass reduction 4.72 % 5.66 % 5.76 %

As we can see, design ID 849 got a remarkable better rank value than the
second most promising design. A selection of the best desings which are com-
parable with the designs from the previous optimizations is given in table 6.4.

MOGA-II used 300-400 designs to �nd solutions which were much better
then those MOSA found after more than 1700 designs.

6.6.4 Hybrid

Two attempts to run Hybrid resulted in failure in both cases. After some hours,
the program automatically shuts down. No failure log was reported.

6.7 Additional Reduction of Design Space

In section 6.5 , we con�rmed how small impactOuter_O�set and Large_Cavity_Blend
had on the objectives, compared to the other design variables. It could therefore
be interesting to see what would happen if these were excluded.
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Figure 6.26: MOGA-II work�ow (reduced run)

The scheduler properties were kept the same as in the �rst MOGA-II run.
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Figure 6.27: MOGA-II (reduced run)

Fig. 6.27 shows a zoomed plot av the results achieved form this analysis.
The deisgns with less displacement than 0.476 mm is marked green. A total of
773 designs completed successfully, 35 failed.
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Table 6.5: Results MOGA-II (reduced)
Design (770) Design (412|) Design (294)

Inner_O�set -0,890 -1.000 -0.980
Large_Cavity_Thickness -0.680 -0.690 -0.720
Small_Cavity_Thickness 0.520 -0.330 0.300

Mass [g] 192.4 191.7 190.8
Displacement [mm] 0.473 0.475 0.476
Mass reduction 4.47 % 4.82 % 5.26 %

Table 6.5 shows the results from the reduced analysis. They are not as
satifying as the inital MOGA-II optimization. Still, several designs tends to fail.
Both analysis was set to perform as many design. Therefore, both simulations
took approximately the same time.

6.8 Summary

Four di�erent schedulers were tested, showing a remarkable di�erence in goal
achievement for the three of them which succeeded to accomplish. MOGT must
said to be the worst one. The analysis had poor distribution of the solutions.

MOSA was the most time consuming analysis. The scheduler struggles to
�nd good solutions, but the distribution seems to be good.

There is a remarkable di�erence between the sheduler algorithms. The anal-
yses shows that the last designs not neccessarily are the more preferable ones.
How many iterations which is needed in order to achieve a good solution is
di�cult to predict

Relatively many designs tends to fail during optimization. It could be rea-
sonable to either exclude the blends as input variable from the optimization
analysis or remove them entirely from the model. By doing the former, �exibil-
ity is reduced and the blend could still be an issue for some designs. Removing
them completly will have a major impact on the baseline result.

When the program discovers an unfeasable design, it will not try to ex-
tract the displacement, which is the aspact of the analysis which is most time
consuming.

Table 6.6 shows the results for each scheduler with displacement equal to
0.475 mm.
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Table 6.6: Results for each scheduler

Algorithm
total successful

Time Improvement
designs designs

HyperOpt (NX) 11 11 30m 5.66 %
MOGA-II 810 742 11h 44m 6.26 %
MOSA 2932 2723 57h 49m 5.75 %
MOGT 102 101 1h 17m 0.94 %

MOGA-II (reduced) 773 738 15h 48m 4.82 %

Figure 6.28: Mass reduction and time consumption

6.9 Discussion

The time consumption is an important aspect. Since modeFRONTIER have
no built-in support for NX Nastran simulations. The NX GUI was therefor
executed successively, running the analyses by use of a macro. This contributes
to a large computational cost, spent on running the GUI, instead of performing
the actual calculations. One single run used an average of 55 seconds per design.
By running the analysis silent (no windows pops up), it is reason to believe that
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the computational time could be decreased signi�cantly.
The multiobjective optimizations have revealed several unfeasible designs,

which the sensitivity analysis was not able to detect. This is caused of certain
design values which are not compatible. It is hard to tell how much impact this
have on the �nal results.

modeFRONTIER is a complex software. This is necessary when performing
complex optimizations with several objects (more than two). In terms of this
load case, using modeFRONTIER is like using a sledgehammer to crack an egg.
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Chapter 7

Conclusion

This thesis has gained results in terms of documenting the process and bench-
marking how single- and multiobjective design optimization can be applied and
implemented to improve products. Guide lines for performing an ideal strategy
for model parameterization are presented and evaluated by practical use.

It has not been possible to meet the objective, reducing the mass by 10 %
without exceeding the displacement requirement. Though, the mass reduction
must be considered substantial, since it was reduced by more than 6 %. Geom-
etry optimization must therefore be said to be suitable for problems where the
topology should be kept as it is.

Single-objective geometry optimization in NX (HyperOpt) proves to be sat-
isfactory, both in terms of computational time and mass improvement. On the
other hand, if the optimization problem has to be expressed by more than one
objective, this will be unsuitable.

Multiobjective optimization with modeFRONTIER has proven to be a com-
plicated process, involving more work. The program does not provide one solu-
tion which is best, but a whole set of best solutions (Pareto optimal solutions).
Here it is up to the user to deside what design to choose. Among the schedulers
which have been tried out, MOGA-II has proven to be the best one. MOGA-II
gives a good distribution (in contrast to MOGT) of the output values and suc-
ceeds in �nding better solutions than MOSA scheduler. This is not necessarily
the case for any general geometry optimization problem. This has been proven
in accordance with the No Free Lunch theorem.
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