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Discussion

5.1 Monte Carlo Simulations

The simulated backscattering coefficients in Table 4.1 follow the trend described
in the literature of lower material contrast for lower acceleration voltage in the
1-5 kV range. The simulated interaction volumes shown in Figure 13 and the
depth distributions in Figure 14 give an indication of the penetration depth
in the different materials. Calcium carbonate has higher stopping power than
cellulose, and electrons penetrate a shorter distance.

The spatial extent of the interaction volume is one of the fundamental limits
on the resolution achievable in SEM. For materials with low mean atomic num-
ber, such as cellulose, the beam spreads out considerably. Figure 14 and Table
4.3 show that for cellulose, a 1 nm beam of 2 keV electrons gives contributing
volume is tens of nm in depth and radius. Though the distributions show that
the majority of BSE are emitted from a smaller volume, the tails of the dis-
tributions do contribute significantly as demonstrated by the cumulative sum.
The emitted signal will then carry information about a weighted average from
the contributing region, larger than the scanned spot. Increasing the energy to
5 keV increases the contributing volume, to hundreds of nanometres in depth
and diameter in this case.

5.2 FIB/SEM

Several factors makes paper challenging to image with the electron microscope,
which must necessarily be done without a conductive coating for FIB tomogra-
phy. Paper is a composite of insulating materials and highly prone to charging.
Furthermore, it consists of multiple phases and has a highly irregular and porous
structure causing local variations in the E2 neutrality point.

Taking FIB tomography as a whole, a wide range of settings and processes can
be altered, from the sample preparation to the instrument settings and image
processing. Because of this, the discussion is here divided into sections before
the method as a whole is discussed.
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Estimated Instrument Parameters

The calculated beam diameter, current and detector efficiency are rough esti-
mates, performed in order to give a starting point for determining appropriate
imaging parameters. The estimate of the DQE of the TLD is subject to several
limitations. First, it is performed using Pt/Pd on epoxy, but the value for η
used stems from a simulation of Pt/Pd on cellulose. This is because the precise
composition of the epoxy is unknown, and it can not be simulated accurately
as a result. However, the contributing volume is mostly within the metal layer
(Figure 15), and the value of η is not far off from that of Pt/Pd alone (Table
4.1). More problematic is that intensity variation seemingly corresponding to
surface topography is visible, which increases the intensity variation and thus
lowers the estimated SNR. Furthermore, the same area is imaged multiple times,
which can cause changes to the surface by beam damage or deposition of hydro-
carbons. This can alter the intensity of the second image, thus giving a wrong
brightness offset value.

The images in Figure 23, while noisy, do have clear topographical features.
From the calculated SNR of 4, just above the Rose criterion, they should be
just distinguishable from the noise. It is therefore likely that the SNR obtained
is too low. Joy gives some typical DQE values for BSE detectors [1], ranging
from 0.001 for an ETD to 0.3 for a dedicated BSE detector at 30 kV. The ob-
tained value of 0.0018 is then at least in a reasonable range. That the TLD is
on the lower end of this scale is probably correct, as it is known to have poor
BSE collection efficiency [23]. The experiment is performed at 5 kV, and this
can affect the detection efficiency obtained, as detectors may be less sensitive
to low energy electrons [1]. The detection efficiency may therefore be lower for
operation at 2 kV.

To determine the DQE more precisely, the brightness offset can be determined
by acquiring an image with the beam blanked. The mean intensity of this im-
age is then the offset accounting for the instrument brightness setting. Ideally,
the experiment should be performed for flat surfaces of the pure phases to be
studied, to account for any variation in detector efficiency due to the energy
distribution of BSE varying with the material.

The minimum necessary beam current calculated in Table 4.7 depends on the
DQE, and the calculation is therefore subject to the same sources of inaccuracy,
thus overestimating the current needed. Note that the contrast used in this
calculation is for unstained cellulose, and is therefore not comparable with the
results using stained samples as these have higher material contrast.

The beam diameter as function of current (Table 4.8) is calculated without tak-
ing aberration effects into account. Thus, the largest aperture is used for the
calculation, giving the largest possible divergence angle α. This also maximizes
the aberrations, and so the real beam diameter is certainly bigger. A further
source of inaccuracy is the unknown value of the FEG brightness, which is
known to vary linearly with the acceleration voltage [53]. The calculated values
do demonstrate the effect of increasing the beam current, and are comparable
to the given maximum resolution of the instrument (1.2 nm).
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Imaging Parameters

The objective in choosing imaging parameters is to achieve sufficient resolution
to see the structure of the material, with sufficient contrast to separate the
phases. Noise should be kept to a minimum for both reasons. Furthermore, the
acquisition time should be kept as low as possible due to the number of images
recorded in one tomography experiment.

With the working distance in the FIB fixed, the acceleration voltage V0, cur-
rent IB , dwell time τ and imaging mode (i.e. choice of detector and settings)
remain to be adjusted. The choice of V0 is the most fundamental, as it affects
most aspects of the SEM. Note that immersion mode and the TLD was used
for all experiments here as this was thought to eliminate shadowing due to the
side-mounted position of the ETD while increasing resolution. However, the
low BSE collection efficiency may make the ETD a better choice, though it may
require milling wider side trenches to allow emitted electrons to escape.

Figures 24-27 show BSE and SE images taken for 2 and 5 kV at a range of
currents with constant dwell time of 10 µs. It is important to note that for
this experiment, the brightness and contrast were manually altered between im-
ages by tuning the instrument brightness and contrast to fill the whole dynamic
range, or as close as possible. This is therefore a subjective approach, but gives
an impression of what contrast the chosen parameters are capable of. The aper-
ture had to be manually realigned between each image, and focus and stigmators
set. This introduces a further source of subjectivity in this comparison, and in
particular influence the observed resolution.

Note also that these images show the same surface imaged multiple times, start-
ing with low voltage and current. The current was then sequentially increased,
before increasing the voltage and setting the current to low again. This repeated
scanning may affect the surface. For one, charge may build up if not given time
to dissipate between acquiring each image. In addition, the surface can be dam-
aged by the electron beam, or contaminants may be deposited. This may in
particular influence SE imaging where the contributing volume is confined to
a region close to the surface, independently of acceleration voltage because the
escape depth is independent of V0.

Charging artifacts can be observed in the 5 kV images for all currents above
21 pA, appearing as bright spots in GCC particles. 2 kV seems to be sufficiently
low to avoid charging on flat surfaces, though small pores are seen to saturate
in intensity, demonstrated in Figure 29b. This is likely a charging effect due to
the geometry trapping emitted electrons.

The effect on the resolution of altering the voltage can not be judged entirely
accurately from these comparisons due to the subjectivity in alignment and fo-
cusing. However, the resolution obtained is certainly better in the 2 kV case
for BSE imaging. Increasing the voltage has two counteracting effects: reduc-
ing the beam diameter by decreasing optical aberration effects, but increasing
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the size of the interaction volume. In these images 1024x943 pixel images with
field of view 12.80 µm, each pixel corresponds to 12.5 nm2 on the sample. The
volume from which BSE can escape is seen from the simulations to be on this
scale for 2 keV electrons. Increasing the voltage to 5 kV, the contributing vol-
ume corresponds to sampling an area dozens of pixels in radius. The increased
penetration depth at 5 kV is immediately visible, the contours of features are
seemingly smudged out (in particular the cellulose) and sub-surface features are
visible.

In total, for this material the voltage should certainly be kept below 5 kV to
avoid charging and reduce oversampling. It is possible that higher voltages than
2 kV may be used, however, and this may improve the image quality (and/or
allow reduced acquisition time), in particular for BSE imaging due to the im-
proved detector response at higher energies [1]. Determining the maximum
acceptable voltage may therefore be worthwhile. On the other hand, there is a
case to be made for choosing the lowest acceptable voltage for tomography. For
one, charging may not be immediately visible as artifacts, but rather cause drift
[32]. In addition, lower voltage will reduce the sampling depth, thus ensuring
the images do not contain sub-surface information. This reduces overestimation
of feature sizes and gives sharper boundaries between phases.

Increasing the beam current is seen to improve contrast and reduce noise. How-
ever, the resolution is lowered and charging effects are increased. The dwell time
can be increased to compensate for lower current at the cost of longer acquisi-
tion time (Equation 2.5). For tomography, the total acquisition time becomes
considerable, and it may be preferable to choose high current and low dwell time.

Comparing SE to BSE imaging, the SE images show markedly better resolution
and much lower noise level. The increase in resolution is explained by the re-
duction in volume contributing as SE1 are emitted essentially only within the
diameter of the beam. This is a further indication that the BSE resolution
is limited by the material response, and significantly larger than the beam di-
ameter. This is in agreement with the simulated extension of the interaction
volumes. Though BSE resolution is expected to approach (or even exceed) SE
resolution for low acceleration voltage [38], the low stopping power of the ma-
terials means that this point is not reached at 2 kV. The reduction in noise is
explained by the high detector efficiency of the TLD for SE [23].

Charging artifacts are more dramatic for SE than BSE imaging at 5 kV, even
at the lowest current settings. This is expected due to the low energy SE being
more easily repelled by a surface charge. Though material contrast is usually
not associated with SE imaging, good contrast can be seen between phases in
the SE images at 2 kV, and weaker at 5 kV. SE material contrast at low accel-
eration voltage is a documented effect as mentioned in 2.2.4. Milling of cross
sections in vacuum (minimizing deposition of contaminants on the surface), and
the flat surfaces imaged (minimizing the intensity variation due to topography)
likely contribute to enhancing the material contrast as compared to standard
SEM.

There is variation in intensity within the cellulose phase that is not evident in
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the BSE images. This is demonstrated in Figure 28. The variances in the his-
tograms are comparable in the raw images, but after applying a median filter
the BSE image shows much sharper peaks than the SE image. This indicates
that the variance in the BSE image is due to shot noise (random variations) and
can be decreased by median filtering, but that this is not the case for SE. One
reason for this may be that compared to BSE, SE imaging will enhance any con-
trast caused by topography in the cross section, e.g. milling artifacts or pores.
The larger sampling volume of BSE may also even out small contrast differences.

For this work, BSE imaging was used because it is known to be less sensitive
to charging, and because the material contrast mechanism is reliable and well-
known (monotonic with mean atomic number Z of the sample). However, the
increase in resolution and reduction of acquisition time because of the detector
efficiency may make SE imaging the superior choice, though the segmentation
may become more challenging. BSE imaging with a more sensitive detector
would reduce the necessary dwell time, but likely not improve the resolution as
these results indicate the resolution to be limited by the sampling volume.

Sample Preparation

Embedding the samples in epoxy fixes the structure and prevents deforma-
tion/collapse as the material is milled. It also ensures that the acquired images
are close to true cross sections, containing information from only one plane of
the material. While methods have been suggested to segment FIB tomography
data from porous media, e.g. by Salzer et al. [56], embedding simplifies the
data processing. Furthermore, embedding protects the background structure
(e.g. the inside wall of pores) from being damaged by the electron beam and
avoids geometry-induced charging by filling voids, ensuring flat surfaces are im-
aged.

Epoxy embedding does, however, introduce a new problem. As the milled cross
sections are smooth, topographical contrast is weak and it is necessary to rely on
material contrast. As demonstrated in Figure 29, the contrast between cellulose
and epoxy is not sufficient to distinguish the phases with the low voltage that
is necessary to limit charging at this magnification, though higher current and
longer dwell time will help as discussed above. Heavy metal staining of the ma-
terial prior to epoxy embedding is found to be necessary to improve the contrast.

The increase in BSE material contrast from the postive uranyl acetate (UA)-
staining used can be seen from the direct comparison images in figures 21 and
22, where two samples, identical in composition and preparation except for
the staining are imaged with the same parameters. The material contrast is
weakened for lower acceleration voltage, but still improved enough by staining
to show the cellulose. Charging artifacts are apparent in the images of the
unstained sample, but the significance of this is questionable. While it could
indicate an increase in conductivity of the sample due to the staining, it could
equally well be caused by random variations in the samples. These images
are taken in the PFI-SEM at low magnification, and are therefore not directly
comparable to images from the FIB. However, they do show that the staining
procedure increases BSE material contrast significantly. Figure 21b shows that
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fibers and large cellulose structures have higher intensity near their surfaces,
and higher intensity near the surface of the paper. This is consistent with a
positive stain penetrating into the structure from the surroundings.

Figure 29 shows FIB-SEM images from an unstained sample, where no cellulose
is distinguishable. It is however likely that it is present, as there would otherwise
be unsupported GCC particles. Furthermore, the overhead SIM images show
faint structures present between particles. Figure 24b shows an image from a
stained sample acquired with the same parameters, where cellulose is clearly
visible. The staining protocol used is therefore taken to be successful, giving
three clearly separable phases.

Two epoxy embedding methods were tried: ’cylinder’ geometry (Figure 17a) and
’block’ (Figure 17b). The former refers to embedding multiple paper samples
held in a plastic clip in one cylindrical mold, a standard preparation method
for SEM. For the latter, single paper samples are immersed in epoxy and im-
pregnated, then sandwiched between glass slides before curing, giving a single
paper sample embedded in an epoxy block. The sample height in the FIB is
limited to around 5 mm, and the cylinder sample had to be cut down to size. For
FIB tomography, a level and smooth sample surface is desirable as any surface
topography can cause curtaining in milled cross sections.

The cylinder sample was polished by mechanical grinding with ethanol as lu-
bricant. The block samples were polished by ion milling. The surfaces thus
obtained are shown in figures 18 and 20. The ground sample showed cracking
through the middle of paper samples. This may be due to the polishing, cutting
of the cylinder, or caused during mounting of the sample. After cutting, the
sample is a 5 mm thick disk of epoxy with paper samples running through the
whole height. It is therefore likely fragile and easily cracked. On the surface,
voids are seen around features of the sample. This may be caused by the use
of ethanol during polishing, causing the polymers to swell and subsequently
shrink. From the combination of cracks through the volume and rough surface,
this preparation method was judged unsuitable for FIB tomography without
improvements.

Block embedding the paper samples gives rectangular epoxy blocks, but must
be mounted as cross sections to make the paper sample accessible. A smooth
cross section must therefore be cut through the whole epoxy block. As can be
seen from Figure 19, cutting the block with a scalpel gives a highly distorted
surface. The epoxy seems to have fractured, and the fibers are torn rather than
sliced cleanly. For this reason, the samples are polished by ion milling after
cutting. Figure 20 shows the surface of ion milled samples. 20a is an overview
of the whole epoxy block surface, taken at the edge of the ion milled area. In
the ion mill, the sample is rotated in the beam. The center of the sample is
therefore milled more than the edges, hence the uneven milling on the right side
of the image. There are also unmilled areas near the top edge of the sample,
likely due to insufficient milling time. Figure 20b shows a closeup of an ion
milled sample surface, taken at 52◦ tilt. While quite smooth, some topography
is visible, the GCC and pores seemingly causing a masking effect.
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Smoother surfaces can probably be achieved by optimizing the ion milling, e.g.
by using lower acceleration voltage and longer milling time, but this is likely
not crucial. Smooth surfaces on the scale relevant for FIB tomography can be
found on the samples, and ion milling is time consuming. It is possible that sec-
tioning with a microtome would give a sufficiently flat surface, and this could
save some time in sample preparation. This was not tried as ion milling was
found to work well, and mechanical sectioning was thought to be more likely to
cause deformation of the sample.

The epoxy seems to have penetrated the structure, though large air bubbles are
present as demonstrated in Figure 19a and voids around features are visible in
21a. In several samples, voids are seen in the lumen of fibers (figures 21a,20)
and in pores in GCC clusters (Figure 29b). This is likely unavoidable, as these
are enclosed voids that the epoxy can not penetrate into. Despite these flaws,
the tomograms show that regions of the samples are well-embedded with few
flaws.

The epoxy block is coated with Pt/Pd to avoid or minimize charging. Obscur-
ing the surface topography is no concern for FIB tomography (in contrast to
conventional SEM), so a thick coating can be used to ensure good electrical con-
tact. Furthermore, tomography necessarily involves repeated imaging around
the ROI with the ion beam, potentially at milling current, which will erode the
surrounding surface coating. However, being able to discern the paper sample
through the coating helps with finding an area of interest. Figure 20b shows
the paper clearly through a 5 nm Pt/Pd coating, while it is barely visible in 20a
with 20 nm coating. This is therefore taken as a decent compromise thickness,
though it is possible that an even thicker coating can help reduce charging ef-
fects.

Milling

The objective in selecting milling parameters is to obtain smooth cross sections
milled to a sufficient depth. The milling current and total ion dose (number of
incident ions per area) are main milling parameters to vary. The milling rate
of the material is linear with the current, and therefore determines the milling
time. The ion dose determines the depth of milling. Here, a nominal milling
depth (calibrated for silicon) is also used for ease of repeatability with this in-
strument. High ion beam current and too low dose is known to increase the
formation of milling artifacts [44, 18].

Here, milling currents from 0.093 to 0.46 nA have been used for slice milling.
Vertical streaks are apparent for the whole range of currents (e.g. figures 29a,
31c and 35b), especially noticeable in the lower areas of the images. Experiment
ASV2, performed at 0.28 nA, shows high intensity vertical artifacts (figures 31a
and 31b). These are erroneously identified as cellulose in the segmentation, and
can be seen in the reconstructed volume (Figure 32). Figure 33a shows heavy
curtaining as a result of a rough cut milled at 6.5 nA ion beam current. Signif-
icant curtaining is seen in ASV5, Figure 39. Vertical rows of pores are visible
in the cellulose phase, likely a fiber wall. This may partly be because of the
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internal structure of the fiber, but the vertical orientation suggests a connection
to the ion milling. This experiment used the lowest ion dose, and the milling
may simply have been insufficient. If this is the case, the artifacts seen are
simply milling in progress in the field of view. The effect is most visible near
the bottom of the images, and may perhaps be caused by ions impacting the
surface at an angle, as FIB milling is known to create angled surfaces [22].

For experiments ASV3,4,5 and 6, a 500 nm pad of Pt was deposited by the
ion beam on the surface of the block to be imaged. An example is shown in
Figure 34a. This is recommended in the literature to reduce milling artifacts,
but artifacts are still observed, as in Figure 39. The cleanest cross sections
were obtained at 93 pA with a deposited platinum pad in experiment ASV4.
However, the same gave the most dramatic artifacts seen in experiment ASV5.
In addition to the difference in dose, a reason for the difference may be seen
by comparing figures 34a and 39a. The surface of the sample below the pad
is rougher in the latter. This roughness gives areas where the platinum pad is
thicker, and this may cause masking during the milling. The surface roughness
may be ion beam damage caused during preparation of the area.

These results do indicate that increasing the ion dose gives smoother cross sec-
tions, and is perhaps more important than the beam current by itself, at least
when set too low, as this may give insufficient milling depth. A range of doses
and currents could be tried to confirm this. If higher currents can be used, it
may be possible to increase the dose while reducing the milling time.

For experiments ASV2-6, the image resolution is 1024x884 pixels with 12.80 µm
horizontal field of view. Corrected for the 52◦ tilt of the surface, this gives
a height (y) of 14.02 µm for the volume imaged. If it is the ion dose that is
the limiting factor for smooth milling, a dose of approximately 7.5 nC µm−2 is
suggested as a minimum for milling of relatively smooth cross sections to this
depth in the material.

Area Preparation and Set-Up

The set-up times of the tomography experiments were considerable, taking up
to eight hours. As total experiment time is a limiting factor in practice, this
reduces the number of slices imaged. Some practical issues with the set-up are
therefore discussed here, with suggestions for reducing the set-up time.

For all the tomography experiments, a U-shaped trench was milled around the
area of interest. This is done to allow emitted electrons to escape and thus
avoid shadowing in the obtained images. However, experiments ASV5 and 6
show intensity variation along the y-direction, as do the images in figures 24-27,
the bottom of the images appearing darker. This is likely caused by insufficient
milling in the front trench. Figures 36a and 36b indicate that there is a wall-like
structure in the front trench, which may cause shadowing. Such as structure
may have been formed (or enlarged) by redeposition of material from polishing
of the block face. In Figure 39, a foreground structure can be seen in images
39c-39f. While it is not evident in the first image, it comes into view because
of drift. Increasing the area and depth of the milled trench may help with this,
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and image processing can to a degree correct for shadowing effects.

A quirk of the FIB software used is that the position of the fiducial mark is set
automatically in relation to the area chosen for milling, and can not be altered,
though it can be placed on the left or right side of the area. For experiments
ASV1, 2, 3 and 4, the trenches were milled before starting the S&V software,
and the fiducial was then inadvertently placed on edges or at the bottom of
milled trenches. For experiment 4, two fiducials were milled as the first was not
recognized by the software. As can be seen from Figure 33d, this experiment
failed due to misalignment of the slices. The two fiducial marks, interrupted
by trench edges, may be the cause of this. For the further experiments, only
the front trench was milled before starting the S&V program, and the fiducial
marks were milled before the side trenches. In cases where the software failed
to identify the fiducial mark, the fiducial mark was milled away. The procedure
was then restarted, and a new fiducial mark made. The evidence of this can be
seen in Figure 36.

The milling of the front face of the block is shown for ASV4 and 6 (figures 34
and 40). As the milling progresses further into the block, the rough cut face is
seen to be milled from the bottom up. The milling pattern removes sequential
xy-planes, so this indicates that the block face is tilted away. This increases the
set-up time considerably, as the electron beam can not be focused accurately
until the whole block face is being milled. FIB milling is known to give an-
gled walls for two reasons: redeposition and milling by the beam tail [37, 22].
The latter can be observed in Figure 40 as milling along the top of the block.
Redeposition is not likely to be the cause of the angled face, as the rough cut
is made with a cleaning cross section milling pattern, and sputtered material
should be ejected away from the face. The visible structure in the uncovered
areas in figures 34 and 40 shows that this is not redeposited material.

To reduce the effect, a multi-step polishing process of the block face is suggested
here, illustrated in Figure 41. The first cut (A) is the milling of the front trench,
which can be done at very high ion beam current, and with a high dose giving a
deep trench. Then, a thin rectangle (B) is milled into the block face with lower
current. This should overlap with the previous cut to ensure sufficient milling
on the face. The final polishing cut (C) can be performed as the automatically
aligned rough cut in the S&V software, using a low current and overlapping
the previous cut. This final polishing cut should be perfectly aligned with the
final block face (D) by the software. Altering the ion beam current may alter
the beam alignment, and for each milling step a SIM image should be captured
using the milling current to position the milling area correctly. These images
can be reduced area scans of the area periphery to avoid deterioration of the
metal coating near the block by high-current imaging.

Image Processing

The automated image processing used was successfully able to segment image
stacks and reconstruct the volume. Visual inspection and comparison to the
SEM images indicate this was decent, but not perfect. Milling artifacts are
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A
B

C D

Figure 41: Suggested procedure for polishing block face, yz section. Arrows indicate
the extent of milling steps. A is the initial front trench milled at high
current. B is a cut with lower current, overlapping with A. C is the
rough cut made by the S&V software, with current close to the final
milling current. It should be automatically aligned to the final block
face, indicated by region D.

seen to be identified as cellulose, and boundary regions of filler particles, with
intensity in the same intermediate range as cellulose, are in places taken to be
patches of cellulose. Cellulose features near the resolution limit are misidentified
as epoxy.

Note that the choice of segmentation thresholds is here subjective. The thresh-
olding introduces a significant possibility of errors, as the choice of threshold
will determine how boundary regions between phases are classified, i.e. where
to place the boundaries of features. When this is repeated for a stack hundreds
of images, small errors can be magnified. For this reason, the limited volumes
reconstructed are likely not well suited to precise quantitative analysis.

One of the reasons for the low precision is that the boundaries between features
are not sharply defined, and small cellulose features (in particular) are difficult
to separate from the background. They may be of similar size and intensity
value as the boundary regions around GCC particles or milling artifacts, and
therefore easily misidentified. The size of the BSE sampling volume may be one
of the main reasons for these blurred boundaries and unclear small features.
SE imaging should help giving better feature definition in the images, though
perhaps at the cost of more variation within phases.

With SEM images from flat surfaces with clearly defined features, sharp borders
and little variation in intensity within features, a more sophisticated segmenta-
tion routing based on edge-finding may be well suited. If borders around regions
are established, the regions can be classified by their mean intensity into the
three phases.

The flat field correction routine used here is a further source of subjectivity
in the processing, as it uses a composed background image. This was done
because of the difficulty of obtaining a pure background image (which would
require milling an identical trench - with the same artifacts - in an area of only
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epoxy). However, the routine did allow thresholding, which was not possible in
the raw image as the intensity of the background phase overlapped with that of
the cellulose phase.

FIB Tomography

One of the main problems encountered with FIB tomography in practice was
drift. For the SEM imaging, this causes the area of interest to disappear out of
the field of view, as can be seen in experiments ASV4, 5 and 6 (figures 33, 35
and 39) as the block edges coming into view. Post acquisition image alignment
corrects for this, but means that the image stack is cropped. The already lim-
ited volume analyzed is therefore further reduced.

Note that apparent drift in the y-direction of the images can be caused by
the sample not being mounted level, but tilted toward the rear. If the sample
surface is not normal to the ion beam, this can cause part of the area tracked
to lie outside the sample. This should not cause drift in the x-direction, however.

The origin of this drift can be mechanical or electrostatic in origin [32]. The
samples were mounted with carbon tape, which is elastic. If stretched during
application, this may cause the sample to move if not given time to settle. It is
also possible that the tape is affected by the chamber vacuum or beam radia-
tion. While carbon tape is commonly used for SEM samples without issue, the
long acquisition time of FIB tomography means the technique is more sensitive
to drift.

If electrostatic, the drift may be caused by charging of the sample surface.
Though the sample surface is coated with metal, the uncoated cross section is
subject to charging, as demonstrated by figures 25 and 27. The surface coat-
ing is removed in large areas by the milling, and eroded by the repeated SIM
imaging at milling current. Figure 34b shows an overview of the area after to-
mography, where the dark rectangles on the surface are fields that have been
scanned repeatedly by the ion beam. In their 2012 review of FIB tomography,
Holzer and Cantoni specifically mention drift caused by charging as one of the
main challenges to overcome for FIB tomography of insulating samples [32].

Drift also affects the ion beam, as can be seen from the position of the area
changing in the SIM alignment images. Drift of the ion beam can cause the
milling to be misaligned with the face of the block. The software used corrects
for this by milling a reference mark and finding its position in drift correction
SIM images taken before milling each slice. However, drift can bring the ref-
erence mark out of the ion field of view, as was the case in experiment ASV6.
The automated procedure then fails.

A central obstacle for FIB tomography is finding an acceptable compromise be-
tween acquisition time, image quality and the volume analyzed. As can be seen
from Table 4.9, the acquisition times can become considerable if larger volumes
are to be analyzed. The acquisition rate (pixels recorded per second) can be
used as a measure of the efficiency of the technique, and the effect of altering
parameters on this rate can be estimated.
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For each slice of the tomography procedure, an ion beam image is captured, a
slice is milled, immersion mode is turned on, an electron beam image is captured
and immersion mode is turned off again. The acquisition time for a complete
tomography procedure of an area xz with image resolution xeye pixels and n
slices can then be approximated as:

(xeyeτe + timm)n+ xiyiτin+
xzD

Iion
.

The first term is the total SEM imaging time, with xeye the electron image
resolution in pixels and τe the electron beam dwell time. timm is the time to
turn on and off the immersion lens (approximately 15 s) if used. The second term
is the SIM imaging time, with corresponding variables for the ion beam. The
third term is the total milling time with xz the area to be milled, D the ion dose
and Iion the ion beam current. The acquisition rate is then the total number of
pixels xeyen divided by the total time. Assuming the time for ion beam imaging
and turning on and off the immersion lens are negligible compared to milling
and electron beam imaging, the rate (pixels per time) is approximately:

1

τ + xD∆z
Iionxeye

,

with ∆z = z/n the slice thickness. This sums up the effect of altering the
imaging and milling parameters. Note that drift in the xy-plane will effectively
lower the rate because of cropping of the image stack.

In brief there is likely no optimal set of parameters, but a compromise must be
found for each use case between the desired volume, resolution and the milling
and imaging qualities. The effect of altering any parameter can be quantified by
time and rate calculations as suggested above. It is almost certain that better
compromises can be made than those found here. In particular, the use of SE
imaging is promising due to the lower dwell time necessary. The results also
indicate that the ion beam current can be increased somewhat without drasti-
cally reducing the milling quality.

A significant drawback of FIB tomography is that, because of the limited volume
analyzed, it is uncertain whether the tomogram will contain features of interest.
The volume to be imaged is defined from the sample surface, and what will be
uncovered is not known beforehand. Furthermore, the method is destructive,
not only to the volume analyzed, but to the surrounding area as well.

While FIB offers higher z-resolution, SBFSEM seems a comparable alternative
technique. In principle, the xy-resolution possible is the same, as it is limited
by the SEM for both methods. SBFSEM has a great advantage in that the
time taken to cut each slice is be independent of the slice thickness. The total
acquisition time will then not scale with the volume, only the number of slices,
i.e. the z-resolution. The method can then allow characterization on a much
larger range of scales. Slice thickness of 200 nm is used for paper by Zankel, et
al. [66], and down to 30 nm has been demonstrated for other materials. Further-
more, the literature mentions SBFSEM as more easily and quickly performed
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in practice than FIB tomography.

The development of ptychographic X-ray tomography with comparable reso-
lution to SEM methods (16 nm resolution has been achieved) may make the
latter obsolete, in particular due to the large volumes that can practically be
imaged. Furthermore, samples can be imaged with simple preparation and can
be studied in atmosphere [17]. However, the method does require a synchrotron
source. A potential advantage for SEM-based methods is multispectral imaging,
as multiple types of detectors can be used. With both an electron and an ion
beam available, SIMS and EDS/EDX can for instance be used for elemental
mapping during tomography (though the resolution may more limited than the
imaging resolution) [32].

Paper has structural features ranging from nanometres to hundreds of microme-
tres, and a compromise must be made between volume and resolution because
of the practical limit imposed by the total acquisition time. For characterization
on the scale of fibers, FIB will likely be inefficient, at least when compared to
X-ray tomography, and probably also to mechanical sectioning SEM methods.
FIB tomography can, however, fill a niche between high resolution, low volume
TEM and the high volume, low resolution methods.

With resolution limit in the nanometre range, FIB tomography should be well
suited to study CNF in paper materials, and can directly show how CNF, filler
particles and fibers are interconnected in three dimensions. With the emphasis
on developing the method, the volumes analyzed here are insufficient to answer
these questions, though they do show that visualization of interconnected filler
particles, fibers and nanoscale cellulose structures is possible.

Use of the method for studying the distribution of CNF in the whole sheet would
likely require large analysis volumes to give representative results. With suffi-
cient resolution to see CNF directly, this may be impracticable. Taking thicker
z-slices (e.g. hundres of nanometres), the method could however be used to
obtain a series of interspersed cross sectional images with high xy-resolution
from which the CNF distribution could be estimated.



82 5. DISCUSSION



6

Conclusion

The results obtained demonstrate that FIB tomography is possible as a charac-
terization method for paper materials. Resolution of 13x13x15 nm3 is achieved
here, and this can likely be improved to the nanometre range. The volumes
analyzed are around 10x10x2 µm3, but this is limited by the acquisition time
and thus extensible.

Paper materials pose several challenges to analysis by electron and ion beams.
It is a composite of insulating phases, vulnerable to charging and beam damage.
This severely limits the range of parameters that can be used, in particular for
imaging. To analyze the material, epoxy embedding is necessary, but this in
turn makes heavy metal staining necessary for contrast. Positive staining with
uranyl acetate is demonstrated to give sufficient contrast to separate the phases.

Low voltage BSE imaging is used successfully, giving decent resolution and con-
trast, but the low efficiency of the detector used means that the imaging time is
long and the images noisy. Even with the low voltages used, simulations show
that the interaction volume is of considerable size and limits the BSE resolution.
Use of SE imaging is suggested for better resolution and lower acquisition time,
though the material contrast may be more confused.

FIB tomography of paper materials is shown to be possible, but whether it is
useful is a question of what information can be gained from 3D microscopy on
the nanoscale. Visualization of the structure in three dimensions is an obvious
first step, and easily achieved when a segmented image stack is available, which
is anyway a prerequisite for further analysis.

Visualization by FIB tomography can help determine how CNF is distributed
and how it interacts with the other paper components. FIB tomography is a
well suited characterization method for this purpose, giving the high resolution
necessary for resolving CNF combined with the potential to image sufficient vol-
umes. However, the results obtained here are insufficient to conclude in these
areas, and larger volumes and more experiments are necessary to have a repre-
sentative sampling. In particular, tomograms of control samples with no CNF
added are important to have results of any significance. The main obstacle to
use of the method for this purpose is balancing the necessary resolution and
volume, as well as finding relevant regions in the sample.
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In addition to visualization, quantitative methods can be applied to a recon-
structed 3D volume, e.g. to measure porosity or quantify the clustering of filler
particles. FIB tomography may be well suited to studies of coatings and inks on
paper, as the region of interest is inherently limited to a smaller volume. Single
beam FIB has already been used for this purpose [10, 42, 26], though with lower
z-resolution than is possible with a dual-beam instrument.

The dual-beam FIB is well suited for milling cross sections, and this does not
need to be automated, closely spaced slices as in tomography. The FIB can be
used more generally for in situ sample preparation and imaging. The combined
instrument can be used for all the same purposes and use cases as SEM, with
the ion beam quite literally opening a new dimension for imaging.

6.1 Further Work

Optimization of the instrument parameters for the material is worthwhile in
order to maximize the volumes that can be analyzed. Because of the low effi-
ciency of the detector used for BSE, using SE imaging is an obvious first step
to lowering the acquisition time, while improving the xy resolution.

Milling parameters can be optimized by testing milling with a range of currents
and doses. The maximum current and minimum dose that gives acceptable
cross sections of the desired depth will minimize the milling time. Due to the
inhomogeneity of the material, this could be done for the pure phases sepa-
rately. Taking the parameters for the slowest-milling phase as the worst-case
parameters for the material as a whole can improve the reliability of the milling.

Reducing drift is also of importance, both to maximize the volume analyzed and
to increase the reliability of the method. A first step is ascertaining whether
the observed drift is actual mechanical movement of the sample, or caused by
charging. For the first, a more stable sample mounting can be used, e.g. clamp-
ing the sample to the stub. Whether the problem is electrostatic in origin can
be investigated by definitely grounding the sample, for instance by touching it
with a microprobe introduced into the microscope or by deposition of a Pt wire
to a grounded contact.

Image processing is a field of its own, and more sophisticated segmentation and
analysis is of interest to improve the segmentation and obtain quantitative data.
The use of 3D image processing routines is a possibility not investigated here
that could help in this regard.

CNF distribution may perhaps be studied by marking the fibril fraction with
some substance recognizable in microscopy before it is added to the furnish.
This would allow identification and mapping of the CNF fraction alone. For
SEM, this could be a heavy metal stain increasing the mean atomic number,
though it would have to be chosen with care to give sufficient contrast to the
other phases. Use of other detectors opens other possibilities in this direction.
For instance, SIMS and EDS/EDX can be used with FIB for elemental map-
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ping in 3D, and fibrils could then be marked with some distinguishable element.
Whatever the method, selective marking of the CNF fraction would require the
marker to survive the paper making process, without altering the structure of
the resulting material too much.
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Abbreviations

BNC bacterial nanocellulose.

BSE backscattered electron.

CNC cellulose nanocrystal.

CNF cellulose nanofibrils.

DQE detector quantum efficiency.

EDS/EDX energy-dispersive X-ray spectrocopy.

ESEM environmental scanning electron microscope.

ETD Everhart-Thornley detector.

FEG field emission gun.

FIB focused ion beam.

GAE gas assisted etching.

GCC ground calcium carbonate.

LMIS liquid metal ion source.

LVSEM low-voltage scanning electron microscope.

MFC microfibrillated cellulose.

NFC nanofibrillated cellulose.

PE primary electron.

SBFSEM serial block face scanning electron microscopy.

SE secondary electron.

SEM scanning electron microscope.

SI secondary ion.
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SIM scanning ion microscope.

SIMS secondary ion mass spectrometry.

SNR signal-to-noise ratio.

SSSEM serial section scanning electron microscopy.

SSTEM serial section transmission electron microscopy.

TEM transmission electron microscope.

TLD through-lens detector.

UA uranyl acetate.

WD working distance.



Symbols

Cc Coefficient of chromatic aberration.

Cs Coefficient of spherical aberration.

d Probe diameter.

D Ion dose.

e Electron charge.

E0 Kinetic energy of incident electron.

IB Beam current.

V0 Acceleration voltage.

Z Atomic number.

α Beam convergence angle.

β Source brightness.

τ Dwell time.

δ Secondary electron yield.

∆E Energy spread.

η Backscattering coefficient.

λ Wavelength.
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