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Abstract

An Oscillating Water Column (OWC) device is a renewable energy device that

is used to extract ocean wave energy through the action of waves on a partially

submerged chamber consisting of an air and a water column. The operation of

an OWC device involves complex hydrodynamic interactions between the waves

and the device and a good understanding of these interactions is essential for

the design of hydrodynamically efficient and structurally stable devices.

In this paper, a two-dimensional numerical wave tank is utilized to simulate the

interaction of an OWC device with waves of different wavelengths and steep-

nesses. The chamber pressure, provided by a turbine in a prototype, is simulated

using porous media flow theory in the numerical model. The pressure in the

chamber and the velocity of the free surface is calculated to evaluate the ef-

ficiency of the device and the model is validated by comparing the numerical

results with experimental data. The performance of the device under a range

of wavelengths for different wave steepnesses is evaluated. The effect of wave

steepness on the device efficiency at a lower wave steepness was found to be

low, but a large reduction in performance was found in the presence of steep

non-linear waves.
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energy, porous media, REEF3D

1. Introduction1

An Oscillating Water Column (OWC) device is a renewable energy device2

that is used to capture ocean wave energy and convert it to electrical energy.3

An OWC device consists of a chamber that is partially submerged in water and4

has an air column trapped above the water column. The water column in the5

chamber is excited by the incoming waves and the motion of the water column6

is transferred to the air column which is forced through a vent at the roof of7

the chamber. The pressurised air flows through the vent and drives a turbine to8

generate electrical energy. A good understanding of the hydrodynamics around9

an OWC device is essential in order to efficiently harness wave energy and to10

develop stable and economical OWC devices.11

Several researchers have mathematically analyzed the hydrodynamics of an12

OWC device and devised formulae to evaluate the hydrodynamic efficiency.13

Evans (1978) calculated the efficiency of a wave energy converter modeled as14

a pair of parallel vertical plates, with a float connected to a spring-dashpot on15

the free surface as the wave energy absorber. This model considered the length16

of the chamber to be small compared to the waves and the water column moves17

like a weightless piston, resulting in a one-dimensional rigid motion of the free18

surface. Evans (1982) further studied the OWC device, including the spatial19

variation of the free surface and related the hydrodynamics to the dynamic air20

pressure developed in the chamber. This is considered to be a better represen-21

tation of the system, as the free surface motion does not need to be piston-like22

under all operating conditions. Sarmento and Falcão (1985) developed a theory23

to evaluate the hydrodynamic efficiency of an OWC device with both linear24

and non-linear power take-off (PTO) systems. The authors concluded that the25

non-linear PTO was only marginally lower in efficiency compared to the linear26

system. They also noted that the device efficiency could be improved by intro-27

ducing phase control, where the volume flow of air is controlled independently of28
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the pressure by varying the external damping on the chamber. Sarmento (1992)29

carried out wave flume experiments of an OWC device using a small amplitude-30

to-wavelength ratio, A0/λ and validated the theory presented by Sarmento and31

Falcão (1985). The external damping from a power take-off device was modeled32

using porous filter material and orifice plates to represent linear and non-linear33

PTO mechanisms respectively. The importance of external damping was pre-34

sented by Thiruvenkatasamy and Neelamani (1997), who studied the effect of35

the nozzle area on the efficiency of an OWC device through wave flume exper-36

iments. In their experiments, the air pressure in the chamber was lowered for37

nozzle cross-sectional areas greater than 0.81% of the free surface, resulting in38

a lower device efficiency. This implies that an optimal damping on the cham-39

ber is required under prevalent wave conditions in order to efficiently extract40

the incident wave energy. Morris-Thomas et al. (2007) carried out experiments41

to determine the influence of wall thickness, shape of the front wall and the42

draught of the front wall for various wave parameters on the hydrodynamic ef-43

ficiency of an OWC device. They reported a peak efficiency of about 0.7 and44

that the shape parameters of the device affect the bandwidth of the hydrody-45

namic efficiency curve. They concluded that a hydrodynamically smooth front46

wall slightly reduced the entrance losses, resulting in a slightly larger amount of47

wave energy available in the device chamber. Zhang et al. (2012) simulated the48

experiments presented by Morris-Thomas et al. (2007) with a two-dimensional49

Computational Fluid Dynamics (CFD) based numerical model and presented50

the variation of the pressure and the free surface elevation inside the cham-51

ber, however without comparison to the experimental data. They reported52

reasonable agreement with experimental data for the hydrodynamic efficiency53

of the device with a slight over prediction of the efficiency in the model due54

to the complex pressure changes in the chamber around resonance. Teixeira55

et al. (2013) used a numerical model based on the semi-implicit Taylor-Galerkin56

method to simulate regular wave interaction with an OWC device including the57

aerodynamics in the chamber using the first law of thermodynamics and ideal58

gas transformation and compared their results with numerical results from the59
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commercial CFD code Fluent. López et al. (2014) validated a CFD model using60

experimental results and studied the importance of external damping on the61

performance of an OWC device under regular and irregular waves to determine62

the optimum turbine-induced damping on an OWC device.63

The OWC device absorbs wave energy through the motion of the air col-64

umn that is pressurized due to the damping provided by the air vent and the65

power take-off device. This external damping on the device chamber is repre-66

sented by a nozzle or vent in the roof of the chamber in experimental studies67

by Thiruvenkatasamy and Neelamani (1997) and Morris-Thomas et al. (2007).68

Sarmento (1992) used orifice plates and porous filter material. The use of a69

porous filter material in model testing is one of the methods to represent a lin-70

ear power take-off device. This is justified by the fact that a Wells turbine is71

approximately linear and this simple method provides a good representation of72

the linear pressure-versus-flow rate characteristics (Falcão and Henriques, 2014).73

In a numerical model, the effect of a power take-off device can be simulated by74

considering the air flow in the vent as a flow through a porous medium. In the75

case of a linear power take-off device, the pressure drop across the vent due the76

presence of the porous medium can be governed by a linear pressure drop law.77

It is also possible to numerically implement a quadratic pressure drop law to78

simulate the effect of a self-rectifying impulse turbine. This method provides79

a good representation of the external damping on the device chamber to study80

the device hydrodynamics without difficulties in numerical computations due to81

the high air velocities in an air vent of a small width.82

In current literature, there are not many numerical studies which control83

external damping in an explicit manner without changing the size of the air84

vent. Didier et al. (2011) used porous media theory to define external damping85

on an OWC device modeled as a cylinder of small diameter. The application86

of the porous media flow theory to model the pressure drop across the vent on87

model scale OWC devices would help in understanding the hydrodynamics of88

the device in combination with the effect from the PTO device. The use of89

porous media flow theory to model the external damping provides the means90
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to control the variation of the chamber pressure. The control over the chamber91

pressure variation is part of a strategy to improve the performance of the device,92

called phase control. This concept has been presented by several authors, for93

example Hoskin et al. (1986), Falcão and Justino (1999) and Lopes et al. (2009).94

A combined approach to model the variation of the free surface and the chamber95

pressure and control the pressure drop across the vent in the numerical model96

will provide useful insights into the operation of the device.97

The objective of this study is to investigate the hydrodynamics of an OWC98

device including the variation of the free surface and pressure inside the chamber99

and represent the external damping provided by the PTO device using the100

porous media flow theory. The study uses a CFD model to carry out two-101

dimensional simulations of an OWC device placed in a numerical wave tank.102

The experimental data from Morris-Thomas et al. (2007) is used to validate103

the numerical model. The pressure drop in the experiments is quantified using104

the porous media flow theory and the external damping on the chamber is105

defined independent of the air vent width in the numerical model. The numerical106

model assumes incompressible air in the device chamber because the effect of107

air compressibility is negligible in the small scale model considered in this study108

as the ratio between the chamber volume and the OWC free surface is relatively109

small and much smaller than in a full-scale prototype. The variation of the free110

surface, chamber pressure and the velocity of the vertical free surface motion111

in the numerical model are compared to the experimental observations. The112

efficiency of the device over a range of wavelengths is calculated for a fixed113

wave amplitude. In real sea states, the incident wave amplitude may change114

over time. In order to investigate the performance of the device under changing115

conditions in the sea states, the effect of wave steepness on the device efficiency116

and performance under steep non-linear waves is evaluated. The knowledge117

gained from these studies using regular waves can help in obtaining a better118

understanding of the device performance under different wave steepnesses and119

amplitudes that are encountered in real sea states.120
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2. Numerical Model121

The open-source CFD model REEF3D solves the fluid flow problem using122

the incompressible Reynolds-averaged Navier-Stokes (RANS) equations along123

with the continuity equation:124

∂Ui

∂xi
= 0 (1)

∂Ui

∂t
+ Uj

∂Ui

∂xj
= −1

ρ

∂P

∂xi
+

∂

∂xj
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(
∂Ui

∂xj
+
∂Uj

∂xi

)]
+ gi (2)

where U is the velocity averaged over time t, ρ is the fluid density, P is the125

pressure, ν is the kinematic viscosity, νt is the eddy viscosity and g is the accel-126

eration due to gravity.127

Chorin’s projection method (Chorin, 1968) is used to determine the pressure128

and a preconditioned BiCGStab solver (van der Vorst, 1992) is used to solve129

the resulting Poisson pressure equation. Turbulence modeling is handled using130

the two-equation k-ω model proposed by Wilcox (1994), where the transport131

equations for the turbulent kinetic energy, k and the specific turbulent dissipa-132

tion rate, ω are:133
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135

νt =
k

ω
(5)

where, Pk is the production rate and closure coefficients σk = 2, σω = 2, α =136

5/9, βk = 9/100, β = 3/40.137

The highly strained flow due to the waves results in an overproduction of138

turbulence in the numerical wave tank. This is avoided by modifying the eddy139

viscosity formulation to introduce a stress limiter formula based on the Brad-140
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shaw et al. (1967) assumption as shown by Durbin (2009):141

νt ≤
√

2

3

k

|S|
(6)

where S stands for the source terms in transport equations. The large difference142

between the density of air and water leads to a large strain at the interface in143

a two-phase CFD model. In reality, the free surface is a boundary at which144

eddy viscosity damping occurs. This effect is not accounted for in the k − ω145

model. The overproduction of turbulence due to the additional strain in this146

case is reduced using free surface turbulence damping using a source term in147

the specific turbulent dissipation equation as shown by Egorov (2004):148

Sn =

(
6 B ν

β dx2

)2

β dx δ (φ) (7)

where, model parameter B is set to 100.0 and dx is the grid size. The Dirac149

delta function, δ(φ) is used to apply the limiter only at the free surface.150

The fifth-order conservative finite difference Weighted Essentially Non-Oscillatory151

(WENO) scheme proposed by Jiang and Shu (1996) is used for the discretization152

of the convective terms of the RANS equations. The Hamilton-Jacobi formula-153

tion of the WENO scheme (Jiang and Peng, 2000) is used to discretize the level154

set function φ, turbulent kinetic energy k and the specific turbulent dissipation155

rate ω. The WENO scheme provides the accuracy required to model complex156

free surface flows and is a minimum third-order accurate in the presence of large157

gradients and shocks. A Total Variation Diminishing (TVD) third-order Runge-158

Kutta explicit time scheme by Shu and Osher (1988) is employed for the time159

treatment of the momentum equation, the level set function and the reinitiali-160

sation equation. An adaptive time stepping strategy is employed in the model161

to determine the time step size in the simulation using the Courant-Frederick-162

Lewis (CFL) criterion. The time advancement of k, and ω is carried out with a163

first-order implicit scheme. These variables are largely driven by source terms164

and have a low influence from the convective terms. An explicit treatment of165
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these variables would result in very small time steps due to the large source166

terms and this is avoided by the implicit treatment of the variables. In ad-167

dition, the diffusion terms of the velocities are also handled using an implicit168

scheme, removing them from the CFL criterion.169

The model uses a Cartesian grid for spatial discretization, which facilitates170

a straight forward implementation of the finite difference schemes. The bound-171

ary conditions for complex geometries are handled using an adaptation of the172

Immersed Boundary Method (IBM), where the values from the fluid region are173

extrapolated into the solid region using ghost cells (Berthelsen and Faltinsen,174

2008). The computational performance of the model is improved using the MPI175

library. The domain is decomposed into smaller parts and a processor is as-176

signed to each part. The numerical model is completely parallelised and can be177

executed on high performance computing systems.178

2.1. Level Set Method179

The free surface is obtained using the level set method. In this method, the180

zero level set of a signed distance function, φ(~x, t) called the level set function,181

represents the interface between water and air. For the rest of the domain, the182

level set function represents the closest distance of each point in the domain183

from the interface and the sign distinguishes the two fluids across the interface.184

The level set function is defined as:185

φ(~x, t)


> 0 if ~x is in phase 1

= 0 if ~x is at the interface

< 0 if ~x is in phase 2

(8)

The level set function is smooth across the interface and provides a sharp de-186

scription of the free surface. The signed distance property of the level set func-187

tion is lost when the interface moves. A partial differential equation based188

reinitialisation procedure presented by Peng et al. (1999) is then used to restore189

the signed distance property of the function.190
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2.2. Numerical Wave Tank191

In a two dimensional numerical wave tank, symmetry conditions are en-192

forced on the side walls and the top of the tank. The bottom wall of the tank193

and boundaries of objects placed in the tank are treated with a no-slip or wall194

boundary condition. A relaxation method is used for wave generation and ab-195

sorption. In this method, an analytical solution obtained from wave theory is196

used to moderate the computational values in the relaxation zones. Implemen-197

tation of the relaxation method has been demonstrated by Mayer et al. (1998),198

Engsig-Karup (2006) and Jacobsen et al. (2011). The values of the velocity and199

the free surface are moderated in the relaxation zones for wave generation and200

absorption zones using the following equations:201

Urelaxed = Γ(x)Uanalytical + (1− Γ(x))Ucomputational

φrelaxed = Γ(x)φanalytical + (1− Γ(x))φcomputational

(9)

where Γ(x) is called the relaxation function and x ∈ [0, 1] is the length scale202

along the relaxation zone.203

The relaxation function is a smooth function with a range [0, 1] and it facili-204

tates the smooth transition between the computational and analytical values in205

the relaxation zones. In this study, the set of relaxation functions presented by206

Engsig-Karup (2006) for wave generation and absorption is used, where three207

relaxation zones are defined in the numerical wave tank. First, in the wave208

generation zone, the computational values of velocity and free surface are taken209

from zero to the analytical values expected using the appropriate wave theory210

using Eq. (9). The relaxation function transitions the values of velocity and free211

surface to the values prescribed by the wave theory and waves are generated212

and released into the wave tank. The second relaxation zone is adjacent to the213

wave generation zone and ensures that the waves propagating in the opposite214

direction to the generated waves, produced by reflection from the objects placed215

in the wave tank do not affect the wave generation. This simulates a wave gen-216

erator with active absorption. The last relaxation zone is the numerical beach,217
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where the values for the free surface and velocity are brought to zero and pres-218

sure to its hydrostatic distribution to numerically dissipate the waves from the219

the wave tank. In this way, the energy in the wave tank is removed by reducing220

the computational values smoothly without generating waves propagating in the221

opposite direction.222

3. Hydrodynamic Efficiency223

The hydrodynamic efficiency of an OWC device is a measure of the wave224

energy that is available at the turbine for conversion to electrical energy. The225

power available at the turbine, pout is measured as the time average of the226

product of the chamber pressure, Pc and the volume flow rate of air across the227

turbine, q as shown in Eq. 10:228

pout =
1

T

∫ T

0

Pc(t). q(t)dt (10)

In the numerical model, the value for the chamber pressure is available at every229

time step from the solution of the Poisson equation. The volume flow of air230

is calculated as the product of the velocity of the free surface and the cross-231

sectional area of the chamber as air is considered to be incompressible in this232

scenario. This method can be used to analyze the power absorption by the233

device from incident regular waves.234

The incident wave energy flux is calculated using wave theory as shown in235

Eq. 11236

pin =
1

4
ρgA2

0

ωi

ki

(
1 +

2kid

sinh 2kid

)
(11)

where A0, ωi, ki are the amplitude, angular frequency and the wave number of237

the incident wave respectively and d is the water depth. The equation provides238

the wave power available per unit width and the wave power available at the239

mouth of the device is measured by multiplying the width of the device, l.240

The incident wave power for the fifth-order Stokes waves is calculated using241

Fenton’s theory (Fenton, 1988). Thus, the hydrodynamic efficiency of the device242
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η is calculated as the ratio of the power available at the turbine to the power243

incident at the mouth of the device:244

η =
pout
pin.l

(12)

To investigate the performance of the device over different incident wavelengths,245

the variation of the hydrodynamic efficiency is studied over various values of a246

dimensionless parameter κd, where κ = ω2
i /g, as in Evans and Porter (1995)247

and Morris-Thomas et al. (2007)248

4. Porous Media Flow Relation249

The porous media flow equation is used to represent the external damping250

provided by a power take-off device on the OWC chamber. A linear pressure251

drop law is implemented in the model as :252

∆P = − µ

kp
Ui (13)

where µ is the dynamic viscosity of the fluid, ∆P is the pressure drop across253

the vent and 1/kp is the permeability coefficient. For a given pressure drop, the254

permeability coefficient can be determined using Darcy’s law for flow through255

porous media:256

q =
−kpA
µ

∆P

L
(14)

where q is the flow rate, A is the cross-sectional area, and L is the length along257

the direction of flow.258

In a practical scenario, the pressure drop and flow across a turbine is known259

from the device characteristics supplied by the manufacturer. In this study, the260

values for the pressure drop and the flow rate across the vent under conditions261

close to resonance, in the experiments by Morris-Thomas et al. (2007) is used.262

Using ∆P = 500Pa and q = 0.11m3/s, to simulate the pressure drop from a263

vent of V = 0.005m in Eq. 14, results in 1/kp = 5× 108m−2. This value of 1/kp264

is used in all the numerical simulations in this study.265
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5. Results and Discussion266

A grid refinement study is carried out to ensure accurate wave generation and267

propagation in the numerical wave tank. Linear waves of wavelength λ = 2.90m268

and wave height ofH = 0.12m are generated in the wave tank with a water depth269

of d = 0.92m at grid sizes (dx) of 0.1m, 0.05m, 0.025m and 0.01m. The results270

are presented in Fig. 1. It is observed that the wave amplitudes are slightly271

higher at a grid size of dx = 0.1m and dx = 0.05m. This effect reduces on272

further refinement of the grid and the wave amplitude converges to the desired273

value from dx = 0.025m. The improvement in the results on refinement from274

dx = 0.025m to dx = 0.01m is small. So, a grid size of dx = 0.025m can be used275

for simulations with linear waves. Waves of higher steepness are generated using276

the fifth-order Stokes wave theory. Grid convergence study is carried out with277

fifth-order Stokes waves of wavelength λ = 3.53m and wave height of H = 0.2m278

in a water depth of 0.92m. The results are shown in Fig. 2 and it is seen that the279

wave amplitudes converge to the desired value from a grid size of dx = 0.025m.280

There is no further improvement in the in the results on decreasing the grid size281

to dx = 0.01m. Thus, a grid size of 0.025m can be used for the simulation of282

fifth-order Stokes waves. The CFL number is set to 0.1 for all the simulations283

in this study.284

5.1. Validation285

In the first set of simulations, the experimental setup in Morris-Thomas et al.286

(2007) is used as illustrated in Fig. 3. The experiments were conducted at the287

University of Western Australia on a 1:12.5 scale model of an OWC prototype288

device. The numerical model is validated by comparing the numerically obtained289

free surface and pressure to the experimental observations. The OWC device is290

placed 20m from the wave generation zone in a two-dimensional numerical wave291

tank of height 2.20m. A grid size of dx = 0.025m is used, following the grid292

convergence study. The wave generation zone is varied according to the incident293

wavelength in the case and is kept one wavelength long in both in zone 1 and294
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zone 2. The numerical beach behind the device is 1m long. The beach does295

not have an important effect on the simulation as the device covers the entire296

width of the tank. The wavelengths used in the experiments with an amplitude297

A0 = 0.06m are generated in a water depth of d = 0.92m. The OWC device has298

a front wall draught a = 0.15m, chamber length b = 0.64m, with wall thickness299

δ = 0.04m and a chamber height of 1.275m. A vent of width V = 0.05m is300

provided and the permeability factor needed to provide the damping from the301

V = 0.005m used in the experiments is determined. The permeability factor302

required for this is determined to be 1/kp = 5 × 10−8m−2 and applied at the303

vent located at the roof of the device chamber.304

A simulation is carried out using linear waves with a wavelength of λ = 4.07m305

and amplitude A0 = 0.06m resulting in a wave steepness of ξ = 0.029 and306

κd = 1.26. The variation of the free surface A(t) and the chamber pressure, Pc(t)307

is calculated. The numerical results show a good match with the experimental308

data for the relative free surface elevation A(t)/A0 and the chamber pressure in309

Figs. 4a and 4b respectively.310

The free surface variation at two points along the center of the model was311

measured in the experiments and these values used for further analysis. Follow-312

ing the same approach, the free surface elevation is measured in the center of the313

device chamber in this study in order to replicate the experimental results and314

to validate the numerical model. The vertical velocity of the free surface wfs is315

calculated using the time-series data of the free surface variation at the center316

of the chamber. The velocity of the vertical motion of the free surface in the317

chamber obtained from the numerical model matches the velocity determined318

from the experimental data in Fig. 4c. The chamber pressure and the free sur-319

face velocity are the two variables that determine the efficiency of the device.320

The numerical model provides a good representation of these parameters, which321

is essential for the accurate evaluation of the hydrodynamic efficiency.322

Further, simulations are carried out to validate the numerical model for323

wavelengths on both sides of the resonant wavelength from the experiments.324

Linear waves of wavelength λ = 7.36m (κd = 0.52) and λ = 2.29m (κd = 2.5)325
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with an amplitude A0 = 0.06m incident on the device. The numerically obtained326

values for the motion of the free surface, the pressure and the velocity of the free327

surface inside the chamber are seen to match the experimental observations in328

Fig. 5 and Fig. 6 respectively. From the three cases simulated with κd = 0.52,329

1.26 and 2.5, it is seen that the numerical model provides a good representation330

of the free surface motion and the pressure in the chamber over a range of331

wavelengths.332

5.2. Effect of Incident Wavelength333

Further, simulations with κd = 0.93, 1.12, 1.52, 1.92 and 2.93 are carried334

out with a wave amplitude of A0 = 0.06m. The hydrodynamic efficiency of335

the device is calculated for each case using Eq. 12 and presented in Fig. 7.336

The variation of the hydrodynamic efficiency over κd from the numerical model337

largely agree with the values obtained through experiments by Morris-Thomas338

et al. (2007) with a peak efficiency of ηmax = 0.76 at κd = 1.26 slightly higher339

than the peak efficiency of 0.74 observed in the experiments.340

The device efficiency initially increases with increasing κd until it reaches341

resonance at κd = 1.26 and then reduces with further increase in κd. According342

to Evans and Porter (1995), resonance occurs at κd = 2 for small values of b/d343

and b/a and the fluid motion inside the chamber can be considered similar to344

the motion of a rigid piston. This uniform motion breaks down with an increase345

in b/d as the water particles have to travel a longer distance and the resonance346

occurs at a lower value of κd. In this study, b/d = 0.7 and the resonance occurs347

at κd = 1.26 signifying a large difference in the device hydrodynamics at model348

scale in comparison to the ideal scenario. This can be physically explained using349

the fluid particle excursions around the device calculated in the simulations. The350

water particles have a smaller orbital motion under a wave of length λ = 1.96m351

(κd = 2.93) and a larger orbital motion under a wave of length λ = 4.07m352

(κd = 1.26). The front wall of the device also interferes more with the shorter353

particle excursion under a lower wavelength of λ = 1.96m leading to vortex354

formation behind the front wall. This leads to a break down of the rigid-piston355
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like motion of the free surface resulting in lower volume flow rate q(t) and a356

lower device efficiency.357

The variation of the free surface relative to the incident amplitude A(t)/A0358

has a maximum of A(t)max/A0 = 1.0 and the chamber pressure Pc = 500Pa359

for κd = 0.52 in Fig. 5. In the case with maximum efficiency, at κd = 1.26,360

A(t)max/A0 = 0.57 and Pc = 460Pa in Fig. 4. In order to understand the lower361

efficiency of the device under a higher relative oscillation and chamber pressure,362

the phase of the vertical free surface velocity wfs and the chamber pressure Pc363

variation for these two cases is studied. The phase difference between Pc and364

wfs is related to the power absorption by the device as shown in Eq. 15. It365

arises from the time-average of the product of Pc, wfs and the cross-sectional366

area of the device which gives a cosine term in the equation:367

pout =
1

T

∫ T

0

Pc(t). q(t)dt =
1

2
|Pc|. |wfs| b.l cos(θ) (15)

where θ is the phase difference between Pc and wfs. This equation leads to a368

reduction in the power absorbed by the device when the variation of Pc and wfs369

is out of phase. The variation of the vertical velocity of the free surface wfs370

and the chamber pressure Pc for κd = 0.52 is slightly skewed and with a time371

shift of 0.07T or phase difference θ = 0.44rad between wfs and Pc in Fig. 8a.372

In the case with κd = 1.26, wfs and Pc are almost in-phase with a time shift373

of 0.02T or a phase difference of θ = 0.125rad in Fig. 8b. The phase difference374

can be justified by the fact that the water particle excursions are very large375

under the longer wavelength at κd = 0.52 compared to the particle excursion at376

κd = 1.26. Extending the previously presented argument from Evans and Porter377

(1995), the large particle excursion leads to significant local particle motion and378

the free surface motion is no longer uniform along the length of the device for379

κd = 0.52. Consequently, the variation of Pc and wfs for κd = 0.52 is irregular380

compared to the variation for κd = 1.26. The phase difference between the381

variables and the reduced volume flow rate in result in a reduced efficiency at382

κd = 0.52 compared to κd = 1.26.383
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5.3. Effect of Wave Steepness384

At first, linear waves with a wave steepness ξ = H/λ = 0.03 are generated385

in the numerical wave tank for κd = 0.52 ,0.93, 1.12, 1.26, 1.52, 1.92 and 2.93.386

The free surface variation inside the device chamber calculated for different in-387

cident wavelengths is presented in Fig. 9a. Since the wave steepness of ξ = 0.03388

is a constant for all the cases simulated here, the longer incident waves have a389

proportionally higher incident amplitude. It is observed that the amplitude of390

the free surface motion in the chamber is directly related to the incident ampli-391

tude and the highest relative oscillation A(t)max/A0 is seen for κd = 0.52 and392

it is the least for κd = 2.93. Incident waves of longer wavelength and amplitude393

also induce the largest chamber pressure as they carry a higher amount of wave394

energy. The instantaneous power absorbed pabs = pc. wfs. b is calculated for395

three representative cases, κd = 0.52, 1.26 and 2.93. In the case of κd = 1.26,396

the device is close to resonance and almost the same amount of power is ab-397

sorbed every half wave cycle, seen from the peaks of almost equal amplitude398

at every 0.5 t/T in Fig. 9b. The instantaneous power absorbed for κd = 0.52399

and 2.93, which are away from the resonant frequency of the device, are un-400

even and have lower peaks signifying lower energy absorption in these cases.401

Under resonant conditions, Pc and q are in phase, resulting in a positive value402

of power absorbed. This is the power delivered by the device chamber to the403

turbine that produces electrical energy. In the case of κd = 2.93, small parts404

of the instantaneous power curve cross the positive x-axis in Fig. 9b and result405

in negative values. This occurs when the chamber pressure and the volume406

flux are slightly out of phase. The negative values of pabs signify work done by407

the device to produce outgoing waves due to the phase difference between the408

chamber pressure and the volume flux.409

Next, fifth-order Stokes waves with a wave steepness of ξ = 0.1 are generated410

for κd = 0.93, 1.26, 1.52, 1.93, 2.49 and 2.93 to study the hydrodynamic perfor-411

mance of the device under steep non-linear waves. It is not possible to simulate412

a wave with a steepness of ξ = 0.1 with κd = 0.52 as the wave amplitude ex-413

ceeds the height of the device chamber. The relative amplitude motion of the414
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free surface in the chamber A(t)/A0 for a wave steepness of ξ = 0.1 is larger415

for longer waves which have larger amplitudes. This trend is similar to that416

seen in the case with a wave steepness of ξ = 0.03, but the relative amplitudes417

for all the waves are lower and A(t)max/A0 = 0.6 for κd = 0.93 in Fig. 10a.418

This implies that the steep non-linear waves do not excite the motion of the free419

surface as much as the waves with lower steepness. The instantaneous power420

absorbed at κd = 0.93, 1.26 and 2.93 in Fig. 10b shows a region where the value421

for power absorbed is negative, meaning the device spends energy on producing422

waves radiating away from it. Thus, in spite of a peak of pabs/pin u 0.68, the423

total power absorbed over a wave period at κd = 1.26 is low. In the case of424

κd = 0.93 and 2.93, the peak value of pabs/pin is less than 0.5 and the power425

absorbed in these two cases is also low. Therefore, the hydrodynamic efficiency426

of the device in the presence of the steep, non-linear waves is low for all the427

simulated cases.428

The hydrodynamic efficiency of the device is calculated for each of the cases429

simulated using Eq. 12 and presented in Fig. 11. It is seen that the efficiency430

curve for ξ = 0.03 is similar to the efficiency curve obtained from the previous431

simulations with a constant incident amplitude of A0 = 0.06m. This shows that432

the wave steepness does not have a large influence on the device efficiency when433

linear waves of low steepness are incident. Whereas in the case of non-linear434

waves of steepness ξ = 0.1, the device efficiency is reduced considerably and is435

of the order η u 0.35. This is in agreement with the analysis of the variation436

of the free surface, chamber pressure and the instantaneous power absorption437

above.438

The motion of the water particles in front of the device and the variation of439

the free surface in the chamber is further investigated at the resonant condition,440

κd = 1.26, to obtain a better understanding of the difference in efficiency of the441

device for waves of different steepnesses. The streamlines in front of the device442

are studied over the duration of a wave period, along with the free surface mo-443

tion inside the chamber of the device, during which the device completes one444

cycle of exhalation and inhalation of air through the vent in the roof of the445

17



chamber.446

Figure 12 shows the motion of the free surface in the chamber and the stream-447

lines around the device for κd = 1.26 at a wave steepness of ξ = 0.03. In Fig. 12a,448

the process of inhalation has just been completed and the free surface is cor-449

respondingly at its lowest elevation. The process of exhalation of air begins in450

Fig. 12b and the free surface is seen uniformly moving upwards. A recirculation451

zone starts to form behind the front wall as the water moves into the chamber452

(Fig. 12c) and moves towards the back wall and is then dissipated. The motion453

of the free surface is at its maximum in Fig. 12d at the end of the exhalation454

phase and the water column is horizontal due to the rigid piston-like motion455

of the water column at resonance. The inhalation phase is seen in Figs. 12e456

and 12f and the free surface moves downwards uniformly. There is no major457

disturbance of the water column or the free surface as the chamber inhales air458

through the vent in the roof. The recirculation zones seen in Fig.12c behind the459

front wall and near the bottom at the back wall in Fig.12d disintegrate in a very460

short time, under 0.04 t/T and the loss of wave energy due to flow separation461

behind the front wall and recirculation at the bottom of the chamber can be462

said to be low. Thus, κd = 1.26 produces a resonant, rigid piston-like motion463

in the chamber of the device and most of the incident wave energy is delivered464

at the vent for conversion into electrical energy by the turbine. The free surface465

just outside the chamber is almost horizontal indicating that the device absorbs466

most of the incident waves and wave reflection from the device is low.467

The behavior of the OWC device over one wave period, when fifth-order468

Stokes waves with κd = 1.26 and a steepness of ξ = 0.1 are incident on it is seen469

in Fig. 13. The device has just completed the inhalation phase in Fig. 13a and470

the free surface is at its lowest elevation and a crest is approaching the device.471

The approaching crest is seen to build up against the front wall of the device472

in Fig. 13b even as the device just begins its exhalation phase. The formation473

of recirculation zones is seen behind the front wall in Figs. 13c and 13d and is474

more prominent than in the case with ξ = 0.1. The vortices are also seen to475

form in front of the back wall towards the bottom of the device in Figs. 13e and476
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13f. The water elevation outside the chamber is at a minimum in Figs. 13f and477

13g, when the device has started its inhalation phase and is in the process of478

pushing the water out of the chamber. This shows that the motion of the water479

around the device and the motion inside the device chamber are very much out480

of phase and the device is not absorbing all the incident wave energy. The free481

surface is not uniform in this case and there is a break down of the resonance482

that is seen at the same value of κd with ξ = 0.03. The motion of the water483

column is less uniform with the formation of eddies and prominent recirculation484

zones inside the chamber, behind the front wall and in front of the back wall485

towards the bottom of the chamber. The disturbance in the flow due to the486

flow separation behind the front wall and the recirculation zone at the bottom487

of the chamber near the back wall is sustained for a longer period of time, about488

0.44 t/T in this case, compared to when ξ = 0.03. This sustained disturbance489

in the flow is one of the contributors to the larger phase difference between the490

variation of the chamber pressure and the motion of the water column seen in491

this case. The energy lost due to the vortex formation and the larger phase492

difference between the chamber pressure and the volume flux of air through the493

chamber results in a lower power absorption by the device. Thus, the efficiency494

of the device with κd = 1.26 at a higher wave steepness of ξ = 0.1 is low.495

6. Conclusion496

A CFD based two-dimensional numerical wave tank was used to study the497

hydrodynamics of an OWC device with incident regular waves. The numerical498

model was validated by comparing the variation of the free surface, the pressure499

and the vertical velocity of the free surface inside the device chamber for different500

wavelengths. The numerical results agreed well with the experimental data and501

the model produced a realistic representation of the flow physics involved. The502

pressure drop on the device chamber from a PTO device was modeled using the503

porous media flow theory. The permeability constant required was determined504

using the experimental data.505
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The variation of the hydrodynamic efficiency with the incident wavelength506

was studied. The occurrence of resonance at lower values of the relative depth507

κd for values of b/d closer to 1 than in the ideal scenario with b/d � 1 is508

discussed. The longer particle excursion required at higher values of b/d and the509

higher influence of the front wall on the particle excursion cause a break down510

of the rigid piston-like motion of the free surface inside the device chamber at511

wavelengths away from resonance. The variation of the pressure and free surface512

inside the chamber at various incident wavelengths was studied. The phase513

difference between the variation of the chamber pressure and the vertical velocity514

of the free surface resulting from local motion of the free surface contributed515

to the lowering of the device efficiency, inspite of large oscillations of the free516

surface and chamber pressure.517

Simulations using linear waves of wave steepnesses ξ = 0.03 and non-linear518

waves of wave steepness ξ = 0.1 were carried out to study the influence of519

wave steepness and non-linear waves on the hydrodynamics of the device. The520

efficiency curve for ξ = 0.03 was found to be similar to the curve obtained521

from experiments and simulations using a range of wavelengths of linear waves522

with a constant amplitude of 0.06m. On the the other hand, the efficiency of the523

device was very poor, when exposed to fifth-order Stokes waves of a higher wave524

steepness. The wavelength, which produced resonant response at a steepness525

of ξ = 0.03, did not produce resonance in the device at a steepness of ξ = 0.1.526

The free surface motion and streamlines around the device at κd = 1.26 for527

steepnesses ξ = 0.03 and ξ = 0.1 were studied and rigid piston-like motion was528

seen in the simulation with the lower wave steepness. The motion of the free529

surface was non-uniform at the higher wave steepness of ξ = 0.1. Thus, in530

addition to the wavelength of the incident waves, the wave steepness also has a531

significance impact on the hydrodynamic efficiency of an OWC device.532

The numerical model provides a large amount of information regarding the533

flow physics in and around an OWC device and the behavior of the device un-534

der various conditions of incident waves and geometric configurations can be535

investigated using the chamber pressure and the motion of the free surface. The536
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external damping is defined explicitly using the porous media theory and can be537

used to explore phase control methods to improve the performance of the device538

by controlling the damping on the device chamber. Further studies can be car-539

ried out to investigate the use of phase control to improve the device efficiency,540

formation, propagation and dissipation of vortices in the device chamber, and541

their influence on the hydrodynamic efficiency and also evaluate the wave forces542

acting on the device in order to design efficient and stable OWC devices for543

commercial deployment.544
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Figure 1: Grid Convergence for linear waves
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Figure 2: Grid Convergence for 5th-order Stokes waves
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Figure 3: Schematic of the OWC device used in the simulations
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Figure 4: Comparison of relative free surface elevation, velocity of the free surface and pressure

inside the chamber for κd = 1.26 and ξ = 0.029
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Figure 5: Comparison of relative free surface elevation, velocity of the free surface and pressure

inside the chamber for κd = 0.52 and ξ = 0.016
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Figure 6: Comparison of relative free surface elevation, velocity of the free surface and pressure

inside the chamber for κd = 2.5 and ξ = 0.052
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Figure 7: Hydrodynamic efficiency of the device vs. κd
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Figure 8: Comparison of phase difference between vertical free surface velocity and chamber

pressure for κd = 0.52 and 1.26
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(b) Instantaneous power absorption ratio for κd = 0.52, 1.26 and 2.93 at ξ = 0.03

Figure 9: Variation of free surface in the device chamber and instantaneous power absorbed

for different κd at ξ = 0.03
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(b) Instantaneous power absorption ratio for κd = 0.93, 1.26 and 2.93 at ξ = 0.1

using 5th-order Stokes waves

Figure 10: Variation of free surface in the device chamber and instantaneous power absorbed

for different κd at ξ = 0.1 using 5th-order Stokes waves
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Figure 11: Hydrodynamic efficiency of the device vs. κd for ξ = 0.03, ξ = 0.1 and A0 = 0.06m
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(c) t/T = 59.86 (d) t/T = 60.01

(e) t/T = 60.15 (f) t/T = 60.30

(g) t/T = 60.44 (h) t/T = 60.59

Figure 12: Streamlines in front of the device and free surface in the chamber for κd = 1.26 at

ξ = 0.03 over half a wave period
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(c) t/T = 21.61 (d) t/T = 21.76

(e) t/T = 21.90 (f) t/T = 22.05
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Figure 13: Streamlines in front of the device and free surface in the chamber for κd = 1.26 at

ξ = 0.1 over the duration of a wave period
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