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Chapter 10

Evaluation Of The Experiments

This part holds a discussion with emphasis on the results, and what the results implies

based on the problem formulation. As a reminder, the problem formulation is as follows:

The primary goal of this work is to find out if a cable installed inside a buried aluminum

pipe can increase the cables ampacity, when compared to a PVC pipe. The secondary

goal is to assess the validity of the experiment by comparing the results to simulations in

COMSOL, and to assess any observed deviations by the help of analytical procedures.

Throughout the upcoming discussion the models are designated with numbers, and the

meaning of model is the physical models from the experiment. Each design is refereed to

as:

• Direct laying in sand = Model 1

• PVC-pipe model = Model 2

• Aluminum-pipe model = Model 3

10.1 Observations From Experiment Part 1

The initial observation from figure 8.2, was that the temperature gradient between the

models never stabilized. By studying the uppermost graphs, one can see a linear increase

in temperature from model 1 to model 2, and visa versa. This indicates a transport of heat

from model 2 towards model 1, which explains the increasing temperature gradient inside

model 1 (between 0 and 1 meter in the graph). This means that the measured conductor

temperature in model 1 was directly affected by the high temperature in the model 2.

Parts of the heat from the conductors between model 1 and 2 also evacuated to the

ambient surroundings. This fact probably limited the total heat transport from model

2 to model 1. These observations clearly indicates that the cables, hence the distance
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between the models, were too short. With longer cables, the temperature gradients would

have stabilized at some point, leading to negligible interference between the models. It

has not been attempted to calculate how long these cables should have been to achieve this.

In addition, it was observed quite large temperature gradients internally in all models.

As described in 6.4, the enter- and exit points of the pipes were filled with rockwool

insulation. The objective of this action was to force heat in the radial direction, hence

reduce the leakage of heat in the longitudinal direction, and rockwool seemed like a good

idea to achieve that. To study the effect of the rockwool, some of it was removed from

the aluminum pipe 3 hours into the experiment, leaving about 5 cm of rockwool inside

the pipe openings. The effect can be seen from the green and red graph in figure 8.2,

where a steep change in temperature (green line) occurs at the beginning and at the end

of the aluminum pipe. The gradients between the center- and end of the pipe lowered

after reducing the amount of rockwool (red line). It is reasonable to claim that a greater

amount of heat left the model trough the pipe (z-direction) after removing some of the

rockwool. Therefore, installation of rockwool or an equivalent material do pose an impact

to the results. Further analysis on this problem is presented in section 10.4.

A final comment on the internal gradient, is that minor errors in readings from the

thermocouple probes could have affected the results. This statement applies to all obtained

results from the experiments. The extent of these errors, if they existed, are unknown.

The temperature between model 2 and 3 was in contrast to model 1, quite equal. This

equality is by far not in correlation with the simulations in chapter 9, nor the results from

the project thesis prior to this experiment [8]. As explained in section 8.2, it was suspected

that the air gap between the cables and the bottom of the pipes had an impact on this

situation. The principal and impact from this, is explained in the upcoming section.

10.1.1 Evaluation Of The Air Gap

One can assume that a gap between the conductors and the pipes increased T ‘4, the

effective thermal resistance of the air, even though the mass and volume of the air is

equal, regardless of where the cable is placed in the pipe. In other words, the thermal

resistance in the transition zone between the cables and the pipe increased. To illustrate

the consequences, a similar scenario was simulated in COMSOL. The results are being

presented in Figure 10.1 and 10.2. In Figure 10.2, the width of the gap was 3 mm. This

distance was arbitrary chosen, since the real distance inside the pipes was inaccessible for

measurements.
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Figure 10.1: Direct contact. Figure 10.2: 3 mm separation.

In both simulations, a current of 82 A was applied until a steady state was reached,

and with the exact same boundary conditions as in 5.1. The black lines represents the

conductive heat flux, meaning the path in which heat flows. In figure 10.2, some of the

heat lines seems to be forced into the air inside the pipe, whereas in figure 10.1 the

majority of heat flows through the cables and into the pipe. As a result, the temperature

increased to approximately 125 ◦C in contrast to 74 ◦C. This illustration clearly shows the

impact of surrounding the conductors with air. One can therefore stress the importance

of keeping the cables at the bottom, or in close contact with the pipes. However, if

this is fulfilled in real life cable plants is a different question. One can assume that

the cables will be somehow flat in the pipe at long, straight distances, especially if the

cable is heavy (large cross section). This condition can probably change where the pipes

are exposed to a change in direction (upwards, downwards and to the sides). In such

situations, one can assume that the cable levitates and/or changes its position inside

the pipe, for example to the center of the pipe. If this occurs, one can approximate a

higher conductor temperature at that location. This should be taken into consideration

when conducting FEM-analysis of tentative, future cable systems. This observation also

shows the importance of conducting experiments to prove or disprove that the boundary

conditions in COMSOL are accurate. For this example, these conditions were obviously

quite inaccurate since the geometry of the cables were initially drawn in direct contact

with the pipes.

10.2 Observations From Part 2

The action of increasing the contact surface seemed to have a positive effect regarding

temperature. As figure 8.5 indicates, the temperature inside model 3 decreased with

approximately 2.5 ◦C compared to model 2. The difference was not remarkable, but it

did indicate an improvement in temperature performance which is in coherence with the

simulations in figure 10.1 and 10.2.

The improvement can also be seen in the longitudinal conductor temperature. This was
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presented in Figure 8.6, where the sets of temperatures were obtained at 5 different points

in time. There are similarities between figure 8.1 and figure 8.6, but the development in

temperature inside model 3 seemed more smooth and even after the improvement with

wooden planks. This observation is quite interesting, considering that the cables were

unevenly distributed inside the pipe, prior to installing the planks. The cables obviously

had increased contact surface after the installation, and these two observations combined is

an indication of a better heat transit from the conductors to the pipe. Simultaneously, the

interpretation of this observation leads to a degree of ambiguity. If the planks itself held

an even temperature distribution throughout the experiment, the conductor temperature

could have been affected by that, regardless of the magnitude of the temperature. One

must keep in mind that the thermocouple probes were installed straight under the surface

of the insulation, and that the planks were on top of the insulation with quite high pressure

due to a tight fit. However, no further examination was done to this observation, which

somehow leads it to an element of uncertainty.

A different observation was that the temperature at 5.5 meters was higher at time = 1

hour, compared to the final temperature. A reasonable explanation for that, was the high

current peak during the first half hour or so. The current peaked at ≈ 90 A (see figure

8.5), which gave a quite high transient heat production at the time. Why the temperature

peaked at that location only, has not been examined.

Even though the temperature difference between model 2 and 3 increased during part 2,

the difference was still very small compared to the simulations. It became suspected that

the low thermal conductivity in the soil dominated the total thermal resistance, hence

the fact that the thermal impact of the different pipes were not excelled in the results.

Water was therefore added to the sand. The impact of this among other observations are

discussed in the upcoming section.

10.3 Analytical Comparison Between Part 2 And 3

Part 3 of the experiment elapsed for 148 hours with many different applied currents. The

primary objective of the long running time, was to seek for the impact of applying water

to the sand. This impact was revealed by measuring the thermal conductivity in the sand.

Sadly, the measurements resulted in ambiguity because of high differences between each

measurement. It was therefore chosen to calculate the percentage distribution of thermal

resistance in each model based on the obtained results from experiment part 2 and 3. The

procedure is being presented in the upcoming subsection.
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10.3.1 The Percentage Distribution Of Thermal Resistance In

The Models

The following discussion contains a calculation and assessment of the percentage distribution

of thermal resistance in the models, obtained from experiment 2 and 3. The amount of

heat flowing in the radial direction experienced a total thermal resistance, seen from the

conductors. This can be written as:

Ttoatal = Tinsulation + Tair + Tpipe + Tsand (10.1)

For this experiment, the insulation of the conductors were only 3 mm thick, which means

that the thermal resistance of the insulation can be neglected from this analysis. The

aluminum pipe is also neglected, since the pipe was seen upon as a thermal short circuit.

A final approximation is that each model contained an equal amount of sand. Therefore,

Ttotal for the three models reduces to:

Tmodel1 = Tsand

Tmodel2 = TPV Cpipe + Tair + Tsand

Tmodel3 = Tair + Tsand

(10.2)

These are the total equivalent thermal resistances, which are located between the conductors

and the ambient surroundings in model 1, 2 and 3. The temperature differences between

the conductors an the surrounding air, ∆Θ, are known from part 2 of the experiment:

∆Θmodel1 = 36.7− 20.0 = 16.7 ◦C

∆Θmodel2 = 63.5− 20.0 = 43.5 ◦C

∆Θmodel3 = 61.3− 20.0 = 41.3 ◦C

(10.3)

The ambient air temperature was approximately 20.0 ◦C during the whole experiment.

The applied heat loss, P , from the cables and into the radial direction of the models,

was approximated to be equal in all three models. This condition can be written as:

Pmodel1 = Pmodel2 = Pmodel3 (10.4)

Which can be expanded to:

∆Θmodel1

Tmodel1
=

∆Θmodel2

Tmodel2
=

∆Θmodel3

Tmodel3
(10.5)

The goal of aligning these equations, is to find the magnitude of each component of

thermal resistance inside each model. By combining equation 10.5 and 10.2, one can find

the following relation for the thermal resistance in the sand compared to the aluminum
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pipe-model:

Tmodel1 = Tsand =
∆Θmodel1

∆Θmodel3

· Tmodel3 =
16.7

41.3
· Tmodel3 = 0.404 · Tmodel3 (10.6)

Which implies that the sand constituted of 40.4 %, and the air constituted the remaining

59.6 % of the total thermal resistance in the aluminum pipe-model (model 3). The same

approach applies for the PVC-pipe model (model 2):

Tmodel1 = Tsand =
∆Θmodel1

∆Θmodel2

· Tmodel2 =
16.7

43.5
· Tmodel2 = 0.384 · Tmodel2 (10.7)

As suspected, the percentage share of thermal resistance in the sand decreased for model

2, compared to model 3. This is due to the PVC-pipe, since there were no other

constructional differences between the models. To find the remaining share from the

air and pipe, one must solve the following set of equations:

Tmodel2 = TPV Cpipe + Tair + Tsand

Tair = Tmodel3 − Tsand

∆Θmodel3

Tmodel3
=

∆Θmodel2

Tmodel2

(10.8)

The equations are solved with respect to TPV Cpipe:

TPV Cpipe = Tmodel2(1−
∆Θmodel3

∆Θmodel2

) = Tmodel2(1−
41.3

43.5
) = 0.05 · Tmodel2 (10.9)

This means that the PVC pipe was responsible for 5 % of the total radial thermal

resistance in the model, leaving the final 56.6 % of the resistance to the air inside the

pipe. To reveal the impact of adding water to the sand, the exact same procedure

was conducted for experiment 3. The percentage distribution of thermal resistance

in all 3 models are being visualised in Figure 10.3, both prior to, and after adding the

water.
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Figure 10.3: Percentage distribution of the thermal resistance in each model, referred to
the radial direction away from the cables.

Figure 10.3 clearly shows that the air constitutes of more than 50 % of the total thermal

resistance when a pipe is present, regardless of the pipe material. This clearly shows

that the air itself has a significant impact to the ampacity of the cable due to the low

thermal conductivity of air. On the contrary, by decreasing the thermal resistance in the

soil (adding water), the percentage share from the pipe increased in model 2 from 5.0 to

8.6 %. These two observations initially means that the air inside the pipes dominates

the thermal resistance, but that the PVC pipe makes a clear contribution to the total

thermal resistance in the system. In addition, the conductor temperature inside model 3

was lower than for model 2. One can therefore conclude that the presence of an aluminum

pipe compared to a PVC pipe can lower the operating temperature of the conductor, with

the given constraints from the experiment. As a final notation, the percentage reduction

in conductor temperature in model 3 compared to model 2 was according to table 8.1:

107.48− 99.75

107.48
· 100% = 7.19% (10.10)

When 115 A was applied and:

51.14− 48.61

51.14
· 100% = 4.95% (10.11)

When 65 A was applied. The reason for the relative deviation between the temperatures

has not been examined, and is therefore an element of uncertainty.
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10.4 Attempted Correction For Longitudinal Heat

Loss

In chapter 9, simulations of two of the experiments were conducted. The main result

was quite large deviations between the experiments and the simulations. The greatest

deviation was found in model 2, where the simulation suggested a 45 ◦C higher conductor

temperature compared to the experiment. As a plausible explanation for this, it was

suspected that parts of the generated heat inside the models leaked out through the

longitudinal direction instead of the radial direction. This so called leakage was not taken

into account in the simulations, which could be a reason for higher simulated values

compared to the experimental values. In this section, a reduction factor which represents

this leakage was found. This factor was incorporated to COMSOL as an attempt to reduce

the deviation between the primary simulations in chapter 9, and the obtained results from

the experiment.

When conducting simulations in COMSOL, the programme solves the equations in 2

dimensions, x and y, whereas no heat flows in the z-direction. In other words, the z

direction is treated as infinitely long, and no end effects are taken into account. In

COMSOL, this means that all generated heat is transported in the radial direction, x and

y, away from the heat source. The heat transport in COMSOL can therefore be expressed

as:

3Pgc = Prc (10.12)

Where 3Pgc is the total generated heat in COMSOL, and Prc is simply the heat transported

in the radial direction. A thermal heat-flow equivalent of the COMSOL model can be

expressed as in figure 10.4, where Trc is the equivalent thermal resistance in the radial

direction and Θcc and Θac is the conductor- and ambient temperature, respectively.

Figure 10.4: Thermal equivalent of the models in COMSOL

The longitudinal heat loss was suspected to leave the models through the conductors,
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pipes and the walls of the models, where the last-mentioned was insulated with plates of

styrofoam. Due to heat flow in both the radial and z-direction, the equation for heat flow

in the models becomes:

3Pge = Pre + Pze (10.13)

Where 3Pge is the total generated heat from the experiment, whereas Pre and Pze is the

heat flow in the radial- and z-direction, respectively. The thermal equivalent for equation

10.13, hence the models, becomes:

Figure 10.5: Thermal equivalent of the models in the experiment

Due to the paralell connection in figure 10.5, one can assume that the total thermal

resistance in the physical models were lower than for the COMSOL models. If this is

true, it can explain parts of the deviation between the simulation and the experiments,

since a lower thermal resistance will give a lower temperature difference. To investigate if

this could be a plausible explanation, one must start by identifying the magnitude of the

heat loss in the z-direction, and thereafter subtract it from the applied heat in COMSOL.

This is being explained by an example in the upcoming section.

10.4.1 Correction For Model 2

For this example, model 2 from experiment part 2 is used as a reference. As a first

approximation, it is assumed that all heat loss in the z-direction for the PVC pipe went

through the conductors. It is also assumed that the temperatures in all conductors were

equal. Finally, it is assumed that the temperature gradient, ∂Θz

∂l
, was equal at both sides

of the model. This means that the heat loss in both directions out/away from the model,

was equal in magnitude. This is expressed as:

Pze = 2 · Pz (10.14)
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Where Pze is the total heat loss, and Pz is the heat loss from one side of the model. Based

on that, Pze can be calculated in the following way:

Pze = 2 · Pz = 2 · ∆Θz

Tz
= 2 · ∆Θz · σth

∆l/A
= 2 · ∂Θz

∂l
A · σth (10.15)

In which:

∂Θz

∂l
is the temperature gradient at the boundary of the model

σth is the thermal conductivity of aluminum (the conductor)

A is the cross section of the conductor

The thermal probes were located 0.25 m from each other, with a difference of 12.1 ◦C. The

thermal conductivity of aluminum is 238 (W/m·K) and the cross section of the conductor

was 25 mm2, so Pze becomes:

Pze = 2 · ∂Θz

∂l
A · σth = 2 · 12.1

0.25
· 25 · 10−6 · 238 = 0.576W (10.16)

And due to three conductors, the total heat loss in the z-direction becomes:

Pze,total = 3Pze = 1.72W (10.17)

The purpose of calculating Pze is to subtract it from the originally applied heat loss

in COMSOL to compensate for the deviation between the simulated result, and the

experimentally result. The way to do this in COMSOL, is by reducing the current in

the conductors by the equivalent amount. Given that the original heat loss from 9 was

Pold, the calculations for the new current becomes:

Pnew = Pold − Pze
I2
newR = I2

oldR− Pze

Inew =

√
I2
oldR− Pze

R

=

√
822 · 1.128 · 10−3 − 0.576

1.128 · 10−3

= 78.82A

(10.18)

The result of applying Inew compared to Iold is shown in Figure 10.6.
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Figure 10.6: Simulated conductor temperatures in model 2, with and without the
reduction factor Pze.

Applying Inew obviously gave an improvement, where the deviation between the simulation

and the experimental result decreased. As seen in Figure 10.6, the initial deviation was:

102.6− 58.64

102.6
100% = 42.84% (10.19)

After applying Inew, the new deviation is:

96.46− 58.66

96.46
100% = 39.18% (10.20)

However, a difference of 39.18% is still very much. This means that the calculated

reduction factor Pze for this example was insufficient. However, this example was based on

the approximation that all heat loss in the z-direction occurred through the conductors.

This is obviously incorrect.

A second approximation to the longitudinal heat loss, is that some of the heat evacuated

through the rockwool (Glava). This can be calculated and added to Pze, followed by a new

simulation and hopefully an even better improvement compared to the original simulation

in Figure 10.6. The procedure for calculating this, is the same as for calculating Pze

(equation 10.16). For this analysis, the presence of the wood inside the pipe is neglected.

As a start, one must know the temperature difference between the inner- an outer side of

the rockwool. This was unfortunately not measured, except for the ambient temperature.

Therefore, assumptions must be drawn. At time = 22.5 hours, the conductor temperature
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was measured to 58.64 ◦C and the temperature at the top of the pipe was measured to

25.72 ◦C. The air temperature inside the pipe must therefore have been somewhere in

between, so it is chosen to use 40 ◦C as a reference. The ambient temperature was 20 ◦C,

giving ∆Θ of 20 ◦C. The thickness of the installed rockwool was approximately 5 cm, and

rockwool has a thermal conductivity of 0.035 (W/m·K)[9]. Finally, the effective area of

the rockwool was simply the inner diameter of the pipe minus the area of the conductors:

Arocwool = Apipe − 3Aconductor = πr2
i − 3πrc = π0.0492 − 3π(5.9 · 10−3)2 = 0.00721m2

(10.21)

Prockwool = 2 · 20

0.05
· 0.00721 · 0.035 = 0.2W (10.22)

Pze,new = Pze + Prockwool (10.23)

By replacing Pze,new with Pze in equation 10.18, the calculated current becomes 77.69 A.

By applying 77.69 A compared to 78.82 A into the COMSOL model, the final simulated

conductor temperature becomes 94.28 ◦C compared to 96.46 ◦C. The new, total deviation

between the simulated and experimental result becomes:

94.28− 58.66

94.28
100% = 37.78% (10.24)

In total, this means that reducing the applied heat loss in COMSOL by the calculated heat

loss in the z-direction, had a marginal impact on the deviation between the experimental

results, and the simulated results. The remained deviation of 37.78 % is therefore due to

uncertainty elements of the experiment.

10.4.2 Correction For Model 3

To investigate heat-loss correction a step further, the exact same approach is used for

the aluminum pipe. The conductor temperature was only measured at one side of the

model, but it is assumed that the temperature was equal at both sides. The temperature

gradient was approximately equal as for the PVC pipe. It is also assumed that the heat

loss through the rockwool was the same as in the PVC pipe. In the previous subsection,

the new current became 77.69 A. This current was applied to the COMSOL model of

model 3, and the comparison between the simulations and the experimental result is

being shown in Figure 10.7.
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Figure 10.7: Simulated conductor temperatures inside the PVC pipe, with and without
the reduction factor Pze.

The deviation between the simulated- and experimental temperature was in the first place

quite low. As seen in Figure 10.7, the deviation after including the reduction factor was

even smaller. Before the reduction factor was included, the deviation was:

70.5− 59.78

70.5
100% = 15.2% (10.25)

And after:

64.49− 59.78

64.49
100% = 7.3% (10.26)

To sum up, the deviation after including the reduction factor was 37.78% for model 2,

and 7.3% for model 3. This implies that for model 3, the simulations can be directly

compared to the experiment with fairly high accuracy. This is, however, not the case for

model 2, since the deviation was too high to neglect. One plausible explanation could

be that the equivalent thermal resistance in the radial direction was higher for model 2

than first assumed. The total heat loss in both model 2 and 3 was equal, and more heat

could have evacuated in the longitudinal direction in model 2 than first assumed, simply

because of the higher radial thermal resistance in model 2 compared to model 3 (PVC

versus aluminum). Regarding the extent of this discussion, there was not found any other

plausible reasons or explanations to why this deviation was so large for model 2.
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10.5 Loss in The Aluminum Pipe

The heat loss in the aluminum pipe in model 3 was both experimentally obtained (6.5.1),

and simulated (9.1). The deviation between these two was enormous, since the experiment

suggested a loss of 1.33 (W/m), and the simulation suggested 0.084 (W/m). One must

keep in mind that the experiment contained elements of uncertainty. First, the time

in which the loss was obtained elapsed to 300 seconds. During this time, some heat

must have been transferred from the conductors to the pipe by conduction, radiation

and convection. If so, most of this energy is assumed to have been conducted from the

lowest conductors to the pipe, since they were in direct contact with each other. It is

therefore plausible that the main temperature rise in the pipe was caused by external

heat entering the pipe, and not by induced eddy currents, hence the heating process in

the pipe was not adiabatic. As for the simulation, there is no reason to claim that FEM

are inaccurate or untrustworthy regarding electric- and magnetic problems with given

boundary conditions. As an example, the simulated heat loss in the conductors were 7.17

(W/m), and the calculated heat loss from the experiment per conductor is:

Pc = RACI
2 = 1.128 · 10−3 · 822 = 7.58(W/m) (10.27)

There is a coherency between the simulation and the experiment regarding heat loss in

the conductors, so the simulated induced heat loss in the pipe is assumed to be correct. In

addition, the heat loss in the pipe was obtained over several currents (Figure 9.2), and no

large losses were found. This finding supports that the simulated values are more reliable

than the experimentally obtained values.

Based on the experiment, simulation and above discussion, the heat loss in the pipe are

proven to be negligible when compared to the loss in the conductors. It is therefore not

a disadvantage to use aluminum as a pipe material for cables, given that the parameters

(loading, dimensions of the pipe and cable configuration) are equal.
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Conclusion

This master thesis has emphasised whether an aluminum pipe can provide a better

cooling of a power cable when compared to a traditional polymeric pipe under buried

circumstances. It has also been paid attention to the experiment‘s validity by comparing

it to FEM simulations.

The simulations suggested a higher conductor temperature than what was obtained in the

experiments. This goes especially to the PVC-pipe model, where the temperature was

45 ◦C higher in the simulations. As an initial explanation, it was found that the models

were too short, leading to significant leakage of heat in the longitudinal direction. The

cable length between the models was also too short, leading to transport of heat through

the cables from one model to the next. It was attempted to compensate for this leakage by

the use of analytical approximations. This compensation gave improved accuracy between

the simulations and the experiments, but not to a full extent. It was not attempted to fully

reveal the reason for the remained deviations, which makes them elements of uncertainty.

It is therefore concluded that models like the ones in this experiment must be longer to

avoid errors due to end effects.

It was also revealed that the geometrical location of the cables inside the pipes affected the

temperature. When the cables had a certain distance to the pipes, a higher temperature

occurred compared to when the cables had good, physical contact with the pipes. The

gap between the pipes and the cable occurred due to the stiffness and low weight of

the cable, which is also a realistic scenario in practical cable installations. This reveals

the importance of conducting experiments, since the boundary conditions in FEM does

not automatically reflect the real situation. It is therefore important to be critical to

these boundary conditions when applying FEM simulations in the planning phase of an

underground cable grid.

The lowest operating conductor temperature in the experiments was observed in direct

installation in sand, and the conductor temperatures were far higher inside both pipes.

This observation is in coherence with the theory that air inside a pipe increases the

thermal resistance in the system, thus a lower temperature will occur when a cable is
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installed directly in sand. However, when comparing the performance of the two pipes in

this experiment, the aluminum-pipe solution can be favoured for the following reasons:

• The operating conductor temperature was 4.95-7.19 % lower inside the aluminum

pipe, compared to the PVC pipe, thus indicating a more efficient cooling caused by

the aluminum pipe.

• The induced heat loss in the aluminum pipe was negligible when compared to the

conductor loss.

• The aluminum pipe decreased the total thermal resistance in the system when

compared to the PVC pipe.

Thus, aluminum pipes can be an initial reference for improved cooling of underground

power cables when pipes are required as a design criteria. However, due to many elements

of uncertainty, future investigations on this topic should be performed to fully reveal the

potential of using aluminum pipes as a design of underground power cable systems. A

suggestion is therefore being presented in the final, upcoming section of this thesis.
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Recommendation For Future Work

It is recommended by the author to construct a full scale, 1:1 system of the same

experiment as presented in this thesis. This should preferably be outdoors, with an

excavation depth of 1 meter which is a typical solution in authentic cable plants. The

cables should thereafter be installed in a PVC pipe, followed by an aluminum pipe with

sufficient distance between the pipes. By doing this, end effects should be avoided.

However, it is recommended to perform 2D axisymmetric simulations in COMSOL prior

to constructing the experiment in order to determine the required length of the pipes, and

the distance between the pipes. The cable must obviously be equipped with thermocouple

probes to monitor the temperature. By doing all of this, one will obtain 100 % realistic

results when compared to real life cable plants, and hopefully when compared to FEM

simulations.

If the result favours the aluminum pipe compared to the PVC pipe, meaning a much

lower temperature inside the aluminum pipe, one should expand the research further by

optimizing the design of the aluminum pipe. As indicated, the aluminum pipe acts as a

thermal short circuit in the first place. It also has a fairly high outer area, which is in

direct contact with the soil. The authors hypothesis is that the heat transfer to the soil

will increase further by applying heat sinks (cooling ribs) to the outer part of the pipe.

This should effectively increase the outer area of the pipe, which is proportional to heat

transfer, making the design even more efficient.
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