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Lifetimes After TDs Annihilation

Calibrated lifetime maps have been collected for samples after TDs dissolution annealing, un-

fortunately showing clear signs of surface contamination, presumably from the RTP furnace,

which is used for a various types of materials including gold, titanium and chromium. An ex-

ample can be seen in Fig.5.17.

Figure 5.17: Examples of PLI lifetime maps for after TDs annealing: Ingots C2 and
C11. The apparent contamination is presumably from the annealing furnace.
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5.5 Horizontal Line Measurements

In order to further investigate details in (PLI) LT maps for samples after oxidation, horizontal

line scans were obtained from these images, at 5 cm height above the tail start, and spanning

half the sample width from the rightmost edge in Fig. 4.1. Equivalent∆[Oi] measurements were

made with FTIR, with 1 mm spatial resolution. Assuming that [Oi] ingots, and LT distributions

for samples in as-grown conditions are relatively flat in comparison, there should be similarities

between [Oi]- and LT-curves a

fter oxidation, if indeed the shapes seen in Fig. 5.16 are related to the local amounts of precip-

itation. At the same time, the [Oi]0 is assumed to decrease moderately towards the edge of the

ingot.

In Figs. 5.18 and 5.19, the radial variations in LT and [Oi] after are plotted, for high [Oi]0 ingots

C1, C2, and C2bis, and for the low [Oi]0 standard process ingots, C3, C5 and C7. The x-axis starts

at the edge of the ingot, and ends halfway between the ingot edge and the center.

In Fig. 5.18, for sample C1, the LT and [Oi] is lower near the ingot center, and both parameters

show a peak around 10-15 mm from the edge, with the LT peak closer to the edge. This drop

closer to the crystal center indicates a high [Oi]0 in this region, leading to a effective nucleation

and a substantial consumption of [Oi] by the formation of precipitates. C2bis also displays a

reduction of [Oi] and LT towards the crystal center. C2 displays two peaks in LT and [Oi], with

the larger peak closer to the edge, and a larger variation in the lifetime.

For the lower [Oi]0 ingots C3, C5 and C7 seen in Fig. 5.19, a moderate gradual decrease in [Oi] is

towards the edge. This trend expected to be similar for as-grown conditions. Sample C3 shows

only minor radial LT variations. For C5, the LT increases radially away from the part closest to

the ingot center, before decreasing after around 20 mm. This variation is however not seen in

the [Oi]. The main difference in the properties of C5, compared to C3 and C7, is that sample C5

is from a low CR block. Thus, one possible explanation for the different trends seen here could
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be the thermal history variations. In C7, the LT decreases steadily towards the edge.
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Figure 5.18: Horizontal line [Oi] measurements and PLI linescans for higher [Oi]0

samples after oxidation.

Figure 5.19: Horizontal line [Oi] measurements and PLI linescans for lower [Oi]0

samples after oxidation.
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Chapter 6

Simulations

In an attempt to add some information to the discussions about LT and [Oi] variations, com-

puter simulations of Cz processes were performed at SINTEF in Oslo. For this modelling, some

details about the NorSun Cz pulling apparatus were provided. As specific thermal history data

was not obtained, qualitative investigations were conducted using simplified conditions.

The simulations were performed with the Crystal Growth Simulator (CGSim) software, which is

specialized for Cz growth. CGSim uses the finite volume method for the optimization of par-

tial differential equations, i.e. discretely converting volume integrals in a meshed volume into

surface integrals, using the divergence theorem. As input, the chamber geometry is specified as

a 2D setup with circular symmetry, along with details about the materials, the heater elements,

and several process parameters and assumptions. Heat transportation equations with boundary

conditions are optimized, and the software provides automatic crystal shape adjustments. An

example of the output is seen in Fig. 6.1: From the calculated heat flow in a steady-state com-

putation, the temperature is mapped near the solid-liquid interface. The interface displayed

here, for a growth rate of 0.4 mm/min, is located at 5 cm before the beginning of the soon to be

formed tail. The interface curvature can be seen, as well as its effect on the local melt tempera-

ture variations.
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Figure 6.1: Example of CGSim output: 2D axial section temperature map of a 16
cm diameter crystal and the melt, during Cz pulling with a low growth rate (0.4
mm/min). Here the interface is located at z = 5 cm above the tail. Silicon melts at
Tm = 1413◦C [3].
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6.1 V/G Ratio Simulations

As seen in Figs. 5.16 and 6.2, a thin high LT region is found in ingots C1 and C2. In accordance

with Voronkov’s theory [19], this band-shaped region could be due a radial transition between

regimes for defects generation, with vacancy-type defects formed near the ingot center, and

interstitial-type defects found close to the edge [21]

The V/G simulations were modelled as steady-state problems at a given stage in the growth pro-

cess (as snapshots). The interface axial ingot position was set to z = 5 cm above the tail. The

crystal rotation was set to 10 rmp, and the crucible counter-rotation to -6 rpm.

Figure 6.2: Simulations of V/G for different growth rates. The assumed critical
ratio [39] for the transition between interstitial and vacancy regimes is marked
with a horizontal orange line. For the growth rates from 1 mm/min down to 0.5
mm/min, the simulated curves intersect this critical ratio. The radial axis has
been truncated from its original 82.7 mm.
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Figure 6.3: For the V/G simulations: Variations in the shape of the different inter-
faces plotted in the previous figure. The radial axis has been truncated from its
original 82.7 mm.
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As seen in Fig. 6.2, for growth rate (V ) values in the range of 0.4 - 1.0 mm/min, the radial V/G

curves intersect the assumed critical ratio of 1.5 cm2/min·K [11]. With a growth rate of around

0.5 mm/min, the point of intersection is found at around 3 cm from the edge. When then V

is increased, two transition regions move radially towards the edge and center of the ingot. At

growth rates above around 1 mm/min, the lines do not intersect. Fig. 6.3 shows the shape of

half-interfaces for the different V values, with interface the height as a function of radial posi-

tion. For lower cooling rates, a valley is seen at around 40-45 mm from the center. As a simplified

approach: For a small volume of silicon at this position on the interface, G should have a lower

absolute value due to the larger regional solid-liquid contact surface.

6.2 Solid Crystal Cooling

As mentioned previously, differences seen in Fig. 5.19 between block C5, and blocks C3 and C7,

could be from due to thermal history variations, during crystal growth, or during the subsequent

cooling while the solidified crystal is retracted upwards from the melt. For an initial indication of

the effect of different V on the formation of defects, an unsteady-state problem was computed,

simulating a solidified crystal being retracted at different rates. It should be noted that this does

not specifically model either of the previously mentioned explanation, but for lack of time this

simplified model was explored.

Fig. 6.4 shows the cooling curve (T (t )) for a Cz Si crystal after solidification, when lifted away

from the melt at pull speed 2 mm/min and at 6 mm/min. Here, the slowly retracted crystal gen-

erally stays in any temperature interval for more than twice as long.
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Figure 6.4: Simulations of the cooling curves (T (t )) for different crystal retraction
rates after solidification is complete.



Chapter 7

Discussion

A two-step oxidation annealing has been performed for the exaggeration of as-grown defects.

The resulting average [Oi] reduction may be viewed as a measure be seen in section 5.1. ∆[Oi]

values are larger for higher [Oi]0 ingots, with an outstanding reduction in C1, and intermediate

high values seen in C2 and C2bis. This rather straightforward difference is substantial in both

absolute and relative terms, and is to be expected, as the rate of precipitation is related to the

supersaturation of oxygen [3], and thus the [Oi]0.

There is also a noticeable difference between C2 and C2bis. These are similar in [Oi]0, but C2

has a higher [Cs]0 and shows a larger ∆[Oi]. This difference may be a consequence of the role

carbon plays in assisting oxygen-precipitation, by lowering the interface energy barrier [18]. The

relation between the dependency of precipitation on both [Oi]0 and [Cs]0 has also been seen in

the axial and radial distribution graphs in Figs. 5.1-5.4. In high [Oi], high [Cs] samples, both

the [Cs] and the ∆[Oi] increases along with [Cs] towards the tail. In general, there appears to be

some [Oi]0 threshold for oxide precipitation to occur, with [Cs] being an assisting driving force.

This is in agreement with literature [11]. One example is ingot C6, which has a similar [Cs]0 dis-

tribution to C2, but a lower [Oi]0, and which shows no signs of [Oi] reduction from precipitation.
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Carrier lifetime measurements are seen in section 5.4. From the transient-PCD lifetimes results

in Fig. 5.13, there is a clear difference between (A) standard and (B) recharged processes for

all low CR samples, with B processes having the lower lifetimes. This could be explained by

the higher [Cs] shown in Fig. 5.3, at least for low CR processes. The concentrations of metals,

dopants and carbon are generally higher for B processes, with prolonged exposure to contam-

ination sources in the Cz pulling chamber, as well as melt impurity accumulation due to seg-

regation. For the popped-out tails, these lifetimes are more comparable for the ingots from A

(C3,C11) and B (C4) processes. The comparably lower [Cs] differences between these could ex-

plain this.

The as-grown CDI lifetime maps in Fig. 5.14 also indicate the axial LT increase towards the tail

in C3 and C4. This indicates a difference between the regimes of defects formation for low and

high CR crystals, and their dependencies on [Oi] and [Cs]. One possible explanation for this

could be the gettering effects of the dislocations, collecting metallic impurities through diffu-

sion by acting as heterogeneous nucleation sites [15].

Specifically, in the transient lifetimes, popped-out tail ingots CR blocks C3 and C11 show a

higher lifetime towards in at the middle height 5 cm above the tail. C7 is stands out as the only

ingot with higher LT measured near at the start of the tail. One possible explanation, assuming

a similar regime of defects formation in these crystal, is noticing that for the semi-high CR ingot

C7, which also has a longer tail, the heights for measurements in this coordinate system are lo-

cated at different distances from the tip of the tail.

Comparing C1 and C5, the axial LT variations are larger for C1. This is in agreement with the

previously seen [Oi]0 effect on oxygen-related defects formation, however crystal growth and

two-step annealing are distinctly different situations. C2 and C2bis display equivalent PCD life-

time values at all heights, even though C2 has a higher [Cs], and shows larger ∆[Oi] values. This

indicates a difference between the ingrown defects from Cz growth and the precipitates grown

during annealing.
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In section 5.16, PLI LT maps after oxidation are shown. A particularly distinct band-shaped high

LT region is seen in sample C1, and one possible explanation for this could be to be the presence

of a p-band, due to a transition between vacancies (Vs) and interstitials (Is) as the dominant in-

trinsic defects [19, 21]. A similar shape is seen in C2. After reviewing these results, horizontal [Oi]

and LT curves have been obtained and compared, for samples oxygen precipitation annealing.

These are seen in section 5.5. In agreement with the the previous discussions, the LT variations

in high [Oi]0 samples C1, C2 and C2bis seem to depend on the the oxide precipitation rates,

which are presented indirectly here, via the [Oi] radial variations after oxidation.

As seen in Fig. 5.19, the LT radial variations are relatively even for higher CR ingots C3 and C7.

Meanwhile, for low (normal) CR sample C5, the LT after oxidation decreases radially towards

the center. On the basis of these measurements, this does not seem to be the related to oxide

precipitation. One possible explanation for this is the presence and inhomogeneity of other im-

purities such as metals, which can diminish LTs by increasing trap-level recombination rates

[23]. It is seen that the [Cr] and [Fe] are higher in C5 compared to C3. On the basis of the curves

shown Fig. 2.2, both of these impurities could have detrimental effects on electrical properties,

in relatively small concentrations.

The thermal history differences between lower CR (C5) and higher CR (C3,C7) samples may also

be an explation of the contrasting LT variations. The crystal growth cooling curves, through the

various temperature intervals of oxide defects formation, can affect the as-grown LTs, both also

the distributions of initially electrically inactive defects at which precipitation occurs during ox-

idation annealing.

Some of these trends were later investigated qualitatively, with simulations conducted with the

help of SINTEF, as described in chapter 6. For the investigation of V/G transitions, as could be the

case for sample C1 in Figs. 5.16 and 5.18, some indication is given in Fig. 6.2 of the growth rates

at which such a region could form, in general and at this radial position specifically. Assuming
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r = 70 mm here, a P-band could occur near here [3], for a growth rate of around 0.8 mm/min.

In Fig. 6.4 the effect of pulling speed on cooling curves is displayed. While this simulation was

done crystal retraction after solidification, some comparisons can be made to the case of higher

CR in the last solid fraction. For a lifting rate of 6 mm/min vs 2 mm/min, the period spent

in each temperature interval is generally more than twice as long. This could illustrate a shift

towards defects with a higher density and smaller sizes [3], a higher rate of nucleation or the

dominance of defects formed in lower temperature intervals, such as TDs [4]. The fast and slow

retraction curves may be comparable to the LSF growth in blocks C3 and C5, respectively. For

now, as the details of the thermal histories are not known, no detailed analysis has been made

of the specific effects of the different temperature intervals for defects formation.
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Conclusion

The understanding of defects formation and behavior in mono-Si materials for energy technol-

ogy may play an important role in the quest for higher efficiency solar cells. For the tail-end

of the Cz Si ingots specifically, the presence of a cutaway region in the last solid fraction con-

stitutes an unwanted cost for manufacturers. Investigations of the oxygen-related defects seen

in the LSF could also reveal information that is applicable to other the earlier stages of crystal

pulling.

The formation of defects in Cz silicon depends on the interaction between impurities and ther-

mal history. In this work, tail-end blocks from industrial standard ingots have been investigated,

with diverse impurity concentrations and process parameters. Various characterization tech-

niques have been deployed, in an attempt to explore some of the different phenomena related

to the formation of oxygen-related defects in the last solid fraction (LSF). Spatially distributive

measurements of the [Oi], [Cs] and [P] have been performed. This information has been com-

pared with analyses of the material resistivity and minority carrier lifetimes (LTs).

The range of ingots under investigation include both standard (A) and recharged (B) processes,

as well as blocks with different end-of-body cooling rates (CRs). Slice samples have been cut

from the last 10 centimeters of the LSF before the tail. These have been characterized in as-
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grown (as-cut) conditions, after a TDs dissolution annealing, and after a two-step annealing

procedure for the precipitation of dissolved oxygen, in order to exaggerate defects from Cz solid-

ification. For the oxidation annealing process, the rate of reaction has been estimated from the

consumption of dissolved Oi, and is seen to rely primarily on initial [Oi], with some minimum

[Oi]0 required necessary for precipitation to occur. In the presence of a sufficiently large [Oi]0,

precipitation seems to be enhanced by the presence of Cs. The lifetime variations in samples

after oxidation annealing have also indicated these trends, which coincide with the investigated

literature [3, 11, 18].

The nature of the ingrown defects at the time of incorporation relies in particular on the dom-

inance of vacancies or interstitials, which in turn depends on the V/G ratio. During the subse-

quent cooling inside the crystal, the amounts of defects that arise, and the nature of these, will

depend upon the time period spent inside various distinct temperature intervals.

A prevalent difference has been observed between blocks from processes with low CR (normal

tails) and high CRs (popped-out tails). For low CR ingots, B process ingots display vastly lower

LTs than their A process counterparts, and for both types of ingots the LT decreases steadily in

the axial direction towards the tail. This can be explained by the locally higher concentrations

of C, P, metallics and other elements which segregate in silicon.

However, for the high CR ingots, the mechanisms for defects formation, as observed by ex. LT

degradation, appear to be more convoluted. In these blocks, the LTs tend to be higher at inter-

mediate heights distances from the tail. Some results suggest that the LT could be enhanced

by the nearby presence of dislocations stemming from the tail detachment, for instance due to

these defects acting as getters for metallic impurities. Additionally, for the intermediate CR in-

got, a higher LT has been measured at the root of the tail. Here, it is suggested that this could be

due to an axial shift of reference points, as a consequence of the difference in tail length.

Lastly, a more specific experimental analysis has been conducted, concerning the relation be-
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tween radial variations in LT and ∆[Oi]. Computer simulations have also been performed in

order to discuss some of the obtained results. However, the absence of more specific knowledge

about thermal histories has set some limitations for the accuracy of the investigations. In gen-

eral, the results found in this work suggest that defects formation in high CR and low CR blocks

seem to be governed by distinctly different mechanisms.
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Chapter 9

Future Work

The acquisition of specific thermal history information would be interesting, in order to asses

the trends seen here in more detail. This has been a major goal for this work, and continues to

be so for related projects. In continuation, more attempts could be made to get well-passivated

as-grown samples for high spatial resolution PLI. Similarly, high resolution FTIR characteriza-

tion would be an interesting extension of these results. Moreover, delineation etching of voids,

and subsequent distribution investigations would be another possibility for obtaining further

details of these blocks.

Additionally, more samples could be collected, e.g. a high [Oi] and popped-out tail block, or

blocks with higher concentrations of metallic impurities.
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