
elements and in turn reduce the computational costs in addition to being more realistic
compared to a physical thruster.

The mesh consists of a large number of quadrilateral and a small number of triangular
elements. An important consideration whilst developing the mesh grid was the numerical
di↵usion, which is not a real phenomena but a consequence of representing the fluid
flow equations in discrete form with a given truncation error. The amount of numerical
di↵usion is inversly proportional to the mesh resolution; by increasing the resolution, the
numerical di↵usion would decrease [37]. In addition, the numerical di↵usion is minimised
when the flow is aligned with the mesh. In a triangular mesh the flow will never be
aligned with the flow, and the number of triangular cells should be kept to a minimum. By
enforcing the complete domain to contain only quadrilateral elements, the skewness factor
increased significantly. The highly skewed elements close to the nozzle wall would be a
large source for simulation instability and caused the solution to diverge. A combination
of triangular and quadrilateral elements was therefore selected to enhance convergence.
The final mesh of the thruster is found in Figure 4.2, which does not depict the complete
domain which is seen in Figure 4.3.

Figure 4.2. Fluent mesh of the monopropellant thruster.

Figure 4.3. Fluent mesh of the entire domain.
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To evaluate the element quality in the final mesh, particularly the orthogonal quality
and skewness, an element plot was created in ANSYS Mesher. The minimum orthogonal
quality in the mesh was 0.79, and the distribution of the number of elements with di↵erent
quality is charted in Figure 4.4.

According to a lecture held at an o�cial Fluent introduction course [50], elements with
an orthogonal quality between 0.70 to 0.95 are considered to be very good and in the
range of 0.95 to 1 the elements are considered to be excellent. By closer inspection of the
orthogonal quality chart, only a small number of elements have a quality lower than 0.95.
These cells can be found in the nozzle zone and the ambient zone close to the corners of
the wall above the nozzle, as seen in Figure 4.5. As large gradients are not expected in
this region, these elements would not cause issues in the simulation.

Figure 4.4. Bar chart of number of elements versus mesh orthogonal quality.

Figure 4.5. Elements with an orthogonal quality in the range of 0.79 to 0.95.
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The maximum skewness was 0.47 in the final mesh, and the number of elements with
di↵erent skewness metrics are charted in Figure 4.6. The elements with a skewness of
0.50-0.25 are considered to be very good, according to [50], and in the range of 0.25-0.00
they are classified as excellent. Trying to enhance the orthogonal quality of the mesh
increased the maximum skewness of the mesh. The final mesh is the best fit between the
two factors.

Figure 4.6. Bar chart of number of elements versus mesh skewness.

When the mesh was imported into Fluent, the quality was further improved by the built
in Mesh smooth function. The quality based smoothing in Fluent divides the mesh into a
number of ’bins’ and improves the cells in those bins that exhibits the lowest orthogonal
quality. With this smoothing method, the quality of the mesh improved, and the final
values of the mesh quality is given in Table 4.1.

Table 4.1. Mesh quality metrics.

Mesh metrics Current values Ideal values

Number of elements 16553 -

Minimum orthogonal quality 0.827 1

Minimum ortho skew 0.173 0

Maximum aspect ratio 4.478 <5

The mesh in this case must be able to handle large gradients, as the simulation is dealing
with supersonic flow in a nozzle which could lead to the formation of strong shock waves.
To handle these types of phenomena the resolution of the mesh must be high, and the
total number of elements was therefore increased to a large extent in the regions where
these gradients are expected. In total the mesh can be classified as a very good mesh.
However, with the expected complex flow pattern in the simulation, the di↵erent rules of
thumb given in [50] are a matter of further discussion, but that is beyond the scope of
this thesis.

41



Table 4.2. Boundary names according to numbers in Figure 4.7 and Figure 4.8.

Boundary number Boundary name

1 Atmosphere Vertical

2 Inlet

3 Wall

4 Axis

5 Outlet

6 Atmosphere Horizontal

In Fluent the boundary number 3, nozzle wall, is separated into three sections; the porous
zone wall, nozzle wall and atmospheric wall.

The inlet (2) was set to a mass inlet, as the case itself is defined by a constant mass flow
rate of 150 g/s. The vertical atmospheric boundary (1) was set as a mass flow rate inlet
with air entering the domain to remove numerical noise and thereby enhance stability.

The outlet boundary (5) is set to a gauge pressure = 0, this condition is similar to the
Neumann boundary condition, where the pressure will not be enforced to 0 in case of
a di↵erent pressure field arriving at this boundary. When the plume reaches this point
it does, however, cause flow to re-enter the domain, something which the Neumann
condition would not. If necessary this boundary can be switched to the Neumann
condition by implementation of a UDF. When the flow has reached this point the influence
on the upstream flow in the catalyst is assumed to be negligible and will not a↵ect the
solution to this problem. The implementation of a UDF defined boundary condition was
therefore not performed.
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Figure 5.1. 2D cell volume in the simulation mesh.

investigate these issues a flow chart of the information flow between the equations was
made and is found in Figure 5.2.

The information flow in Figure 5.2 consists of the di↵erent terms passed from one model
to the other in accordance with the equations presented in chapter 3. This figure therefore
only depicts a small portion of the actual information flow in the simulation as chapter 3
only covers the parts that are specific for this simulation. Despite its lack of complete
information flow, from the figure it is clear that a divergence in the momentum equation
could be linked to several other models in the simulation.

Because of the nonlinearity of the equation set being solved by Fluent, the under-relaxation
factor is used to control the update of computed variables at each iteration of a given
equation. This process can be further clarified by looking at the numerical Newton-Rapson
method. In this method an initial guess is made, x0, to the root of the function f(x)
through an iterative process the correct value, as defined by a certain accuracy level, of
the solution is found. By including an underrelaxation factor to this method as defined
in [52], the solution method is given by

x
n+1 = x

n

+ C
f(x)

f 0(x)
, (5.0.4)

where C is the under- or over-relaxation factor. When C<0, the equation is under-relaxed
as the update to the first step is reduced by that factor and thereby e↵ectively dampens
the equation solution. Reducing this factor requires that the initial guess is in a fairly
close proximity to the final solution, otherwise the required number of iterations to reach
the solution could be increased and the under-relaxation does not serve its purpose.
To enhance the stability of the simulation, the under-relaxation factors for the pressure,
momentum, energy and species equation were therefore initially reduced with approximately
20% from the default values. Despite these changes, the instabilities still persisted in the
simulation.

Additional steps to enhance convergence was therefore made by altering the di↵erent
options in the algebraic multigrid solver settings. In a multigrid solver the simulation
results are calculated for a fine mesh and the solution is then transferred onto a coarser
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Figure 5.2. Figure of the information exchange between the di↵erent equations and
models in Fluent.

mesh to remove numerical noise [53]. This process of transferring the solution is continued
onto a coarser and coarser mesh. When an adequate level of noise is removed the solution
is transferred in a similar iterative process back to the fine mesh again and the cycle has
ended.

In Fluent, di↵erent multigrid solvers may be utilised. They consist of a F-cycle, V-cycle
and W-cycle, where the di↵erences between these models are governed by how the
coarsen-refinement cycle is performed. The simulation cycle method was therefore changed
from V-cycle to a W-cycle with an increased number of total cycles. In fluent there
also exists two types of multigrid solvers, the aggregative AMG solver (AAMG) and the
selective AMG solver (SAMG). According to the Fluent User guide [37], the SAMG solver
has a better convergence rate than the AAMG. The SAMG is therefore the better choice
when simulating flow with strongly varying (anisotropic) di↵usive coe�cients, which
occurs in problems with porous media, conduction with anisotropic thermal conductivities,
and multiphase problems. This solver was therefore used in this simulation. In addition
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to the SAMG solver a the bi-conjugate gradient stabilized method (BCSTAB) was used
as a stabilisation method.

An improved stability was observed when the multigrid solver settings were altered, but
a fully convergent solution was not obtained. To further evaluate what the root cause for
this issue was, the case was therefore split into di↵erent sub-cases to reduce the complexity
of the simulation. The first case was a simplified version of the second, and the second a
simplified version of the third case. The solution for one level would therefore be used as
an initial solution for the flow field in the next level.

The first case consisted of the thruster without the porous media and reaction enabled.
At the inlet of the thruster, oxygen gas and water vapour entered the domain with a mass
flow rate of 0.15 kg/s, where the species mass fraction were defined by the same rate that
would result from the decomposition process. When the first case had converged, the
second case would then include the porous media and thereafter the reaction would be
enabled in the third case.

In the simulation of the first case, convergence was still not obtained. The mass flow
rate at the inlet was then reduced to 0.01 kg/s and incrementally increased to reach the
final mass flow rate of 0.15 kg/s. In this simulation process it was observed that the
solution diverged when the Mach number reached 0.7 in the nozzle throat. This leads
to the conclusion that the Eulerian multiphase model is not capable of simulating the
compressible flow for the gas phase mixture present in this simulation.

As discussed in subsection 3.1.1, the Eulerian multiphase model was selected as the phases
in a HTP thruster are not in a state of equilibrium, which the mixture model assumes.
Due to the convergence issues found with the Eulerian model, a final attempt to model
this fluid flow was performed with the mixture model enabled.
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// i f the l i q u i d i s in the porous zone
i f ( Lookup Thread (d , POROUS ID) == t ){

//pre�exponent i a l f a c t o r f o r c a t a l y t i c decompos it ion
A0 = 2.6⇤pow ( 1 0 , 4 ) ;

// a c t i v a t i o n energy f o r c a t a l y t i c decompos it ion
EA = 52.5⇤pow ( 1 0 , 3 ) ;

}
e l s e {

//pre�exponenta l f a c t o r f o r c a t a l y t i c decompos it ion
A0 = 1.0⇤pow ( 1 0 , 5 . 8 ) ;

// a c t i v a t i o n energy f o r thermal decompos it ion
EA = 71.0⇤pow ( 1 0 , 3 ) ;

}

// temperature o f the l i q u i d phase
T = C T( c , subthread ) ;

// dens i ty o f the l i q u i d phase
rho = C R( c , subthread ) ;

//mole f r a c t i o n o f HP
mo l e f r a c=y i [ l i q u i d ph ] [ h2o2 w ] /mw[ l i qu i d ph ] [ h2o2 w ] ;

// concent ra t i on o f HP given by i d e a l gas law ( kmol/m3)
conc [ h2o2 w]=mo l e f r a c ⇤ rho ;

// r e a c t i on ra t e kmol /(m3, s )
⇤ r r = 0.02⇤A0 ⇤ exp(�EA/(R⇤T) ) ⇤ conc [ h2o2 w ]⇤ v o l f r a c ;

}

With this UDF both the catalytic and thermal decomposition would be modelled in the
thruster. A detailed explanation to this code can be found in Appendix B.
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Figure 7.10. Contour plot of the gas phase turbulent viscosity ratio.

As seen in Figure 7.8 and Figure 7.9, the turbulent kinetic energy (TKE) and turbulent
intensity are largest close to the plume boundary. Due to viscous dissipation, the TKE
is reduced further downstream in the plume. This can be explained by the fact that
there is no production of TKE in the plume. As a result of the energy cascade, where
energy is transfered from larger to smaller scales, the turbulent eddies become unstable
and breaks up into smaller and less energetic eddies until the viscous forces are dominant
and completely dissipates the TKE [54]. Figure Figure 7.10 confirms this, as it shows
that the turbulent viscosity becomes more dominant in the region where TKE is reduced.
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Figure 8.2. Mixture absolute pressure versus position along the axis of the thruster.

The pressure drops linearly over the catalyst, as seen in Figure 8.2, and the total pressure
drop is equal to 0.74 MPa.
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Figure 10.5. Pressure versus time at SSF high thrust mode (228 N) [11]. The purple
line depicts the measured data for pressure tap P7.

According to [11], the pressure drop over the catalyst was found to be equal to 0.05 MPa.
In the simulation of case 2, the pressure drop was found to be approximately 70 bar. This
leads to the conclusion that the porous media is not correctly modelled in the simulation
presented in this thesis. With this conclusion, the results obtained from the experimental
results as described in Appendix C could have proved to give more correct results than
the coe�cients obtained in subsection 3.7.4. As the porous model was found not to be
the root cause of the convergence issues for case 3, a simulation with these constants was
not performed.
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Figure 10.6. Temperature response observed on cold start without pre-heating of hot
gas thruster at maximum mass flow rate [11].

The temperature test results for the di↵erent thermal probes are found in Figure 10.6.
The temperature in the catalyst, measured by TP4 as seen in Figure 10.4, was found
to be in a very close proximity to the results obtained both in case 1 and 2, where the
temperature was found to be equal to 953 K.
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9. T=C_T(c, subthread);

This function is a macro for cell flow variables and returns the temperature for a
given cell index in the primary phase. In this case it is used to find the temperature
of the HTP in the liquid phase.

10. rho = C_R(c,subthread);

As with CT, the CR is a macro for cell flow variables and returns the density of
the HTP in the liquid phase.

11. mole_frac=yi[liquid_ph][h2o2_w]/mw[liquid_ph][h2o2_w];

The mole fraction of the HTP is calculated from the molecular weights and the
species mass fraction of HTP.

12. conc[h2o2_w]=mole_frac*rho;

The mole fraction calculated in the previous step and the density of HTP is used
to calculate the concentration of HTP by the ideal gas law.

13. *rr = 0.02*A0 * exp(-EA/(R*T)) * conc[h2o2_w]*vol_frac;

The reaction rate of HTP decomposition by either thermal or catalytic reaction is
calculated based on the Arrhenius equation with constants found in litterature. An
additional factor is included in the equation, 0.02, which is defined by the estimated
volume fraction that is actually taking part in the reaction.
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