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Abstract

General irregular sea state can generate very steep waves which can induce unpleasant
dynamic wave loading to the structures. Sometimes these wave loads exceed upper design
limits of the structure thus resulting in the failures of the structures. Sub-structure of
wind turbines, offshore oil platforms and ships are some of the structures which needs
more attention in designing because of larger individual and economic risks associated
with these structures.

Focused waves are a group of waves used to investigate high steep wave kinematics in
a numerical or in an experimental model. Each wave component’s phase angle is tuned
to get focused at a particular time and location. REEF3D is an open source numerical
model governed by mass and momentum balance of Navier Stokes equation. This study
uses REEF3D numerical model to simulate and investigate the focused wave kinematics
and nature of the focused wave-structure interaction. REEF3D simulation cases are val-
idated with available experimental data on focused waves. Two-dimensional studies are
carried-out to investigate focused wave steepness kinematic correlations. Later vertical
cylinder in a three dimensional domain to study wave structure interaction kinematics
and wave forces. There are some significant findings in this thesis which improved the
understanding of focused wave modeling in REEF3D.

This thesis will enhance the future studies on focused wave modeling in REEF3D.
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Chapter 1

Introduction

1.1 Ocean waves

Waves are generated in the ocean due to wind fetch or due to seismic activities such as
earthquakes or due to tides or due to man-made activities. Waves are basically energy
propagation and spreading in the ocean domain from where the energy concentrated. In
all these mentioned causes there is an energy input. Wind and tidal waves are the dom-
inant wave phenomenon in the sea. In nature these wave characteristics are not usually
regular in both spatial and temporal domains. So they are called irregular waves. These
irregular waves can be interpreted as a combination of regular waves. There are many
theories explaining both regular and irregular waves and their hydrodynamics. Study
of regular and irregular wave hydrodynamics and its characteristic changes in the surf
zone is highly correlated to many other Engineering disciplines such as morphology of the
sea bed, wave interaction against both submerged and emerged structures, coastal zone
protection and sustainable offshore developments.

Linear wave theory, Stokes higher order theories, Cnoidal and Solitary wave theories
are the common regular wave theories used. Linear wave theory is the simplest wave the-
ory for applications but it is derived upon the assumption of the wave height is so small
that the kinematic and dynamic boundary condition at the free surface is equal to the
still water level rather than the distributed free surface. Therefore it has many limitations
when it comes to practice. Even though there are some applications in which linear wave
theory becomes significant(Young, 1999). As an example deep sea low steep wave kine-
matics can be studied with linear wave theory. Limiting steepness (wave height to wave
length ratio in deep water) of linear wave assumption lies around 0.05 to 0.08 (Svendson
and Hansen, 1976). Beyond this steepness linear wave theory fails to capture non-linear
effects. Stokes second order wave theory compromises some drawbacks in the linear wave
theory for higher steepness cases. Stoke’s higher order theories are getting more and more
complicated for further increment in the steepness. Ocean waves exert dynamic forces
on the offshore structures. To design such an offshore structure one has to understand
the complete nature of this dynamic forcing. Down scaled prototype laboratory models
to study these irregular wave kinematics always come with the higher price tag, instru-
mental and scaling errors. A handy and comparatively less expensive way to overcome
this hurdle is modeling this irregular sea state in a computer with all the physics behind it.

1
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Constant or linear relations do not represent a sea state because of its irregularities.
Therefore representing irregular sea-state is only possible through the means of spectral
parameters. Distribution of wave energy over its frequency of occurrence is called the wave
energy spectrum. JONSWAP and Pierson Moskowitz are the commonly used spectrum
for the wind waves. Wave energy spectrum almost represents all wave characters with
some approximations in a young sea state (Arntsen Ø.A, 2000).

1.2 Focused waves

Dynamic forcing on offshore structural foundations and ships increases with increasing
wave height. This extreme loading can pose certain threat to the structural stability or
they can topple the ships unless they are designed for these conditions. There are sta-
tistical evidences for such kinds of extreme wave events from the past. The famous one
in the North Sea is called New year wave which happened in 1995 at Draupner offshore
platform which exceeded 18.5m while the sea state had a significant wave height of 12m
at that time (Walker et al., 2004). Other than this there are many incidents happened
including overturning ships(Slunyaev et al., 2011) and damaging structures(Kharif et al.,
2009). These extreme waves are the result of an super positioning of many irregular wave
phases at a particular time and at a particular point in space (Bihs et al., 2016). This
wave-wave non-linear interaction creates very complex hydrodynamic and kinematic phe-
nomenon at the focus point. This extreme event has very low probability of occurrence
as it needs super positioning of many waves from the ambient sea state. The resulting
extreme wave is highly non-linear due to its supreme steepness.

Modeling these extreme cases in the laboratory is a bit challenging. Because laboratory
generated storm waves are mainly regular or from random wave tests. Regular waves are
not the representation of extreme waves. And it is almost unpredictable and impossible
to capture non-linear extreme wave with laboratory generated random waves. Because,
random wave series necessarily doesn’t need to generate an extreme wave in a particular
time interval given (Ning et al., 2009). To overcome these modeling barriers a prede-
fined focused wave group can be used in which several wave components in a spectrum
focuses simultaneously at a position in space and time. This outcome almost represents
the shape of random extreme wave profile. The whole thesis is all about this predefined
focused wave group, its kinematics and its interaction with a structure. Focused wave
group study has been so far extensively used by many researchers to investigate extreme
wave kinematics. Johannessen and Swan had used a double Fourier function to study
focused waves (Johannessen and Swan, 1997), and they examined odd and even higher
order components in spread sea wave groups using the method of separation of harmonics
(Johannessen and Swan, 2001). Baldock et al. (1996) super imposed many regular wave
trains and investigated non-linearity of the wave-wave interaction on the structure of the
one way directed wave groups and created group inversion concept. His concept of group
inversion later used to develop separation of harmonics.
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1.3 CFD and REEF3D

Representation of the extreme sea state into a three dimensional computer domain has
enormous benefits in studying its kinematics and applying them in the coastal Engineer-
ing discipline because of its flexibility and easiness. There are so many numerical models
available regarding Computational Fluid Dynamics (CFD), but the choice is completely
dependence on the purpose and accuracy of the calculations needed. Physical, empirical
and phenomenological are main kinds of numerical models on the basis of the philosophy
they are developed. CFD is generally a physical model developed behind the real physics
of the system. Solving Navier-Stokes equation in a three dimensional domain is very es-
sential for studying the complex phenomena like focused wave structure interaction and
to capture the flow and its kinematics details. CFD not only used in coastal engineering
but also in many applications such as aeronautical and automobile engineering. REEF3D
is an open source Computational Fluid Dynamics (CFD) code developed at NTNU to
study coastal engineering aspects where Navier-Stokes equation is solved in a three di-
mensional discretized domain. So far many successful intensive investigations are done
the the numerical wave tank using REEF3D regarding irregular waves (Aggarwal, 2015),
breaking waves (Alagan Chella et al., 2015), and Focused waves (Bihs et al., 2016). Chen
et al. (2014) carried out physical experiments with high steep waves with vertical cylin-
ders to measure the forces. Ning et al. (2009) performed focused wave group laboratory
experiments and compared it with numerical simulations using Higher Order Boundary
Element Method (HOBEM). Localized wave group approach was used to generate focused
wave groups in the laboratory. The simulated results were in good agreement with the
experimental results.

Higher computer processing speed and accessibility to super computer server open
the possibilities to run many simulations with finer grid sizes. Numerical model will be
discussed in detail in chapter-2.

1.4 Motivation

Private and state investments on renewable energy have exponentially increased in the
past decade(Bull, 2001). More awareness on the global warming in the third world coun-
tries has changed the phase in the investment on coal and fossil fuel industries. As a result;
wind and solar energy became very obvious choices in these days. UK and Germany have
planned to invest a lot in the offshore wind farms in the next decade (Ladenburg, 2008).
So an intensive study is needed on the design of offshore wind turbines because interaction
of the offshore structures with extreme waves can gather dangerous consequences such as
ringing. They are difficult to model in the laboratory wave flume because of its non-linear
kinematic nature and less probability of occurrence from its sea state. Predefined (where
and when to focus) focused wave groups are used to generate high steep waves to study
extreme wave kinematics. REEF3D CFD model is already validated for simulating and
modeling focused waves and its interaction with structures. The main objective of the
study is to investigate high steep waves using focused wave groups and its interaction
with a vertical cylinder in REEF3D. Vertical cylinder resembles mainly a mono-pile sub-
structure for offshore wind turbine.
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1.5 Objective of the study

In the present master thesis, the extreme waves and their interaction with a vertical
cylinder will be investigated using REEF3D. At the beginning the characteristics and
kinematics of extreme waves will be investigated with focused waves. Then focused wave
forces on vertical cylinder are investigated at the end.

• Primary scope:- The focused waves with a vertical cylinder for different wave and
environmental conditions. This includes the analysis of wave forces from different
focused wave steepness and the associated hydrodynamics around a cylinder will be
studied.

• Secondary scope:- The convergence and spectral study of the focused waves, steep-
ness and kinematic correlations, deviations of numerical model with intended focus
point and time, spatial and temporal evolution of the focused waves and many more

Validation is necessary for any numerical model with experimental results to make
them applicable in real life. Therefore all the investigations are validated with available
experimental results.



Chapter 2

Numerical Model and Numerical
Wave Tank

2.1 Numerical Model

2.1.1 Governing Equations

Navier-Stokes equation is one of the governing equation in the computational fluid dy-
namics. This is based on the conservation of mass and momentum balance which is very
important in a fluid flow. Compressibility of water in room temperature is very small
(Fine and Millero, 1973) and it is neglected.

∂ui

∂xi

= 0 (2.1)

So momentum conservation combined with continuity equation leads to generalized
Navier-Stokes equation as follows (Chorin, 1968).

∂ui

∂t
+ uj

∂ui

∂xj

= −
1

ρ

∂p

∂xi

+
∂

∂xj

[
(ν + νt)

(
∂ui

∂xj

+
∂uj

∂xi

)]
+ gi (2.2)

In this equations i & j are the indice in the X and Y plane, velocity u is averaged
over time t, ρ is the density of the fluid, p is the pressure, ν is the kinematic viscosity, νt
is the turbulent viscosity and g is the acceleration due to gravity.

The first term in the left hand side of this equation is the time rate of change of
momentum, and the second in the left is net convective inflow rate of momentum from
three dimensions which is the inertial force. In the right hand side first term stands for
pressure force and the second term stands for the net diffusive inflow rate of momentum
which is the viscous force and the last term stands for the gravitational force.

2.1.2 Discretization methods

To get an exact solution for a differential equation, one has to apply boundary condition
and solve them analytically. There are many mathematical approaches to solve partial
differential equations (PDE) but it is almost impossible to solve some of them analyti-
cally. Temporal and spatial dependency, non-linear relationship with variables and higher
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order derivatives make them more complicated. Navier-Stokes equation is one of this kind
which needs to be solved numerically. Partial differential equations are holding infinitely
larger domains with infinite accuracy. It is impossible to preserve their infinite accuracy
levels in computer because; computers are working in the limited calculation power and
memory in the world of numbers. But a good numerical model should preserve the fun-
damental structure of the whole system and should converge to the real solution with
required accuracy level.

The three most widely used numerical methods to solve PDEs are the finite element
method (FEM), finite volume methods (FVM) and finite difference methods (FDM).

Finite Element Method

Elasticity and structural mechanics is the main application area of FEM (Wagner, 2004).
Problems have to be solved in irregular geometries in this field. Main advantage of the
FEM to finite difference method is of its flexibility regarding the geometry of the domain
where the PDE has to be solved. Moreover the FEM is perfectly suitable as an adap-
tive method. Because, the local refinement in the solution can be easily done. PDE is
transformed into equivalent weak forms and the method does not operate on the PDE
itself (Hughes, 2012). FEM begins discretizing the domain with finite elements in which
geometric shape is divided into a finite number of regions. The domain is split into reg-
ular intervals in a one dimensional PDE. In two dimensions the elements are usually of
triangular or quadrilateral shape. In three dimensions tetrahedral or hexahedral forms
are mostly used (Wagner, 2004).

Finite Volume Method

The finite volume method is a discretization method which is well suited for the numerical
simulation of various types (elliptic, parabolic or hyperbolic, for instance) of conservation
laws; it has been extensively used in several engineering fields, such as fluid mechan-
ics, heat and mass transfer or petroleum engineering (Eymard et al., 2000). Some of
the important features of the finite volume method are similar to those of the finite ele-
ment method. It may be used on arbitrary geometries, using structured or unstructured
meshes, and it leads to robust schemes. An additional feature is the local conservation of
the numerical fluxes, which is conserved from one discretization cell to its neighbor. This
is based on balanced approach; means local balance is written on each discretization cell
called controlled volume, thus finite volume method is locally conservative. This makes
finite volume method more preferable, when it comes to modeling in fluid mechanics (Ey-
mard et al., 2000). Integral formulation of the fluxes over the boundary of the control
volume is obtained from divergence formula. The fluxes on the boundary are discretized
with respect to the discrete unknowns.

Finite Difference Method

The approach of finite difference method in general approximates differential operators
constituting to the field equation locally (Smith, 1985).To execute this a grid frame in the
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variable domain is necessary. Differential operators in the governing equation are rendered
in a discretized equation for each nodes of the gridded domain. The number of nodes to
be considered for each calculation step is governed by the order of the differential operator
of the governing problem. Finite difference method is used in REEF3D with conservation
as it is done in the finite volume method. For higher order schemes finite difference
method is more convenient to apply as it is the case here. Finite difference method has
less drawbacks compared to finite volume and finite element methods if it is applied with
correct schemes. Values at the nodes of the grid are solved with linear combination of
function values which is being approximated from the derivatives of the partial differential
equations.

2.1.3 Boundary conditions

Numerical domain is always finite, so boundary conditions are needed at the beginnings
and at the ends of the domain. These boundary conditions need to represent the influ-
ence of the outside world and in the other way around. Different kinds of the boundary
conditions can be applied for the boundaries. The most common boundary conditions are
Dirichlet, Neumann and Robin conditions (Engquist and Majda, 1977). On the physical
understanding, a Dirichlet condition usually corresponds to setting the value, a Numann
condition usually decides the flux in the boundary and a Robin condition generally rep-
resents a radiation condition.
Dirichlet condition provides a function of time g(t), as the constraint on the solution at
a specific boundary point ~xb,

u(~xb, t) = g(t) (2.3)

In the case of Neumann condition the flux of u normal to the boundary is specified by
a given function g(t) at a boundary point ~xb,

∂u(~xb, t)

∂~η
= g(t) (2.4)

In which ~η is normal to the boundary. If g(t) = 0 then it is called an insulated
boundary for which U can’t have any vector across the boundary. The Robin conditioning
is a combination of Dirichlet and Neumann conditions.

αu(~xb, t) + β
∂u(~xb, t)

∂~η
= g(t) (2.5)

Where α and β may in general depend on the position along the boundary. Boundary
conditions can be classified into linear or non-linear and homogeneous or non homogeneous
for PDE. The explanation given above is for linear cases.

2.1.4 Fundamental aspects of a numerical scheme

Grid Arrangement

There are two main kinds of grid arrangement. Collocated and staggered are those. In
the collocated grid arrangement all variables (vectors and scalars) are defined in the same
node of the grid. In the staggered grid arrangement vectors are defined at the cell face
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while scalars are defined at the centers of the each cell volume. In the CFD flow simula-
tions staggered grid arrangement is mainly used. Collocated grid arrangement can result
in a weak coupling between pressure and velocity for many schemes. But, staggered grid
arrangement can leads to higher degree of pressure-velocity coupling. Decoupling between
variables can lead to vigorous discretization errors for some schemes (Bernardi and Maday,
1988). It is shown by Morinishi et al. (1998) that uniform Cartesian grid with staggered
arrangement can preserve conservation for necessary parameters. But, collocated grid
arrangement doesn’t have the capability to do so.

For the validity of any numerical scheme three parameters ’stability, convergence and
consistency’ need necessarily to be satisfied.

Stability

Stability requires that the numerical scheme must remain bounded for amplitude error
caused by any perturbation in the numerical solution. Numerical scheme must not diverge
for any variable in the domain over the time.

Convergence

Assume domain grid sizes in the space and time are ∆t and ∆x. Assume a dependent
variable C in the discretized domain at the space indice of m and at the time indice of n
is called Cm

n in which time length t = n∆t & space length x = m∆x. A numerical scheme
is convergent if:lim∆x→0,∆t→0 C

m
n = C(x, t).

Consistency

In short consistency is the order of the accuracy of the scheme. If a scheme gets the higher
order of consistency then the scheme will show lesser deviation from its real solution. The
order of consistency can be generally found with Taylor expansion of the discretized term.
To define the order of consistency first the scheme must be convergent. If a scheme is
consistent and stable then the scheme is convergent.
Consistency + Stability = Convergence

2.1.5 Convection Discretization

Navier-Stokes equation consists of convective term. There are many discretization meth-
ods applicable to the convective terms. To get an accurate scheme the Courant con-
ditioning must be satisfied and the stencil must be large enough and the scheme must
be convergent (Courant et al., 1952). Stencil is a geometric representation of relation
between discrete variables associated with the consecutive time steps at a nodal point.
The CFL condition is a necessary condition for the convergence to any linear or nonlinear
hyperbolic PDE in finite difference method. This condition was named after the publica-
tion by (Courant et al., 1928). This was considered as a very important milestone in the
numerical solution of convective PDEs. For a convective equation associated boundary
conditions are determined by number of characteristics entering the domain.
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Preissmann scheme

A popular scheme for the convection equation is the so called Preissmann scheme or box
scheme (Lyn and Goodwin, 1987). This scheme is constructed by applying trapezoidal
rule both in time and spatial domains. This is sometimes called compact scheme because
even though this schemes holds a small stencil but gives a second order consistency both
in time and space domains. Computation in the Preissmann scheme is done explicitly.
Discretization in space is shown below:

∂un

∂x
=

1

2

{
(un+1

m+1 − un+1
m )

∆x
+

(un
m+1 − un

m)

∆x

}
(2.6)

In which u is the flow speed, ∆x represents the spatial discretization in the perpendicular
direction of u, n & n+ 1 are time steps, m is the space step.

First order upwind schemes

First order upwind scheme is a one step method proposed by Courant et al. (1952). Con-
vection equation is about characteristic propagation in a certain direction. This upwind
scheme can direct the flow information in the direction of the flow propagation because it
is sensitive to the flow direction. But this scheme can cause larger numerical diffusion if
the gradients are large. Other negative side of this scheme is it has a first order accurate,
and this is an implicit scheme thus needs more calculation in a single step. First order
upwind discretization in space is shown below:

∂un
m

∂x
=

(un
m − un

m−1)

∆x
(2.7)

In which U is the flow speed and which is positive in this case; if it is negative then
space step has to changed into other-way, ∆x represents the spatial discretization in the
perpendicular direction of u, n is the time step, m is the space step .

Central Differences

Central differences is a two step scheme. This is scheme has a second order consistency.
This scheme needs less number of calculations to be performed in each step compared to
first order upwind scheme. And numerical diffusion is less compared to first order upwind
scheme. This scheme is conditionally applicable. In case of large gradients and undamped
cases this scheme is unconditionally unstable and becomes not usable. Artificial dissipative
term needs to be added to make them bounded. Lax-Wendroff scheme is an example for
that (Kalita et al., 2002), but this increases the number of calculations to be performed
in each step. Central differences space discretization is shown below:

∂un

∂x
=

(un
m+1 − un

m−1)

2∆x
(2.8)

In which u is the flow speed , ∆x represents the spatial discretization in the perpendicular
direction of u, n is the time step, m is the space step.
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High-Resolution schemes

High resolution schemes are efficient in avoiding spurious oscillations in the results. Sweby
(1984) derived a scheme using a flux limiter in his search for the ultimate conservative
difference scheme, and then Roe (1981) utilized flux limiting in his original monotonicity
preserving second order scheme. Thereafter Chakravarthy (1983) have used limiters, as
Harten (1983) who also introduced the notion of TVD (Total Variation Diminishing) to
characterize oscillation free schemes. High resolution schemes work fine in overcoming
wiggles which occur as a result of shocks or discontinuities in the spatial domain. Spatial
derivatives are kept in the acceptable range of the solution using flux limiters. There are
some drawbacks in applying this to higher order shallow water equation.

Weighted Essentially Non-Oscillatory (WENO) Scheme

In this study none of the previously explained scheme is not accurate enough or they
are causing considerable amount of numerical errors thus Weighted Essentially Non-
Oscillatory (WENO) scheme is used. Fifth order WENO scheme is used in discretizing
the convective terms of the Reynolds-Averaged Navier-Stokes equation (RANS) (Jiang
and Shu, 1995). Convective term is discretized as follows:

ui
∂ui

∂xi

≈
1

∆x
(ũi+1/2ui+1/2 − ũi−1/2ui−1/2) (2.9)

Here i stands for the spatial step and u is the flow velocity component in the x
direction. ũ is the convection velocity which is obtained using the interpolation in the cell
face. WENO procedure is used in reconstructing ui+1/2 in the cell face i+ 1/2.

U±

i+1/2 = ω±

1 U
1±
i+1/2 + ω±

2 U
2±
i+1/2 + ω±

3 U
3±
i+1/2 (2.10)

Upwind direction is indicated by ± sign, U1, U2 and U3 represents three ENO sten-
cils. Weight factors ω1, ω2 and ω3 are determined for each ENO stencil and calculated
explicitly based on the smoothness indicators(Jiang and Shu, 1995). Accuracy of the
WENO scheme ranges from third to fifth order. Large smoothness indicators indicate
a non-smooth solution in the ENO stencil. So largest weight of ωn is assigned for the
WENO schemes with smooth solution. WENO schemes can handle steep gradients with-
out smearing unlike high resolution schemes till the shock. So convective terms in the
RANS equation can be discretized with WENO scheme.

2.1.6 Time Discretization

Wave kinematics are highly sensitive to the discretized time scale of the numerical scheme
because of the non-steady oscillatory nature of the waves. Time integration is necessary in
the treatment of momentum and level-set equations. A third order accurate explicit TVD
(Total Variance Diminishing) Runge-Kutta scheme is used in REEF3D which consists of
three Eularian steps (Shu and Osher, 1988).
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φ1 = φn +∆tL(φn)

φ2 =
3

4
φn +

1

4
φ1 +

1

4
∆tL(φ1)

φn+1 =
1

3
φn +

2

3
φ2 +

2

3
∆tL(φ2)

(2.11)

This scheme diminishes spurious oscillations by suppressing the local extrema (Harten
et al., 1987). TVD properties express good numerical stability for the CFL values lesser
than one.

2.1.7 Adaptive Time stepping

Primary purpose of the adaptive time stepping is to control the CFL number in order
to avoid the exploding of the numerical scheme. Flow velocity (u), diffusion and other
source terms (S) such as gravity (g) and water depth (h) are the control variables of the
CFL number (Griebel et al., 1997). So adaptive time step size (∆t) is a function of these
control variables as shown in the equation as follows:

∆t ≤ 2



(
|u|max

dx
+D

)
+

√(
|u|max

dx
+D

)2

+
4 |Smax|

dx




−1

(2.12)

D represents the contribution due to diffusion term. which is defined as follows:

D = max (ν + νt)

(
2

(dx)2
+

2

(dy)2
+

2

(dz)2

)
(2.13)

In which ν is kinematic viscosity, νt turbulent viscosity; dx, dy and dz are the magnitudes
of the spatial discretization units. The diffusion part of the RANS equation is treated
implicitly in the current numerical model thus it is being removed from the CFL criterion.
The third order accurate TVD Runge-Kutta scheme is used for all transport equations
except turbulence model in REEF3D.

2.1.8 Turbulence Modeling and RANS

All the aspects of a sea state is turbulent dominant with some exceptions. Acceleration
and declaration nature of wave induced orbital motions and wave structure interaction
give more rise to this turbulent nature. Turbulent flow vectors are uncertain in the time
domain but they couldn’t be explained by stochastic parameters. Turbulent induces effi-
cient mixing and vortex shedding. This is a three dimensional and rotational phenomenon.
Turbulent flows are dissipative which dissipate energy through the process of vortex shed-
ding. Larger eddies transfer energy to smaller ones and finally they are dissipated as heat;
this process is called energy cascading. Continuity of the energy is supplied by the mean
flow. Molecules get exchanged between multiple flow layers with different speeds result-
ing in Reynold stresses. These stresses create momentum to rotate flow layers results in
vorticity. All these turbulent nature has to be modeled in-order to study wave-structure
interaction. To do so Navier-Stokes equation has to be solved and all the flow details must
be represented to the smaller lengthy scales of the numerical solution. Direct Numerical
Simulation (DNS) is usable for smaller Reynolds number and for the larger once this is not
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so efficient because of its demanding for a higher number of grid points (Moser et al., 1999).

Reynolds-Average Navier-Stokes (RANS) equation approach is a feasible one. Sub-
grid scale model is used to model small scale turbulence. This RANS approach is feasible
with large scale turbulence processes because of the averaging philosophy (Menter, 1994).
RANS equation with time averaging follows below:

∂ui

∂t
+ uj

∂ui

∂xj

= −
1

ρ

∂p

∂xi

+
∂

∂xj

[
(ν + νt)

(
∂ui

∂xj

+
∂uj

∂xi

)]
+ gi (2.14)

In which u is the time averaged velocity, ρ is the density of the fluid, p is pressure, ν is
the kinematic viscosity, νt is the eddy viscosity or it is called as viscosity by turbulent, g
is the acceleration due to gravity. The eddy viscosity (νt) is calculated using k−ω model.
In the current REEF3D model k − ω model proposed by Wilcox (1994) is being used
combined with RANS model, and this is a two equation model based on the energy balance
equations. This model is a balance between the turbulent kinetic energy (k) transported
and the other one is the turbulent dissipation ω. So eddy viscosity or turbulent viscosity
is being calculated as follows:

∂k

∂t
+ Uj

∂k

∂xj

=
∂

∂xj

[(
ν +

νt
σk

)
∂k

∂xj

]
+ Pk − βkkω (2.15)

∂ω

∂t
+ Uj

∂ω

∂xj

=
∂

∂xj

[(
ν +

νt
σω

)
∂ω

∂xj

]
+

ω

k
αPk − βω2 (2.16)

νt = min

(
k

ω
,

√
2

3

k

|S|

)
(2.17)

In which Pk is the production rate, σk = 2, σw = 2, α = 5/9, βk = 0.09 and β = 0.075
are closure coefficients. |S| is the mean strain rate, k is the turbulent kinetic energy, ω is
the turbulent dissipation. S can be large in case of oscillatory flow motion. The turbulent
eddy viscosity νt is controlled by the equation 2.17 to avoid excess turbulence beyond
the boundary layer in a highly strained flow (Durbin, 2009). On the vicinity of the free
surface turbulence length scales have to be constrained which leads to increased turbulent
dissipation. Turbulent fluctuations (eddies) perpendicular to the free surface are damped
and they are redistributed parallel to the interface. But the RANS model doesn’t catch
these phenomenon well in-case of a two phase flow. Standard RANS over-predicts the
maximum turbulence intensity at the free surface because mean strain rate (S) could be
larger in the water air interface proximity. So an explicit additional turbulence damping
scheme is necessary to achieve the free surface effect on the turbulence (Naot and Rodi,
1982).

ωs =
c
−

1

4

µ

κ
k

1

2 ·

(
1

y′
+

1

y∗

)
(2.18)

In which cµ = 0.07 and k = 0.4 are constants. y
′

stands for the turbulent length scale
and it is being empirically proved to be 0.07h̄ by Hossain and Rodi (1980) in which h̄ is
the mean water depth. The transition between wall boundary value (ω) to free surface
value is smoothed by an additional distance of y∗ from the wall. The term for the specific
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turbulent dissipation (ωs) is activated around the interface Dirac delta function δ(φ) as
follows:

δ (φ) =

{
1
2ǫ

(
1 + cos

(
πφ
ǫ

))
if |φ| < ǫ

0 else
(2.19)

The fluid is assumed to be incompressible in this case. Chorin’s projection method
(Chorin, 1968) with staggered grid is used to model the pressure gradient in the RANS
equation. Staggered grid arrangement is preferred over collocated grid arrangement as
explained in Sec.2.1.4 to ensure a velocity-pressure coupling. Pressure gradient is explicitly
treated and freed from momentum equation. Intermediate velocity u∗

i is updated after
each adaptive time stepping. Thereafter the divergence of the intermediate velocity field
calculation leads to the Poisson equation of the pressure gradient as follows:

∂

∂xi

(
1

ρ(φn)

∂P

∂xi

)
= −

1

∆t

∂U∗

i

∂xi

(2.20)

Fully parallelized Jacobi-preconditioned BiCGStab algorithm is used to solve Poisson
equation (Van der Vorst, 1992). Flow velocity is then corrected in the new time step from
the old once by using the updated pressure gradient as follows:

un+1
i = u∗

i −
t

ρ(φn)

∂p

∂xi

(2.21)

2.2 Numerical Wave Tank

Numerical wave tank is used generally in Computational Fluid Dynamics (CFD) to study
the propagation of waves, wave kinematics and forces. The results from numerical wave
tank have to be validated experimentally for each wave phenomenon such as regular waves,
irregular breaking waves, breaking waves, focused waves, wave-structure interaction, and
many more. After validation the results from Numerical wave tank could be used in similar
engineering application as a viable information source. Advanced computing capabilities
with super computers have increased the demand for more sophisticated numerical wave
tank models. There are many approaches used in setting-up the numerical wave tank.
RANS with VOF, RANS with the LSM method and RANS with Potential theory are
some of the approaches.

RANS with Volume of Fluid (VOF) approach is used in Open-FOAM CFD model.
Finite volume method is used in the spatial discretization of this method (Choi and
Yoon, 2009). RANS with LSM is used in the current study. In this approach wave tank is
implemented with domain discretization method and Level Set Method (LSM) is used to
capture the free surface (Yang and Stern, 2009). RANS and Potential theory combination
is not yet well-developed so far.

2.2.1 Free Surface Capturing

Zero level set of the smooth signed distance function φ(~x, t) is used to seperate the interface
between water and air in the spatial domain (Osher and Sethian, 1988). This conditional
function distinguishes two mediums using the change in the sign.
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φ(~x, t)





> 0 if ~x is in phase 1

= 0 if ~x is at the interface(Γ)

< 0 if ~x is in phase 2

(2.22)

Furthermore, the Eikonal equation |∆φ| = 1 is satisfied. Following convection equation
is used for the level set function if the the free surface (Γ) is dynamic due to forcing velocity
field ~u.

∂φ

∂t
+ ~u∇φ = 0 (2.23)

Hamilton-Jacobi version of the WENO scheme is used to solve this convection equation
2.23 as explained in Sec.2.1.5. Discretization in the time domain is done using third order
Runge-Kutta scheme as explained in Sec.2.1.6. Distance value of the level-set function
changes according to the dynamic evolution of the interface. After each time step level
set function re-initializes for the purpose of mass conservation and to conserve level-set
property. Numerical instability may occur due to the abrupt changes in the physical
properties at the interface. Smoothening is done using Heaviside function H(φ).

ρ(φ) = ρ1H(φ) + ρ2(1−H(φ))

ν(φ) = ν1H(φ) + ν2(1−H(φ))
(2.24)

In which,

H(φ) =





0 if φ < −ǫ
1
2

(
1 + φ

ǫ
+ 1

π
sin
(
πφ
ǫ

))
if |φ| ≤ ǫ

1 if φ > ǫ

(2.25)

Densities of the two mediums are represented by ρ1 and ρ2. The interface thickness
between ǫ is taken as 2.1 times grid size for the operation of the smoothening (Chella et al.,
2016).The level set function in the cell-interface is calculated using simple interpolation
(Croce et al., 2010). Density at the cell interface is calculated using modified single step
approach with smoothed Heaviside function as follows:

ρi+ 1

2

= ρ1H
(
φi+ 1

2

)
+ ρ2

(
1−H

(
φi+ 1

2

))
, (2.26)

Averaging of level set function:

φi+ 1

2

=
1

2
(φi + φi+1) (2.27)

2.2.2 Wave generation and Absorption

At the one end, waves are generated with relaxation method and the other end waves are
absorbed completely to avoid any reflection and standing waves in the numerical wave
tank. Dirichlet boundary conditioning at the generation side is generally a choice for
channel flows (Kim et al., 1987). Wave kinematics are oscillatory type, so a Dirichlet
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boundary conditioning for wave generation is not a better choice. Relaxation method
is used in REEF3D to generate waves (Mayer et al. (1998), Jacobsen et al. (2012)).
In this method, waves are generated without any interferences to the free surface. In
the numerical beach (wave absorption zone) relaxation method damps out velocity field
smoothly and completely thus there is no reflection back to the domain of interest. Also
in the numerical beach, pressure is damped reduced to the hydrostatic pressure caused by
the still water level. The other good thing about relaxation method is that if any reflected
wave travels back to the generation zone will be absorbed.

u(x̃)relaxed = Γ(x̃)uanalytical + (1− Γ(x̃))ucomputational

w(x̃)relaxed = Γ(x̃)wanalytical + (1− Γ(x̃))wcomputational

p(x̃)relaxed = Γ(x̃)panalytical + (1− Γ(x̃))pcomputational

φ(x̃)relaxed = Γ(x̃)φanalytical + (1− Γ(x̃))φcomputational

(2.28)

The transformation from analytical to computational is gradual because the function
Γ(x̃) changes gradually depending on the zone. At the beginning (generation zone) an-
alytical values of the velocity field and free surface are used to initiate the numerical
computation. In the beach zone, the transformation of the values again takes place from
the computational to the analytical values such that they become zero at the beach.

Γ(x̃) = 1−
e(x̃

3.5) − 1

e− 1
for x̃ ∈ [0; 1] (2.29)

The coordinate x̃ is scaled to the length of the relaxation zone. The wave generation
zone has about one length and wave dissipation zone is about two wave lengths.



Chapter 3

Focused Waves

Focused wave generation and the the theory behind first and second order wave component
is explained in this chapter.

3.1 Focused Wave Generation

Wave generation and numerical beach boundary conditions are explained in the previ-
ous chapter. Simulation time and numerical wave tank spatial domain is set to be large
enough to capture a focused wave group kinematics and its interaction with a vertical
cylinder without much boundary effects.In this study relaxation method is used in the
wave generation from the one end of the tank and in the absorption at the numerical beach
in the other end. Focused waves are created by superimposing the regular linear wave
components using the irregular wave groups generated in the wave tank. Wave group is
directed to get focused at an intended location and time by tuning the initial phase angle
of each component. Amplitudes of each wave component in a wave group is defined by
the wave spectral parameters and number of waves in the group. Free surface elevation
at a point in the spatial domain represents the preselected wave spectrum. In the present
study JONSWAP spectrum is used to generate irregular waves.

Focused wave amplitude at the focus point is calculated upon spectral parameters.
focused wave amplitude can be calculated using linear super positioning each wave am-
plitude and the spectrum:

Af = Ai

N∑
i=1

Si(ω)∆ωi

Si(ω)∆ωi

(3.1)

In which Af is the focused wave amplitude, Ai is the wave amplitude of the ith wave
component, S(ω) is the wave spectrum and ∆ωi is the corresponding angular frequency
interval of the component. If the resulting wave steepness is higher; then the 2nd order
kinematic components become significant over the 1st order kinematic components so that
both have to be summed. Resulting particle velocity components (u, w) and free surface
elevation (η) are calculated as shown below:

η = η(1) + η(2) (3.2)

16
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u = u(1) + u(2) (3.3)

w = w(1) + w(2) (3.4)

In which η(1), u(1), and w(1) are the first order kinematic components. η(2), u(2),
and w(2) are the second order kinematic components. Analytical calculation of these
components are explained in the upcoming section.

3.2 First and Second order Focused Waves

Linear wave theory and irregular wave theory (Krogstad and Arntsen, 2000) are not going
to be discussed in detail here. Irregular surface elevation and other kinematics can be
easily decomposed in case of a first order wave theory. So the first order wave theory can
be written as a combination of N linear components.

η(1) =
N∑

i=1

Ai cos(ki(x− x0)− ωi(t− t0) + ǫi) (3.5)

v(1) =
N∑

i=1

Ai
gAiki
ωi

cosh [ki(z + h)]

cosh [kih]
cos(ki(x− x0)− ωi(t− t0) + ǫi) (3.6)

In which g is acceleration of gravity, A is amplitude of the wave component, k is wave
number, ω is angular frequency, z is height of the point of interest from the free surface,
h is water depth, x horizontal distance to the point of interest, x0 is the location of
initialization, t is the time of interest, t0 time of initialization, ǫ is the phase angle of the
component.

The second order kinematics explained by Schäffer (1996) is used in the high steep
wave cases to compare with the experimental focused wave cases (Sharma et al. 1981,
Forristall 2000 and Dalzell 1999). Second order components of surface elevation (η(2))
and the particle velocity in the wave propagation direction (u(2)) are defined as follows
according to Schäffer (1996) .

η(2) =
N∑

i=1

∑

j>1

{
AiAjH

+ cos[(ki + kj)(x− x0)− (ωi + ωj)(t− t0) + (ǫi + ǫj)]

+ AiAjH
− cos[(ki − kj)(x− x0)− (ωi − ωj)(t− t0) + (ǫi − ǫj)]

}

+
∞∑

i=1

A2
iH

+ cos{2(ki(x− x0)− ωi(t− t0) + ǫi)}

(3.7)

and
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v(2) =
N∑

i=1

∑

j>1

{
(ki + kj)AiAj

G+(ωi, ωj)

D+(ωi, ωj)

cosh[(ki + kj)(z + h)]

cosh[(ki + kj)h]

× cos[(ki + kj)(x− x0)− (ωi + ωj)(t− t0) + (ǫi + ǫj)]

+ (ki − kj)AiAj
G−(ωi, ωj)

D−(ωi, ωj)

cosh[(ki − kj)(z + h)]

cosh[(ki − kj)h]

× cos[(ki − kj)(x− x0)− (ωi − ωj)(t− t0) + (ǫi − ǫj)]

}

+
∞∑

i=1

{
kiA

2
i

G+(ωi, ωj)

D+(ωi, ωj)

cosh[2ki(z + h)]

cosh[2kih]

× cos[2(ki(x− x0)− ωi(t− t0) + ǫi)]

}

(3.8)

In which;

D±(ωi, ωj) = g(ki±kj) tanh{(ki±kj)h− (ωi±ωj)
2} (3.9)

G±(ωi, ωj) = −g2
[
kikj
ωiωj

(ωi±ωj)(1∓ tanh(kih) tanh(kjh))

+

(
k2
i

2ωi cosh
2(kih)

±
k2
j

2ωj cosh
2(kjh)

)] (3.10)

H± =
(ωi ± ωj)

g

G±

D±
+ F± (3.11)

F± = −
g

2

kikj
ωiωj

cosh2[(ki∓kj)h]

cosh(kih) cosh(kjh)
+

1

2
(ki tanh(kih) + kj tanh(kjh)) (3.12)

First and second order numerical results for steep wave cases are compared with the
experimental results in chapter-04.

3.3 Wave Spectrum and FFT

JONSWAP spectrum is used in the present study to generate irregular wave groups. Irreg-
ular waves in a fully developed sea state is describe by Pierson-Moskowitz (PM) spectrum
(Pierson and Moskowitz, 1964). This spectrum is validated with the North Atlantic sea
state under unlimited fetch length with the fully developed local wind. But JONSWAP
spectrum is developed for partially developed sea state. Actually PM spectrum is mod-
ified to JONSWAP spectrum with empirical adjustments. The inputs to the standard
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wave spectrum are significant wave height (Hs), peak wave period (Tp) and the number
of wave components (N).

SPM(ω) =
5

16
H2

sω
4
pω

−5 exp

{
−5

4
(
ω

ωp

)−4

}
(3.13)

ωp =
2π

Tp

(3.14)

In which ωp is the peak angular frequency of the spectrum and the range of the
angular frequency is covered by ω. JONSWAP spectrum is defined as below from the PM
spectrum:

SJW (ω) = SPM(ω)Aγγ
exp

{
−0.5

[
ω−ωp

σωp

]
2
}

(3.15)

Aγ = 1− 0.287ln(γ) (3.16)

In which SPM(ω) is PM spectrum, γ is a dimensionless peak shape factor and its value
is taken as 3.3 here, Aγ is the normalizing factor and σ is called as the spectral width
parameter with the conditioning of the independent variable ω .
σ = 0.07; when ω < ωp

σ = 0.09; when ω > ωp

Angular frequency integral segment dω is defined as follows:

dω =
ωs − ωe

N
(3.17)

ωe and ωs are the upper and lower limits of angular frequency range.
Fast Fourier Transformation is the easier way with lesser computation to convert

free surface elevation into spectrum. FFT is an algorithm to carry out Discrete Fourier
Transformation. Refer Aggarwal (2015) for the detailed explanation on how FFT works.
A predefined Matlab function ’pwelch is used to transform discrete free surface elevation
data into energy spectrum.

3.4 Wave Forces

In the numerical model wave forces on the cylinder are calculated by integrating the nor-
mal component of the viscous stress tensor τ over the surface Ω of the structural surface
exposed to wave action. In a numerical model continuous integration is not possible thus
the force vector is calculated from each grid point and cell face and then summed. Sim-
plified integral function to calculate the total force is shown in the equation 3.18.

F =

∫

Ω

(−np+ nτ)dΩ (3.18)

In which p pressure, τ is the viscous stress tensor and n is the unit normal vector to
the surface which is in the outward direction to the body. Pressure component contains
both hydrostatic and hydrodynamic terms.



Chapter 4

Focused Wave Kinematics

4.1 Introduction

It is essential to investigate the kinematics of the steep wave at the focus point to un-
derstand its nature. Parameters that are being correlated with each kinematic aspect
needs to be defined. Focused wave amplitude at the focus point, temporal and spatial
evolution and propagation of the wave group, geometrical aspects of the focused wave
such as horizontal-vertical asymmetries, wave crest front, wave crest rear steepness and
second and first order wave kinematic component are investigated. Simulation cases are
defined in upcoming sections according to the choice of investigation. Results of numerical
simulations are validated with available focused wave experimental results. Grid refine-
ment study has to be done to find the largest possible validated grid size before begin the
focused wave kinematic investigation cases.

4.2 Grid Refinement Studies

For a good convergence of the numerical scheme with experimental results, the grid sizes
must be smaller as possible. But, the lower limit of the grid sizes are bounded by the
time limit of the simulation. It is always efficient to pick the larger grid size which has
a good agreement with experimental results. This study is called grid refinement study
or convergence study. In the present study of convergence, second order wave theory of
Schäffer (1996) has been used. For this study numerical wave tank is simulated in the
two dimensional domain without wall and turbulence effects. Tank length of 15m and
the simulation time of 20s are chosen. Grid sizes of 0.01m, 0.015m, 0.02m, 0.025m and
0.035m are simulated to compare the wave surface elevation at the focus point with the-
oretical surface elevation. Later, experimental results of Ning et al. (2009) is discussed
to find the appropriate grid size. Incident wave characteristics are set to focus at 7.5m
from the generation side of the numerical wave tank at 10th second of the simulation. In
all these cases, JONSWAP spectrum is used with 20 waves to be focused with spectral
parameters of significant wave height 0.04m and peak period of 1.25s.

Fig.4.1 shows free surface elevation from the wave gauge at the focus point against
the simulation time for all different grid sizes chosen. It clearly shows that the theoret-

20
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Figure 4.1: Free surface elevation (η) at the focus point of 7.5m for the different grid sizes
chosen. (Hs = 0.04m, N = 20, JW spectrum, Tp=1.25s)

ical solution and the numerical results are in good agreement. The deviation from the
numerical solution in this grid size range is not much significant compare to the order of
the wave height.Numerical surface elevation exhibits some degree of deviation from the
theory before and after the focus point. But, at the focus point and at the focus time
this deviation diminishes sharply. The intended focus time in the numerical simulation is
10th second of the simulation, but it looks like there are some delays in the focus resulting
greater focus times than 10 seconds. Assume numerical wave speed is U

′

, theoretical wave
speed is U , length both waves traveled before focus is L, Time taken to reach the focus
point for the numerical wave is t

′

and time taken to reach the focus point for theoretical
wave is t. Relative phase error (φ) is defined for a numerical scheme as the relative ratio
between the wave speeds (Gresho et al., 1984).

φ =
U ′

U
− 1 =

L/t
′

L/t
− 1 =

t

t′
− 1 (4.1)

Actual focused times (tf ) and relative phase change (φ) for different grid sizes (dx) is
plotted in Fig.4.2.

Fig.4.2(a) shows how the real focused time changes for different computational grid
size choices while Fig.4.2(b) shows the relative phase change for different grid sizes chosen.
From these plots it is obvious that the numerical focus is delayed and furthermore the
delay is influenced by the grid size. The plot shows a trend of increasing negative phase
change with increasing grid size. The delay in focusing is in the order of 0.01s which is
small compared to the intended time of focus of 10 second.
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Figure 4.2: (a) focus time (tf ) and (b) relative phase change (φ) against grid sizes (dx). (Hs =
0.04m, N = 20, JW spectrum, Tp=1.25s)

Relative amplitude change (r) is defined as the relative ratio between the theoretical and
numerical focus amplitudes at the focus point. Assume numerical focused wave height at
the focus point is A

′

f , theoretical focused wave height is Af .

r =
A

′

f

Af

− 1 (4.2)

Fig.4.3 shows relative amplitude change (r) plotted against different grid sizes chosen
(dx). Relative amplitude change (r) holds both positive and negative values. According
to this plot there is not any plane relationship between relative amplitude changes and
varying grid sizes chosen. But there is clearly an influence and a milder decreasing trend
in the focus amplitude. The order of amplitude changes are in the millimeter. So it can
be concluded that different grid sizes in the spatial domain doesn’t much influence the
outcomes of the numerical focused wave amplitude at the focus point and the time of focus.

According to the input incident wave parameters in the numerical model, the waves
have to focus at 7.5m (xf ) at 10th second (tf ) of the simulation. So the highest surface
elevation in the whole domain must occur at the focus point (xf ) and at the focus time
(tp) theoretically. In order to check this aspect, the highest surface elevation in the whole
domain out of time constraints is taken and it is compared with the peak surface elevation
at the focus point for all different grid sizes. The highest surface elevation in the spa-
tial and temporal domain is calculated by considering the maximum surface elevation for
each time frame in 0.5 second interval. The peak surface elevation in the whole temporal
and spatial domain (Ap) can be found by compiling and interpolating all those maximum
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Figure 4.3: Relative focus amplitude change (r) at xf for different grid sizes (dx). (Hs=0.04m,
N=20, JW spectrum, Tp=1.25s)

values.

Highest amplitude in the domain (Ap) and focused wave height (A
′

f ) are plotted for

different grid sizes in Fig.4.4(a) and the magnitude different between Ap and A
′

f is plotted

in Fig.4.4(b). It is clear that the magnitude difference between Ap and A
′

f lines increases
with coarser grid sizes according to Fig.4.4(b). Another fact is that Ap is highly correlated
to the A

′

f , because both lines follow the same pattern as shown in Fig4.4(a). After 0.025m
of dx this difference in magnitude increases dramatically. But, this magnitude difference
is in the 4th decimal order; so this parameter is not much influential in the selection of
the grid size.
As a conclusive remark it can be stated that choices between 0.01m and 0.025m do not
show-up any abrupt deviations from the theoretical solution. Relative phase and ampli-
tude changes are also not much significant. Considering the simulation time of 0.025m
could be an appropriate choice and this can be validated with the experimental results of
Ning et al. (2009).

Ning et al. (2009) carried out experiments in a 69m long and 3m wide wave flume.
Focus point (xf ) was 11.4m away from the wave generating paddle. A wave gauge was
installed at this focus point to measure the free surface elevation. This experimental data
is used in this grid refinement study to ensure the validity of the grid size of 0.025m. Ning
et al. (2009) recorded four different experimental cases from the wave gauge as shown in
Table 4.1. In the numerical model, a two dimensional wave tank with 15m length with
the water depth of 0.5m is chosen. Focus point (xf ) is set at 7.5m from the wave gener-
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Figure 4.4: (a)Ap and A
′

f Vs dx is plotted and (b) (Ap - A
′

f ) Vs dx. (Hs = 0.04m, N = 20,
JW spectrum, Tp=1.25s)

ation zone. Wave generation and dissipation zones are far enough from the focus point
to avoid any influence from boundary effects. The real wave flume size is inefficient in
the numerical model due to simulation time constraints thus this two dimensional wave
tank is taken into consideration. Simulation time is 20s with the focusing time (tf ) of
10s. Schäffer’s second order theory is used in the numerical simulation to capture second
order components too, so that the numerical error could be narrow-down to convergence.

Case Tp(s) A
′

f (m) xf (m) hs(m) tf (s)

A1 1.20 0.0313 7.5 0.120 10.0

A2 1.20 0.0632 7.5 0.242 10.0

A3 1.25 0.0875 7.5 0.350 10.0

A4 1.25 0.1031 7.5 0.412 10.0

Table 4.1: Ning experimental cases and corresponding numerical cases.

Table 4.1 cases 01 and 02 are having lesser steepness than cases 03 and 04. Cases 01
and 03 are already validated by Bihs et al. (2016) for the grid size of 0.025m. Cases 02
and 04 are validated here with the experimental results by Ning et al. (2009).



CHAPTER 4. FOCUSED WAVE KINEMATICS 25

Figure 4.5: Numerical and experimental free surface elevation (η) at xf against t for case A2
(Table 4.1). (N = 20, JW spectrum)

Fig.4.5 represents the comparison of simulated numerical results with the experimen-
tal data by Ning et al. (2009) for free surface elevation at focus point. It is clear that
the numerical model captures the surface elevation of a focused wave group with enough
accuracy for the grid size of 0.025m in the low steepness wave groups. Milder deviation
is visible before and after the time of focus (tf ). But at the time of focus this milder
deviation diminishes. Focused wave amplitude and the geometrical aspects of the focused
waves are in good agreement.

Fig.4.6 shows the experimental and numerical free surface elevation of high steep case
A4 at the focus point over the simulation time. Clearly they are in good agreement except
some of the milder deviation at the beginning of the wave group. These variations could
be a result of the experimental wave generation paddle as it generates a wave group with
differing amplitudes instead of a wave group with the same amplitude. Anyhow there
isn’t any deviations at the focusing time of 10second. Numerical model predicts pretty
well with the higher steep case A4 because second order wave theory is used here. As a
conclusion it is found to be the numerical results converge with the experimental results
at dx of 0.025m. So grid size of 0.025m can be used as a good choice for the study of
focuses waves.
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Figure 4.6: Numerical and experimental free surface elevation (η) at xf against t for case A4
(Table 4.1). (N = 20, JW spectrum)

4.3 Influence of the number of waves

The choice of number of waves in a wave group must give an expected energy spectrum.
Energy spectrum of the focused wave group in the domain could be investigated by chang-
ing the number of wave components (N) in the wave group. Three different steepness
categories are taken into consideration for the investigation. Four different N values are
chosen for each steepness category resulting in 12 different simulation cases as referred
in Table 4.2. Other control variables are kept constant for all these 12 simulation cases.
JONSWAP spectrum with γ = 3.3 is taken with spatial grid size dx = 0.025m. Relax-
ation method is used in wave generation and in numerical beach. Schäffer’s second order
theory is used for focused wave generation.

Fig.4.7 shows free surface elevation (η) at the focused point with the simulation time
(t) for three different steepness categories. First category with the cases B1, B2, B3 and
B4 holds the spectral steepness of 0.0164 shown in Fig.4.7(a). According to this Fig
4.7(a) focused wave amplitude is equal in all first four cases despite the changes in the
number of wave components in the wave group. So focused wave amplitude is not being
influenced by the number of wave components in the spectral representation. But there
is a small difference in the surface elevation after t = 13s in the case B1 (N = 10) where
the low amplitude wave components which comes at the end have larger amplitudes than
for cases B2, B3 and B4.
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Case Hs(m) Tp(s) N Sp

B1 0.04 1.25 10 0.01640

B2 0.04 1.25 20 0.01640

B3 0.04 1.25 30 0.01640

B4 0.04 1.25 40 0.01640

B5 0.12 1.25 10 0.04920

B6 0.12 1.25 20 0.04920

B7 0.12 1.25 30 0.04920

B8 0.12 1.25 40 0.04920

B9 0.04 2.00 10 0.00641

B10 0.04 2.00 20 0.00641

B11 0.04 2.00 30 0.00641

B12 0.04 2.00 40 0.00641

Table 4.2: Numerical cases to study the influence of the number of waves on the focused
wave generation.

This kinematic nature doesn’t change for the spectral steepness 0.0492 at Fig.4.7(b).
In Fig.4.7(c) for the cases B9, B10, B11 and B12 with the spectral steepness of 0.00641
smaller wave amplitude components deviate both at the end and at the beginning of the
wave group for N = 10. In all three steepness categories N = 20, 30 and 40 gives the
same results over the time domain but N = 10 shows deviation from other wave numbers.

Fig.4.8 shows the free surface elevation(η) at tp = 10s along the numerical wave tank
(spatial domain). Simulation cases with N = 10 clearly shows deviation in wave surface
elevation in the wave generation zone for both high steepness cases in Figs.4.8(a) and
(b). But a slight difference in free surface elevation near the dissipation zone is observed
for cases B9, B10, B11 and B12 in Fig.4.8(c). Energy spectrum can explain which wave
energy components are changing in the cases with N = 10.

Fig.4.9 shows the energy spectrum at the focus point for the first four cases with
Hs = 0.04m, Tp = 1.25s and with differing N values. The energy spectrum for N = 10
differing from other cases as expected according to the Figs 4.8 and 4.7. All the wave
number values give peak energy spectrum (Smax) at the peak frequency (fp) of 0.8Hz
which is correct (fp =

1
Tp

= 1
1.25

= 0.8Hz). But the Smax magnitude shows a higher value

than other three cases. Spectral distribution lies between 0.5Hz and 1.5Hz for all the
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(a) (b)

(c)

Figure 4.7: Free surface elevation (η) at xf = 7.5m against time (t) for all cases

cases. Spectral curves for N = 20, 30 and 40 overlaps on each other while the case with
N = 10 doesn’t show a smooth fit with other spectral curves. But a higher number of
waves must approach the expected JONSWAP spectrum thus the cases with N = 10 do
not have enough wave components in the wave group to resemble the expected energy
spectrum.

Fig.4.10 shows the energy spectrum (S) for the cases B5, B6, B7 and B8 with Hs =
0.12m and Tp = 1.25s. Maximum spectral energy increased from the order of 10−5 in
Fig.4.9 to the order of 10−4 in Fig.4.9. This is due to the increase in the significant
wave height from Hs = 0.04m to Hs = 0.012m, but fp = 0.8Hz remained unchanged
for this case as before because of its unchanged Tp value. Case B5 with N=10 gives an
increased spectral peak energy than other cases. The smoothness of the curve of N = 10
also doesn’t fit with other spectral curves between the frequencies of 0.8Hz to 1.2Hz.
So the increased wave amplitude at the end of the wave group for the cases B1 and
B5 according to the Figs.4.7 and 4.8 corresponding to the frequency of 0.8Hz with the
wave periods of 1.25s; because that is the only significant difference in the spectral curves.

Fig.4.11 shows the energy spectrum for the cases B9, B10, B11 and B12 with Hs =
0.04m and Tp = 2.00s. The whole spectrum is shifted to the left compared to the earlier
cases because spectral peak period is increased to 2.00s. Spectral amplitude values remain
the same with Fig.4.9 because Hs = 0.04m for both categories. Maximum spectral energy
(Smax) increases for the case with N = 10.
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(a) (b)

(c)

Figure 4.8: Free surface elevation (η) at tp = 10s along wave tank length (L) for all cases

Figure 4.9: Energy Spectrum (S(f)) at focus point for cases B1, B2, B3 and B4
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Figure 4.10: Energy Spectrum (S(f)) at focus point for cases B5, B6, B7 and B8

Figure 4.11: Energy Spectrum (S(f)) at focus point for cases B9, B10, B11 and B12

There is a milder shift in the magnitude of fp between N = 20 and N = 30. Except
these smaller changes N=20, 30 and 40 are in a good agreement.
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As a conclusion the case with N = 10 does not have a good enough number waves
to represent a smooth JONSWAP spectrum with predefined control parameters. But the
number of incident wave components greater than 20 (N ≥ 20) gives a good agreement
with the spectral shape. In all the previous cases kinematic study is done with N = 20,
thus they are valid upon spectral constraints.

4.4 Steepness study of focused waves

It is very essential to investigate the kinematic parameters which can be influenced by
the steepness of the focused wave group. focused wave amplitude at the focus point, wave
steepness at the focus point, spatial and temporal evolution of the focused wave group,
geometrical aspects such as vertical and horizontal asymmetries, wave crest front and
rear steepness, wave length, peak and trough of the wave, relative phase and amplitude
changes are the aspects of a focused wave investigated in this with differing steepness of
the wave. To do so nine different wave cases are taken into consideration. Different steep-
ness is achieved by changing the significant wave height (Hs) and the peak period (Tp) of
the spectrum. Standard JONSWAP spectrum is used with 20 waves to get focused at the
focus point of 7.5m from the one end which is in the middle of the wave tank. In all these
cases second order Schaäffer theory is used. Simulation time is 20s and intended focus
time (tf ) is 10

th second. All of the study in this section is done with the two dimensional
wave tank with the water depth of 0.5m as shown in the Fig.4.12.

Figure 4.12: Schematized section of the numerical wave tank for the steepness investigation.

As shown in Fig.4.12 intended focus point (xf ) is in the middle of the tank to avoid
boundary effects. Incident wave steepness has to be defined to correlate the influence on
the kinematics of the focused wave. But incident wave characteristics are controlled by
spectral parameters. So steepness of the incident wave must be a function of the spectral
parameters. Steepness (Sp) based on the peak period of the spectrum (Tp) and significant
wave height (Hs) is defined as below (Forristall, 2000). This can be called as spectral
steepness.

Sp =
2π

g

Hs

T 2
p

(4.3)
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This parameter is widely used to correlate spectral steepness to the wave kinematics.
Higher spectral steepness will result in components with higher wave amplitudes in a
group thus higher focused wave amplitudes.

4.4.1 Effect of Spectral steepness on Focused wave Kinematics

Case Hs(m) Tp(s) Sp × 10−3

C1 0.02 1.25 8.17

C2 0.04 1.25 16.40

C3 0.08 1.25 32.86

C4 0.12 1.25 49.20

C5 0.16 1.25 65.60

C6 0.04 1.00 25.64

C7 0.04 1.50 11.37

C8 0.04 1.75 8.36

C9 0.04 2.00 6.41

Table 4.3: Numerical cases to study influence of the steepness in focused wave groups.

In the first five cases steepness of the incident wave is changed by altering the signifi-
cant wave height (Hs). In the last four cases, steepness is changed by changing the peak
period (Tp) of the spectrum. Higher spectral peak periods increase the wave length of each
wave components due to dispersion relation. Case-C2 being kept as the base case. Cases
C1, C3, C4, C5 are formed by changing the significant wave heights from the base case
thus steepness changes. Cases C6, C7, C8, C9 are formed by changing the wave period
from the base case thus steepness changes.

Fig.4.13 shows the free surface elevation from the wave gauge at the focus point for
the wave cases C1, C2, C3, C4 and C5. It is obvious that none of the wave is breaking
at the focus point. Each wave group got focused at the 10th second of the simulation as
predicted. It can be assumed that the numerical scheme captures the surface elevation
well, because all the steepness of the cases are lesser than the steepness of the experimen-
tal case-A4 thus non-linearity of the steep waves are captured well with Schäffer’s second
order wave theory. Another important fact is that the free surface elevation crosses the
mean water level exactly at the same time for each cases, because peak period (Tp) is
equal in all the five cases so wave length is same for all cases. In all these cases waves are
focused in the crest but not in the trough as intended.
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(a)

(b)

Figure 4.13: Free Surface elevation (η) at the focus point for cases C1, C2, C3, C4 and C5.
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(a)

(b)

Figure 4.14: Free Surface elevation (η) at the focus point for cases C2, C6, C7, C8 and C9.
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Fig.4.14 shows the surface elevation (η) at the focus point of the wave group for the
wave cases C2, C6, C7, C8 and C9. Base case C2 is again included in this comparison
because it serves for Tp = 1.25s. These Figs.4.14(a) and (b) look a bit messy but there
are no breaking waves in these cases too. The reason is in all these cases surface elevation
crosses mean water level in different time intervals due to differing peak periods. But all
the wave groups arrange themselves to get focused around 10th second except case-C6.
Case-C6 gives a higher focused wave amplitude (A

′

F ) after 12
th second of the simulation.

But spectral steepness of the incident wave group for case-C6 is not higher than that of
cases-C3, C4 and C5. Hence the non-linear effects caused by the higher steepness are not
the reason. The reason is due to small peak period of 1s which is not a common ocean
wind wave case (Hasselmann et al., 1973). So in the upcoming investigations case-C6
shouldn’t be considered in the kinematic study.

4.4.2 Focused wave height (A
′

f)

Wave height and other kinematic parameters of a wave group at the focusing location
can be calculated as explained in Chapter 03. Focusing wave height (A

′

f ) is positively
correlated to the significant wave height (Hs) of the spectrum. This can be checked with
cases C1, C2, C3, C4 and C5.

Figure 4.15: Focusing wave height (A
′

f ) at the focus location (xf = 7.5m) versus Hs

Fig.4.15 shows focused wave amplitude (A
′

f ) for cases C1, C2, C3, C4 and C5 against
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the significant wave height (Hs) of the cases. It is clear that the relationship is linear
between these two parameters under the constrain of equal Tp and the relation stands
Hs ≈ 4A

′

f . For the non-breaking cases, this can be used as a viable relationship to cal-
culate the focused wave height using JONSWAP spectrum in REEF3D. Second order
components in Schäffer’s wave theory for surface elevation as expressed in the equation
3.7 has a function of angular frequency (ω). Therefore second order component of the
surface elevation (η2) could be influenced by the the peak period (Tp) of the spectrum.
So focused wave amplitude (A

′

f ) could be influenced by the the peak period (Tp) for the
high steep cases where second order components are significant.

Figure 4.16: Focusing wave height (A
′

f ) at the focus location (xf = 7.5m) versus Tp

Fig.4.16 shows the focused wave amplitude (A
′

f ) plotted against varying peak period
(Tp) while significant wave height (HS = 0.04m) is being kept constant. According to this
Fig.4.16 there is not much changes in the amplitude of the focused wave at the focusing
point corresponding to the spectral peak period. Here Hs is 0.04m and the spectral
steepness changes from 0.00641 to 0.01640 which may be not enough to make the second
order effects more significant on the free surface thus the amplitudes remain unchanged.
To increase the steepness further Tp couldn’t be reduced further because wave grouping
at focused point doesn’t occur as expected and explained in Sec.4.4.1. But Hs could
be increased and all the simulation for differing Tp could be performed and investigated
further. So any changes in the focused wave amplitude (A

′

f ) is only correlated to the
single parameter of the spectrum which is the significant wave height of the incident wave
group for steepness cases lesser than 0.01640.

4.4.3 Wave group in the numerical tank

In the previous section, focused wave kinematics are discussed in the time domain. Sur-
face elevation in the numerical wave tank at a specific time gives the physical appearance
of how a focused wave generated and absorbed (dissipated) at the numerical beach in the
spatial domain.

Fig.4.17 is plotted for surface elevation (η) over the wave tank length (L) at the time of
focus (tf = 10s) for cases C1, C2, C3, C4 and C5 . Wave generation and wave dissipation
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(a) (b)

Figure 4.17: Free surface elevation (η) in the wave tank (L) at the time of focus tf = 10 second
for the cases C1, C2, C3, C4 and C5

zones of the wave tanks are identifiable from its free surface elevations. Dissipation of the
waves at the numerical beach begins exactly at the same location despite the differences
in the significant wave height (Hs) thus relaxation method damps out waves properly. In
the wave generation zone, wave group is generated with differing wave amplitude compo-
nents. Some wiggles are visible on the free surface in the generation zone but the wiggles
are damped because they are not observed in Fig.4.13. Furthermore wavelength of each
wave component is equal because they cross the mean still water level at same location.
In Fig.4.17(a) there is a milder delay in focusing is visible because the peak amplitude
still didn’t reach the intended focus point of 7.5m. Any how this delay disappears for
cases C4 and C5 in Fig.4.17(b).

Fig.4.18 is plotted for case C5 and the free surface elevation (η) is captured in a sec-
ond interval over the domain length (L) to see the propagation of the wave component
which get focused at the 10th second (tf ) of the simulation. The intended focus location
(xf = 7.5m) is marked with the vertical dashed black line. The wave component which get
focused released from the wave generation zone at t = 6s. At the time of release the wave
amplitude of the component is not larger than the other wave components in the domain.
But as the time goes the wave component gains amplitude and propagates in the spatial
domain. Wave component’s amplitude reaches a peak value at t = 10s and x = 7.5m,
which is the intended focus time(tf ) and location (xf ) of the wave group. Furthermore
after t = 10s amplitude of the focused wave component starts to decrease because of
the super positioning of the other wave in the wave group starts to deviate. The wave
component which get focused completely vanishes in the wave dissipation zone at t = 14s.

Fig.4.20 shows the free surface elevation (η) over the numerical wave tank length (L)
at the focus time (tf = 10s) for the wave cases C2, C7, C8 and C9. All these simulation
cases have the same significant wave height (Hs) but differing Tp. Therefore each wave
group shows different wave lengths and different propagation speeds. In Fig.4.20(a) and
(b) free surface elevation amplitudes don’t coincide in the horizontal axis except the focus
location (xf ). In Fig.4.20(b) amplitudes of the different wave components also changes
except the focusing component. In both Figs.fig:914(a) and (b) wiggles (not breaking)
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Figure 4.18: Propagation of the focusing wave group for case-C5. Free surface elevation (η) is
captured in a second interval in the domain (L)
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Figure 4.19: Propagation of the focusing wave group for case-C9. Free surface elevation (η) is
captured in a second interval in the domain (L)
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(a) (b)

Figure 4.20: Free surface elevation (η) in the wave tank (L) at tf = 10s for the cases C2, C7, C8
and C9

are visible in the free surface inside the generation zone. But wiggles disappear near the
focus location. In Fig.4.20(b) amplitude of the wave components start damping out in
the dissipation zone at the same location. But in Fig.4.20(a) beginning of the damping
out location slightly differs. But none of these changes do not influence the kinematics at
xf .

Fig.4.19 shows free surface elevation (η) in the numerical wave tank domain length (L)
at one second interval for case C9. Case C5 and case C9 are the higher and lower steep
cases among other cases respectively. Lowest steep case C9 shows the same nature of
propagation as case C5 except some of the geometrical nature of the focused wave. Wave
generated at t = 6s get focused at t = 10s and dissipated at t = 14s at the numerical
beach. There are only four fully developed wave components are in the numerical wave
tank in this case C9 at the time of focus; while five fully developed waves are visible in
Fig.4.18 for case C5. This is due to the changes in the wave length. Crest of the wave
components are not sharper but they are very gentle except the focused wave component
at t = 10s. All these geometrical features are discussed at Sec.4.4.5.

4.4.4 Spatial and Temporal evolution of the focused wave

Spatial evolution of the wave group tells how the amplitude of the focused wave component
changes over the numerical tank length while the wave group propagates. Temporal evo-
lution of the wave group tells how the amplitude of the focused wave component changes
over time.

Fig.4.21 shows the spatial evolution of the wave amplitude of the particular wave
component which got focused at t = 10s at the focused point. This wave amplitude evo-
lution is tracked along the numerical wave tank length (L) in a Lagrangian perspective
at 0.5s interval. Each black curvilinear line indicate the position of the wave component’s
location at 0.5s interval. The red dashed line is drawn through the crest of the wave
component. It can be observed from Fig.4.21 that the wave component don’t increase its
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Figure 4.21: Spatial evolution of the focused wave group Wave case C5

height in a regular manner because the red dashed line is not a smooth polynomial line.
The reason is focusing and de-focusing (super-positioning of other wave components in
the group) doesn’t happen in a regular interval. But the peak focused wave amplitude
(A

′

f ) is achieved at x = xf = 7.5m as intended. After L = 10m amplitude of the wave
component drops rapidly which is not because of de-focusing but because of the numerical
beach damping.

Fig.4.22 shows the temporal evolution of the wave amplitude of the particular compo-
nent which got focused at at t = 10s as intended for case C5. Position of the wave gauges
in the numerical wave tank are shown in Fig.4.12. The calculated free surface changes
from each wave gauge is used to capture the time at which the wave component has passed
the particular gauge location. A Matlab algorithm combined with wave speed is used to
accomplish this task. The black curvilinear lines indicate the temporal evolution of the
crest of the wave component which get focused at the intended time. The red dashed
line is drawn by connecting the wave crests. Here again it is clear by observing Fig.4.12
that the amplitude gain of the wave component is not uniform over the time. Because
focusing of other wave harmonics of the wave group over this wave component is not oc-
curring at a regular interval thus amplitude gain isn’t regular over the time. Even though
the peaked value of the focused wave amplitude (A

′

f ) is gained at t = tf = 10s as intended.
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Figure 4.22: Temporal evolution of the focused wave group, Wave case C5

4.4.5 Geometrical Properties of the Focused waves

Wave steepness parameter is a good measure for a symmetric linear wave. But in these
focused wave cases waves are not symmetric due to the influence of the second and third
order harmonics. Investigation on geometrical aspects of high steep waves are done by
many scholars (Miller and Zeigler 1964, Iwagaki and Sakai 1972, Ippen and Kulin 1954,
Adeyemo 1968, Myrhaug and Kjeldsen 1986). There is limited amount of study specifi-
cally on the focused wave geometry. Relationship between wave geometrical parameters
such as wave crest front and rear steepness, vertical and horizontal asymmetries with
incident wave characters are investigated here.

Defining geometrical properties

A previous study by Kjeldsen and Myrhaug (1978) on the breaking wave geometrical as-
pects have used in this study to standardize the definitions of the geometrical properties.

Dimensions of a wave free surface is shown in the Fig.4.23. Parameters for the inves-
tigation are defined below (Kjeldsen and Myrhaug, 1978):

Crest front steepness:

ǫ =
η

′

L′
(4.4)
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Crest rear steepness:

δ =
η

′

L”
(4.5)

Vertical asymmetry:

λ =
L”

L′
(4.6)

Horizontal asymmetry:

µ =
η

′

H
(4.7)

With these geometrical properties wavelength at focus point (λw), wave amplitude
(A

′

f ) and relative phase change (φ -defined in Sec.4.2) also investigated.

Figure 4.23: Wave geometric parameters Kjeldsen and Myrhaug (1978); η
′

-wave amplitude,
λw-wave length, H-wave height, L

′

and L” are wave crest front and rear portions of half wave
length.

Focused wave geometry correlations

Free surface elevation (η) at the time of focus in the wave tank domain is plotted in the
Fig.4.24. Fig.4.24(a) shows with varying Hs and Fig.4.24(b) shows with varying Tp, so
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case C2 becomes common in both plots.

(a) (b)

Figure 4.24: Focused wave geometry at the focus time (tf )

From these above graphs geometric dimensions are measured using Matlab tools. Re-
fer Table 4.4 for these values.

Case λw(m) A
′

f (m) Tr(m) µ λ δ ǫ φ

C1 2.05 0.00511 0.00422 0.5477 0.9520 0.010735 0.01022 -0.01664

C2 2.05 0.01039 0.00826 0.5571 1.0274 0.021335 0.02192 -0.009983

C3 2.08 0.02105 0.01573 0.5723 1.0021 0.04422 0.04432 -0.006655

C4 2.09 0.03150 0.02290 0.5790 1.0065 0.06745 0.06789 -0.003461

C5 2.10 0.04248 0.02895 0.5947 0.9634 0.09503 0.09155 -0.003461

C7 2.63 0.01010 0.00797 0.5589 0.9072 0.01781 0.01616 -0.013443

C8 2.75 0.01060 0.00712 0.5982 0.8817 0.01846 0.01628 -0.013443

C9 2.64 0.01043 0.00745 0.5833 0.8932 0.01889 0.01688 -0.013443

Table 4.4: Geometrical characteristics of all focused wave cases

Each of these geometrical properties from Table 4.4 could be correlated to three inci-
dent wave parameters which are significant wave height of the spectrum (Hs), peak period
of the spectrum (Tp) and the spectral steepness (Sp).
Fig.4.25 shows how relative phase is being influenced by the incident parameters (Sp, Hs,
Tp) of the wave wave group.
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(a) (b)

(c)

Figure 4.25: Relative phase change (φ) with (a) spectral steepness (Sp), (b) significant wave
height (Hs) and (c) peak period (Tp)

Relative phase change (φ) exhibits a negative value in all three sub-figures. It means
that the wave propagation speed is numerically damped by the scheme for all nine cases of
investigation, therefore wave propagation is slower in the numerical wave tank rather than
an experimental case. In Fig.4.25(a), relative phase change φ show a trend of approaching
zero with increasing spectral steepness but it has some uncertainty at low steepness cases.
Steady parabolic profile is observed with varying Hs from Fig.4.25(b). Relative phase
change almost remains unchanged with changing Tp from Fig.4.25(c). So it is evident
that relative phase change parameter is highly influenced by significant wave height and
spectral steepness but not peak period. But spectral steepness is dependent on Hs and
Tp. Therefore relative phase change is only correlated to the significant wave height.

Wave length (λw) is plotted for incident wave parameters in Fig.4.26. Spectral steep-
ness doesn’t show any strong correlation to the wave length from Fig.4.26(a). From
Fig.4.26(b) Wave length is almost constant with increasing significant wave height but
there are some milder changes caused by higher order non-linear wave components.
Wave length increases and then stabilizes with increasing Tp at the focused point from
Fig.4.26(c). Wave length is strongly correlated to peak period.

Fig.4.27 illustrates horizontal asymmetry with incident wave parameters.
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(a) (b)

(c)

Figure 4.26: Wave length at focus point (λw) with (a) spectral steepness (Sp), (b) significant
wave height (Hs) and (c) peak period (Tp)

Magnitude of µ = 0.5 is a horizontally symmetric wave which has the crest and trough
in equal distances from the mean water level according to the definition from eq.4.7 for
horizontal asymmetry. Horizontal dashed black lines in Figs.4.27(a),(b) and (c) show
horizontal symmetric reference for comparison. Spectral steepness doesn’t show a solid
correlation with vertical asymmetry but there is a milder increasing trend according to
Fig.4.27(a) but all the cases show a µ value greater than 0.5 thus all cases have a flat-
ten trough. All these waves are in intermediate water depth ( 1

20
≺ h

λw

≺1
2
)(Arntsen Ø.A,

2000) thus the trough is flatten out by higher order harmonic components. According to
Fig.4.27(b) this vertical asymmetry increases almost linearly with increased Hs, therefore
highly correlated with Hs. There is no strong trend visible of µ with Tp. So horizontal
asymmetry is strongly correlated with Hs.

Vertical asymmetry (λ) is plotted with incident wave parameter in Fig.4.28. If λ is
greater than one then the wave is pitched forward and if the λ is lesser than one then the
wave is pitched backward according to the definition of λ from eq.4.6.
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(a) (b)

(c)

Figure 4.27: Horizontal asymmetry (µ) with (a) spectral steepness (Sp), (b) significant wave
height (Hs) and (c) peak period (Tp)

From Fig.4.28(a), the wave geometry shifts from pitched backward shape to pitched
forward and then back again to pitched backward thus there isn’t ant strong correlation
with spectral steepness but a milder increasing trend can be noticed. Same story holds
with significant wave height according to the Fig.4.28(b). From Fig.4.28(c) it is clear
that increasing peak period changes the shape from pitch forward to pitch backward thus
strongly correlated with Tp.

Fig.4.29 shows the relationship of crest front steepness (ǫ) at the focusing point with
incident wave parameters. There is a relation between spectral steepness with the crest
front steepness of the focused wave according to the Fig.4.29(a). At the beginning the
relation is not consistent but as a whole the correlation is very clear. Forward steepness
gives a linear and strong relationship with significant wave height from Fig.4.29(b). But
crest front steepness is not influenced by the peak period according to Fig.4.29(c). There-
fore crest front steepness is only correlated with significant wave height.

Fig.4.30 shows crest rear steepness with incident wave parameters. These plots have
the same trend as crest front steepness . With the same arguments it can be concluded
that the crest rear steepness is strongly and linearly correlated with significant wave
height. As a summary, crest front steepness, crest rear steepness, horizontal asymme-
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(a)

(b)

(c)

Figure 4.28: Vertical asymmetry (λ) with (a) spectral steepness (Sp), (b) significant wave height
(Hs) and (c) peak period (Tp)
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(a)

(b)

(c)

Figure 4.29: Wave crest front steepness at the focusing location (ǫ) with (a) spectral steepness
(Sp), (b) significant wave height (Hs) and (c) peak period (Tp)
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(a)

(b)

(c)

Figure 4.30: Wave crest rear steepness (δ) at the focusing location with (a) spectral steepness
(Sp), (b) significant wave height (Hs) and (c) peak period (Tp)
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try and relative phase change are strongly correlated to significant wave height; vertical
asymmetry and wave length are related to peak period.

4.5 Wave Theories with Experimental results

Different wave theories are tested for generating focused waves in the numerical wave
tank. It is vital to check whether the used wave theory satisfies the basic conditions of
application such as wave height, water depth, wave length and (or) wave period. Numer-
ical model could be validated with experimental results for each wave theories used in
the numerical model. Three focused wave theories are used in the numerical model; to
first order focused waves, Schäffer’s second order focused waves version-1 (Schäffer−v(1))
and Schäffer’s second order focused waves version-2 (Schäffer −v(2)). (Scäffer’s second
order theory v(1) and v(2) are not different second order theories, indeed they are just two
different mathematical approaches used in formulating the second order components.)
Actually these are not specific focused wave theories instead they are different wave the-
ories implemented over the super-positioning concept of focused waves as explained in
chapter-03. Fist order theory captures primary kinematic components while second or-
der theory captures primary and higher (second) order kinematic components. Second
order focused wave theory should capture the free surface elevation well than the first
order wave theory in the high steepness focused wave cases when comparing with relevant
experimental results; because higher order harmonics are significantly larger with higher
wave steepness. Ning et al. (2009) experimental cases mentioned in the Table 4.1 is used
to validate this different focused wave theories.

Fig.4.31 shows the free surface elevation at the focus point for the experimental result
and numerical result with different focused wave theories for the case-A1. Case A1 has
experimental focused wave amplitude (A

′

f ) of 0.0313m and it has a Hs = 0.12m and
Tp = 1.20s as the input to the numerical model. In this case both first order and second
order theories are in good agreement with the experimental result as shown in the Fig.4.31.

Fig.4.32 shows the surface elevation (η) at the focusing point with time (t) for exper-
imental and numerical results with different wave theories. Experimental focused wave
amplitude is 0.0632m. Control variables for numerical simulation are Hs = 0.242m and
Tp = 1.20s. Experimental results are well represented in the numerical simulation by
both first order and second order wave theories for this steepness case. But the variation
between first and second order theory has been increased compared to Ning case A1. In
the Fig.4.32 and at t = 11s second order theory is clearly separated from the first order
theory. However the focused amplitude is correctly predicted by both theories well at the
time of focus for this steepness case.

Free surface elevation at the focused point for experimental Ning case A3 with corre-
sponding numerical results with different wave theory is presented in the Fig.4.33. Exper-
imental focused wave amplitude is 0.0875m with Hs = 0.35m and Tp = 1.25s. Harmonic
separation between the first and second order wave theory is visible. At t = 11s, the
calculated η by second order wave theory is more accurate than the first order wave the-
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Figure 4.31: Ning Experimental case A1 (HS = 0.12m, Tp = 1.20s) free surface elevation (η)
at the focus point for different wave theories

Figure 4.32: Ning experimental case A2 (HS = 0.242m, Tp = 1.20s) free surface elevation (η)
at the focus point with different wave theories



CHAPTER 4. FOCUSED WAVE KINEMATICS 53

Figure 4.33: Ning experimental case A3 (HS = 0.350m, Tp = 1.25s) free surface elevation (η)
at the focus point with different wave theories

Figure 4.34: Ning case A4 (HS = 0.412m, Tp = 1.22s) free surface elevation (η) at the focus
point with different wave theories
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ory. Experimental A
′

f value is achieved in both but there is a small difference in the
magnitude.

Free surface elevation at the focus point using different wave theories with Ning exper-
imental case A4 is shown in Fig.4.34. Experimental focused wave amplitude is 0.1031m
with fp = 0.8Hz. To achieve this amplitude Hs = 0.412m and Tp = 1.25s are used as
the input variables to the numerical scheme. The results are showing significant difference
within different wave theories used in the numerical model. According to Fig.4.34 both
second order wave theories gain the focus amplitude at the time of focus but the focus
amplitude of the first order wave theory is slightly lower than that of the experimental
results. This variation precedes through all over the simulation time. Higher order kine-
matic components become very important for the higher steepness cases. In all these
four different cases (A1, A2, A3 and A4) JONSWAP spectrum is used with 20 number of
waves in the wave group to focus. As a conclusive remark the choice of the wave theory is
dependent upon the incident wave parameters. But it is always a safe approach to stick
with the second order wave theory for any steepness case



Chapter 5

Wave Interaction with Vertical
Cylinder

Focused wave interaction on cylindrical column and the associated kinematic changes are
investigated in this chapter. Available experimental results in the paper by Chen et al.
(2014) are validated with numerical results. Some of the cases which get investigated
in chapter 4 with two dimensional kinematic study are again used in three dimensional
wave-structure interaction. Standard numerical wave tank setup for structure interaction
must be done in a three dimensional domain. All the numerical cases are run with the
shorter simulation time of t = 16s which is enough to let a focused wave group pass the
numerical tank domain. Numerical wave tank length is chosen as L = 10m to minimize the
computational time but this length is enough to avoid generation and dissipation boundary
effects at the focused point. Width of the tank is chosen as 2m with water depth of 0.5m.
Cylindrical diameter of 0.25m is taken for all the additional investigation cases. All the
three dimensional investigation is done for crest focused waves. Schäffer’s second order
(v(1)) wave theory is used in the numerical simulation with JONSWAP spectrum which
contains 20 wave components. Grid size of 0.025m is chosen in the spatial discretization
as it is validated in the grid refinement study. This grid size applies to all three direction
in the domain.

Figure 5.1: Schematized plan view of the numerical wave tank

Plan view of the numerical wave tank is shown in the Fig.5.1. Wave gauges are marked
with the name ’g’. The wave propagation is from left to right in the numerical wave tank.
Wave forces on the cylinder is calculated as explained in the chapter −2. Simulation cases
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are shown in the Table 5.2. First five cases of two dimensional kinematic investigation is
selected for the study. Additionally, the numerical model is validated for four different
experimental cases listed in Table 5.1.

5.1 2D and 3D kinematic comparison

Figure 5.2: Comparison of 2D and 3D free surface elevation (η) at the focus point.

All the earlier kinematic study was done with the two dimensional spatial domain. There-
fore it is very important to know changes on the kinematics due to the conversion from 2D
to 3D spatial domain. To do so; all the cases in Table 5.2 simulated without cylinder in
the numerical tank. Focused point is set at xf = 5m and tf = 8s. Free surface elevation
at the focus point in 2D for the first five cases in Table 4.3 is compared with the cases in
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Table 5.2.

Fig.5.2 shows the comparison between free surface elevations at the focused point for
2D and 3D cases. According to the Fig.5.2 there is not much change in the free surface
elevation, but the changes do exist. The change is caused only by the boundary effects
(friction and turbulence) because any other input parameter doesn’t change. But the
change doesn’t get influenced by the effect of the wave steepness or wave height because
the difference doesn’t grow exponentially. The change is proportional to the order of
wave amplitude. This change is negligible compared to the magnitude order of the wave
height. So all the kinematic study done so far with 2D spatial domain is valid in 3D
spatial domain of REEF3D.

5.2 Benchmark cases for Wave structure Interaction

Validating the numerical model for the focused wave-structure interaction is essential to
investigate the wave forces and the resulting flow features. Chen et al. (2014) performed
laboratory experiments with focused wave structure interaction in the DHI shallow water
basin. Dimension of the shallow water basin is 35m×25m with the water depth of 0.505m.
A vertical cylinder with the diameter of 0.25m is placed in the wave tank at 7.8m away
from the wave generation paddles. Focused wave location is exactly at the upstream edge
of the cylinder. This shallow water basin is larger to simulate in the numerical model due
to time constraints. But it is very important to replicate the physical environment in the
numerical wave tank as it is in the experimental cases. From the previous section it has
been found that the numerical wave tank size of 10m×2m is enough to avoid boundary
effects at the center line of the tank. So this tank size is used for the numerical simulation
of experimental cases by Chen et al. (2014). The cylinder is placed 5.5m from the wave
generation side. Intended focus point in the numerical model is adjusted in order to get
the actual focusing exactly at the upstream edge of the cylinder.

Case Tp(s) A
′

f (m) xf (m) hs(m) tf (s)

D1 1.22 0.035 5.0 0.144 8.0

D2 1.22 0.070 5.0 0.300 8.0

D3 1.63 0.060 5.0 0.240 8.0

D4 1.63 0.120 5.0 0.480 8.0

Table 5.1: Simulation cases of Chen et al. (2014).

Table 5.1 shows the experimental cases with relevant numerical input values. Nu-
merical simulation time is set to be 16s with the focusing time tf = 8s. Readings from
experimental wave gauge (WG9 of Chen et al. (2014)) and numerical wave gauge (g5
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(a) Free surface elevation (b) Force on the cylinder

Figure 5.3: Validation of forces and surface elevation for case-D1

(a) Free surface elevation (b) Force on the cylinder

Figure 5.4: Validation of forces and surface elevation case- D2

of Fig.5.1) are used to compare the free surface elevation; both gauges are at the same
position from the cylinder.

Fig.5.3 shows the free surface elevation and the wave force on the cylinder for the
experimental case D1. Good agreement between force and free surface elevation is found.
Steepness is lower in this cases, thus low steepness makes non-linear terms less significant.

The experimental case D2 with higher steepness also agrees well with the measured
free surface elevation and wave force according to Fig.5.4. There are some marginal de-
viations in the free surface elevation before and after the focus point but at the time of
focus the deviation vanishes. The numerical model predicts the free surface elevation and
the wave force well for both cases. These cases have already been validated by Bihs et al.
(2016).

Horizontal force on the cylinder for Experimental case D3 is presented in Fig.5.5.
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Figure 5.5: Comparison of force on the cylindrical for case-D3 .

Figure 5.6: Comparison of forces on the cylindrical for case-D4 .

There are some small amplitude changes in the force but overall the results are fine.
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Fig.5.6 shows the horizontal force on the cylinder for the highest steepness case D4.
The second order components give a higher contribution in this case thus the vertical
asymmetry is larger which reflects in the force spectrum. Experimental wave forces are
well agreeing with the numerical wave loading in these cases too. The force curve is
slightly over predicted before and after the focused wave crest passes the cylinder, though
the peak force value is predicted well. As a conclusion, the numerical model REEF3D
could be used as an efficient tool for simulating high and low steep focused wave structure
interaction cases.

5.3 Kinematic Changes due to interacting with Cylin-

der

The study of steep wave structure interaction can be done easily through focused wave
groups. Many researchers have investigated steep wave-structure interaction using focused
wave groups numerically (Ma et al. 2001, Chen et al. 2014). Table 5.2 presents a list of
simulations for the cases with cylinder of diameter 0.25m and without cylinder. Waves
are generated with JONSWAP spectrum of 20 wave components. Hydrodynamic features
such as wave loading, diffraction, wave run-up and wave run-down and free surface flow
features when wave interacts with the vertical cylinder (Clauss, 2002), (Sumer et al.,
1997). These aspects could be investigated with REEF3D as well.

Case Hs(m) Tp(s)

E1 0.02 1.25

E2 0.04 1.25

E3 0.08 1.25

E4 0.12 1.25

E5 0.16 1.25

Table 5.2: Numerical cases to study wave-structure interaction with and without cylinder.

Figs.5.8 and 5.7 is drawn from the free surface elevation in the tank domain for case E5
in 0.5s interval. The line of this free surface elevation is chosen to be in the longitudinal
direction along the middle of the tank (1m from side of the tank). This longitudinal sec-
tion passes through the cylinder which is in the middle of the tank. Cylinder is shown in
the figures with correct dimensions. Free surface elevation is then compared in the figures
with the case without cylinder so that the temporal changes in the wave characteristics
can be observed separately. Here case E5 is chosen because it has the higher significant
wave height thus the changes in the kinematics are significant. At t = 6.0s (Fig.5.7(a))
the wave group starts to interact with the cylinder. Wave group is moving from the left
to right. Therefore the free surface elevation which interact at t = 6.0s dropping down.
The case with cylinder shows some additional drop in η than the case without cylinder.



CHAPTER 5. WAVE INTERACTION WITH VERTICAL CYLINDER 61

(a) (b)

(c) (d)

(e) (f)

Figure 5.7: Comparison of free surface elevation (η) in the wave tank (L) (t = 6.0s to 8.5s)
with and without cylinder for case E5
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(a) (b)

(c) (d)

(e) (f)

Figure 5.8: Comparison of free surface elevation (η) in the wave tank (L) (t = 9.0s to 11.5s)
with and without cylinder for case E5
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Another fact is that the presence of the cylinder doesn’t create any other influence in the
numerical tank at t = 6.0s and t = 6.5s. It is also observed that there is no change in η
in the upstream side of the cylinder at t = 6.5s. But there is a slight surge in the free
surface elevation at the downstream of the cylinder due to diffraction.

At t = 7.0s η rises in-front of the of the cylinder. The rise in water level is clearly
visible with the value of 0.004m for the wave component’s amplitude of 0.02m order. At
t = 7.5s fall in water level is seen with the same order of value as run-up. Wave kinematics
is disturbed by the cylindrical interaction to the extent of 0.7m in the upstream direction
from the surface of the cylinder edge. As well the wave kinematics is disturbed to the
downstream direction of 0.7m from the cylinder edge. Between t = 8.0s and t = 8.5s
the peak focused wave crest passes the cylinder. At t = 9.0s fall in water level is limited
by the cylinder. Now the free surface elevation is distributed for a length of 1.2m in the
upstream direction from the cylinder. At t = 9.5s fall in water level is visible and η is
influenced in the domain from L = 3m to L = 6.5m. Ripples and wiggle formations are
observed in the free surface after t = 10s till t = 11.5s through which the energy of the
focused wave group is dissipated by the structure.

Flow velocity near the cylinder caused by focus wave interaction for the numerical
case E5 is shown in Fig.5.9 and 5.10. At t = 6.5s focused wave begins its interaction.
There is a flow velocity of of 0.23m/s around the cylinder at t = 7.0s and at t = 7.5s
even before focused wave crest begin iteration with the cylinder. At t = 8.0s peak focused
wave crest interacts with the cylinder increasing the magnitude of the flow filed around
the cylinder. Returning flow around the cylinder caused by diffracted waves are clearly
visible at t = 8.5s and at t = 9.0s. Reflected wave energy causing a weak flow field with
the magnitude of 0.15m/s in the upstream side of the cylinder after focused wave group
passed the cylinder, which is clearly visible in Fig.5.10 at t = 9.5s and at t = 10.0s.
This reflection and diffraction phenomenon causing wave group to dissipate its energy as
explained by the Figs.5.7 and 5.8.

Free surface elevation from the wave gauge ’g5’ (Fig.5.1) is used to compare the influ-
ence of the cylinder and plotted in Fig.5.11 for all the five cases mentioned in the Table 5.2.
In all the cases the peak and trough magnitudes are exceeded at the cylindrical surface at
the upstream side. This clearly shows the amount of rise and fall in free surface heights
with associated wave amplitudes. This excess amount of run-up and run-down make the
dynamic wave loading efficient thus this factor influences the ringing effect (Zang et al.,
2010).
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(a) t=6.5s

(b) t=7.0s

(c) t=7.5s

(d) t=8.0s

Figure 5.9: Flow velocity near the cylinder (t = 6.5s to 8.0s) for case E5
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(a) t=8.5s

(b) t=9.0s

(c) t=9.5s

(d) t=10.0s

Figure 5.10: Flow velocity near the cylinder (t = 8.5s to 10.0s) for case E5



CHAPTER 5. WAVE INTERACTION WITH VERTICAL CYLINDER 66

(a) Case -E1 (b) Case -E2

(c) Case -E3 (d) Case -E4

(e) Case -E5

Figure 5.11: Free surface elevation (η) from wave gauge ′g5′ (Fig.5.1) with and without cylinder
for cases -E1, E2, E3, E4 and E5
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5.4 Wave forces and kinematic correlations

Wave forces are associated with drag, shear and inertial components (MacCamy and
Fuchs, 1954). All these components of wave loading is correlated with the free surface
height from the still water level and the flow velocity. But in waves flow velocity is also
associated with the wave height. Therefore wave amplitude and wave period is the defin-
ing control parameters in wave loading on vertical cylinders. Numerically calculated wave
force on the cylinder and the free surface elevation from the wave gauge ’g5’ are normal-
ized with their peak values. These normalized values are plotted in Fig.5.12 for all the
wave cases in the Table 5.2.

Both normalized curves shpwn in Fig.5.12 follow the same oscillation pattern over the
time. In all these cases there is a milder time delay in gaining the corresponding wave
force on the cylinder. In Fig.5.12(a) this time lag is about 0.2s. The reason is that the
wave loading is a perfect quasi-static (not instantaneous) process. It consumes time in
mobilizing the pressure over the surface of the body (Koliopulos, 1988). The other inter-
esting phenomenon is that the peak wave force doesn’t come from the peak focused wave
component in the wave group. The peak wave force is obtained from the next wave crest
after the focused wave crest passes the cylinder. In Fig.5.12(a), the peak wave crest is
recorded at t = 8s while the peak force (F ) is recorded at t = 9.5s. This is happening in all
five cases. This time lag in force recording disappears after t = 11s and both peak curves
are coinciding in the time domain. After t = 10s free surface elevation tends to show
deflection in the cases with higher Hs value in Figs.5.12(c),(d) and (e) due to reflection
and diffraction caused by the cylinder. But these deflected free surface elevation has no
influence on the shape of the force curve. This can be seen clearly in Fig.5.12(e), in which
at t = 13s free surface elevations are not keeping a sinusoidal shape but, forces do keep a
near sinusoidal shape. This is because the shorter time duration at which the deflection
of η from the sinusoidal shape occurs is not enough to fully mobilize the pressure profile
over the cylindrical surface thus this changes are not captured in the force curve.

Figs.5.13 and 5.14 show the horizontal wave forces on the cylinder and the correspond-
ing force spectrum for all the simulation cases as listed in Table 5.14. Maximum force
in each cases increases with increasing significant wave height. In all these cases, peak
period is 1.25s according to Table 5.14 which gives a peak frequency fp = 0.8Hz. Peak
frequency of the force spectrum is also 0.8Hz in all the cases from Figs.5.13(b),(d) and
(f) and from Figs.5.14(b) and (d). This confirms the fact that both wave loading and free
surface elevation have almost the same shape of curves as explained by the normalized
values in Fig.5.12. The spectral curves are smoother after f = 1.5Hz for low steep cases
E1, E2 and E3. But there are some force components in the order of 2N to 3N after 1.5Hz
of frequency in the force spectrum for the cases E4 and E5. This is due to diffraction
because there is no wave component in the wave group containing a wave period lesser
than 0.67s (wave period T = 1

f
= 1

1.5
= 0.67s). So higher steep wave cases E4 and E5

exerts a high frequency low magnitude wave loading on the cylinder.
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(a) Case -E1 (b) Case -E2

(c) Case -E3 (d) Case -E4

(e) Case -E5

Figure 5.12: Normalized free surface elevation (η) from wave gauge ′g5′ with normalized force
(F ) on the cylinder for cases -E1, E2, E3, E4 and E5
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(a) Case -E1, Force (b) Case -E1, Force Spectrum

(c) Case -E2, Force (d) Case -E2, Force Spectrum

(e) Case -E3, Force (f) Case -E3, Force Spectrum

Figure 5.13: Horizontal wave loading on the cylinder (F ) and force spectrum for cases -E1, E2
and E3
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(a) Case -E4, Force (b) Case -E4, Force Spectrum

(c) Case -E5, Force (d) Case -E5, Force Spectrum

Figure 5.14: Horizontal wave loading on the cylinder (F ) and force spectrum for cases -E4 and
E5

Fig.5.15 shows the free surface elevation for the cases E1, E2, E3, E4 and E5 at the
time of focus while it interact with the cylinder. None of the waves are of breaking type
in this study which can be confirmed from this figure.
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(a) Case-E1 (b) Case-E1

(c) Case-E2 (d) Case-E2

(e) Case-E3 (f) Case-E3

(g) Case-E4 (h) Case-E4

(i) Case-E5 (j) Case-E5

Figure 5.15: Free surface elevation for case E1, E2, E3, E4 and E5 at the time of focus



Chapter 6

Conclusions, Recommendations and
Future works

6.1 Conclusions

In this thesis kinematic nature of the focused wave groups are studied with REEF3D
numerical model and validated with available experimental results. Later the focused
wave interaction with a vertical cylinder is validated with experimental data and studied
further. At first, the grid refinement study was carried-out to find the suitable grid size
for the simulation of the focused waves. Several properties of a numerical scheme such
as relative phase and amplitude changes and expected focus amplitude with varying grid
sizes are investigated. Grid size of 0.025m was chosen as a good estimate. At the end,
the experimental data by Ning et al. (2009) from laboratory results are used in order to
validate that the grid refinement study outcome of 0.025m is correct. Influence of the
number of wave components (N) used in the wave generation is studied for three steepness
cases with spectral steepness 0.0164, 0.0492 and 0.00641. There isn’t any different in the
free surface elevation both in time and spatial domains except N = 10. All three steep-
ness cases give a smooth spectrum with N = 20 or above. N = 20 is considered as the
minimum number of waves to numerically generate a Jonswap spectrum and this number
is used in all other investigations. Then incident wave spectral steepness (Sp) is defined
and used as an input control parameter to study the kinematics correlated to the incident
wave group steepness. Nine wave cases with differing amplitude and wave period is used
in the simulation in studying the steepness nature of the focused waves. At first free
surface evolution of focused wave is compared in both time and spatial domains. Propa-
gation, spatial and temporal evolution of the waves are studied for varying steepness cases.

Geometrical aspects such as crest front and crest rear steepness, vertical and hori-
zontal asymmetries, wave length and many other kinematic characters are investigated
with varying control parameters such as significant wave height, peak period and spec-
tral steepness. Some of the geometrical aspects are highly influenced by significant wave
height but some are with peak period. focused wave groups can be generated with differ-
ent first and second (high) order wave theories. First order, Schäffer’s second order v(1)

and v(2) theories are used in the focused wave generation in REEF3D. All these theories
are validated with experimental results and their application limits are found.
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At the beginning kinematic studies are performed with 2D simulations. The results
from 2D simulations and 3D simulations are compared to understand the necessary nu-
merical wave tank dimension to avoid boundary effects. Numerical wave forces exerted
on a vertical cylinder and the associated free surface elevation in the upstream side of
the cylinder are validated with four experimental cases. These four experimental cases
were performed by Chen et al. (2014) with varying wave steepness. All the experimental
cases give a good agreement with the numerical results. Additionally, five more three
dimensional simulation cases are performed with REEF3D with varying significant wave
heights. Cylindrical diameter of 0.25m is used in all the cases. Rise, fall and other changes
in the free surface elevation is investigated. The correlation between free surface elevation
and wave force on the cylinder is investigated through normalized terms of both η and F .
Some of the findings of this study is given below:

• Grid size of 0.025m is fine enough to simulate the focused wave group and focused
wave-structure interaction in REEF3D.

• A negative relative phase change is present between the numerical scheme and the
expected propagation speed.

• There is a larger wave amplitude in the spatial and temporal domain than the
intended focused wave amplitude.

• Higher steep Ning case A4 also gives a good validation with the numerical scheme.

• Focused wave height linearly increases with incident significant wave height.

• Focused wave height doesn’t show significant changes with spectral peak period.

• Vertical asymmetry and wave length of a focused wave is correlated with spectral
peak period.

• Crest front and rear steepness, horizontal asymmetry and relative phase change are
highly correlated with significant wave height but not with spectral steepness.

• Twenty is the minimum number of waves necessary resemble JONWAP spectrum
in a focused wave case.

• Wave structure interaction is validated with the high steep non-breaking experimen-
tal cases.

• There is a time lag of around 0.2s between the free surface elevation and the corre-
sponding wave loading

• The peak wave force is not corresponding to the focused wave crest in the wave
group according to the normalized value investigation.

• Force spectral analysis shows that higher significant wave height cases induce high
frequency low magnitude wave loading on the cylinder.
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This study concludes focused wave generation, propagation, interaction with structure
and calculation of wave forces can be successfully numerically modeled using REEF3D.
REEF3D focused wave simulation results are validated using experimental results for free
surface elevation and force calculations. REEF3D can be used as a tool in investigating
focused wave groups and this interaction with structure in practical applications.

6.2 Recommendations and Future works

Study shows REEF3D is a promising tool in simulating focused wave group and the in-
teraction with cylindrical structure. This is effective in the small spatial and temporal
domains. Study can be further expanded in many directions. All the cases studied so
far in focused wave groups are non-breaking. Focused peak amplitude wave component
can be made broken by increasing the spectral steepness further and can be investigated
for breaking kinematics of focused waves. Location of the vertical cylinder can be ad-
justed away from the focus location and changes in the wave loading could be analyzed.
A numerical wave tank with sloping bed can be used to study shoaling and breaking
kinematics of a focused wave group which resembles a surf zone in a coast. Effects on
coastal dynamic processes such as cross shore, long shore current and sediment transport
capabilities can be studied with the focused wave groups. Different shapes and characters
of structures such as tripods, sills, abutments and combination of these structures can be
used to study focused wave structure interaction. Focused wave harmonic decomposition
study can be performed both on forces and kinematics by signal processing techniques.
These are some of the possible future scopes of the study with the focused wave groups.

It is recommended to begin the focused wave study in the future with the breaking
focused wave groups. REEF3D needs to be further enhanced with the validation of future
studies.
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