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BACKGROUND 
 
Computational Fluid Dynamics (CFD) based numerical wave tanks find numerous applications in the 
field of coastal and marine engineering. The validation of such models for the wave kinematics 
should be carried out in a detailed manner through comparisons to experimental observations to es-
tablish confidence in the model and carry out further research. There are many porous structures used 
for coastal and harbour protection. CFD modelling of wave-porous structure interaction can provide 
further details on the hydrodynamics involved. The porous nature of the porous structures makes it a 
challenging task to numerically model wave- porous structure interaction. 
 
TASK DESCRIPTION 
 

Description of task 
In order to validate the wave hydrodynamics calculated in REEF3D, experiments will be carried out 
at the wave flume. The experiments will involve studying wave propagation and wave kinematics 
through the measurement of free surface elevations and fluid velocity in the wave flume for an empty 
wave tank, wave propagation around an abutment and wave propagation over a submerged rectangu-
lar shoal. The experimental observations will be compared with the numerical results from REEF3D 
to validate the model. Further research will be carried out to study the influence of the different wave 
generation and absorption methods in the numerical wave tank. The numerical work will be extended 
to study the wave interaction with a porous structure including the effect of the porosity of the struc-
ture.  
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the numerical and experimental results. He should demonstrate the ability to validate a numerical model with 
careful execution of the experiments and the numerical model and to extend upon the study through further 
re-search using the CFD model. After the hydrodynamics have been validated, the wave interaction 
with a porous structures is studied and the representation of the porosity is investigated. 

The thesis work will address the issues of validation of a CFD model for wave hydrodynamics and the model-
ling of wave interaction with porous structures using REEF3D. 
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Abstract

This thesis presents validation of newly implemented VARANS method in the CFD
model REEF3D for simulating porous media flow that occurs in coastal and offshore
engineering problems. The VARANS method is based on adding the effect of the
porous media via the Darcy-Forchheimer equation to the momentum equation. The
applied type of porosity models relies on empirical resistance coefficients which often
needs to be measured or calibrated.

The first part of thesis deals with the validation of the CFD model REEF3D. This
was done by conducting experiments in the wave flume tank at NTNU. Three differ-
ent tests were performed, wave tank with no obstacles, with the presence of a step
structure and with an abutment structure. These tests were validated in REEF3D
with the aim to study about the wave generation, changes in wave kinematics due to
structures, water particle velocities and absorption capabilities. Different grid sizes
were used in the study to know about the accuracy variation in results. Also wave
generation methods like Relaxation methods and Dirichlet method based on shallow
water theory and intermediate water theory was tested. Similarly wave absorption
methods like relaxation method and active wave absorption methods were also tested
since the absorption capabilities of the wave flume was uncertain. The best agree-
ment between the experimental and numerical results were found by using Dirichlet
method for wave generation and active absorption method for wave absorption with
a grid size of 0.005 m. The Dirichlet method for wave generation provides the best
match only because the wavemaker in the wave flume does not have active absorption.
Due to this the wave reflected from the structure travel between the wavemaker and
the structure, undergoing multiple reflections and affecting wave generation.Through
these validation cases, it showed that REEF3D has the capability of correctly model-
ing the regular wave propagation both in generation and absorption of the waves as
well as simulating the wave behavior interacting with structures.

In the second phase of the thesis, flow inside a porous medium introduced. The
numerical model is first validated for simple experiments for flow passing through a
porous dam with different porous materials. Excellent agreements are obtained for
the case using crushed rock with diameter of 15 mm for the porous dam. Reasonably
good agreements are also obtained when small uniform glass beads with diameters
of 3 mm are used. The seconds validation case is done for a porous abutment in
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a three dimensional wave tank. The VARANS method implemented in REEF3D is
proven to reproduce the relevant hydraulic process in wave-structure interaction in
a three-dimensional domain. In the final part of this study, porous breakwaters are
tested in the numerical model. This tests was done as a starting point for further
improvements in the CFD model REEF3D for dealing with complicated porous flows.
The model already showed good promise in case of breakwaters with a single porous
layer.
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Chapter 1

Introduction

1.1 General

Coastal zones normally accommodate large population densities and a number of
facilities, such as ports, harbors, areas for environmental and recreational use, com-
prising of large economic and ecological value. In places where a natural defence
against the action of the sea is absent, coastal modification schemes are implemented
in order to preserve the shoreline or to create an expansion of land.

The design of coastal structures in modern times has become increasingly complex
with a multitude of functions competing for vital space in coastal areas worldwide.
In addition, the sea level rise due to climate change requires improving the design to
ensure the safety of existing coastal structures. Optimum solutions are required for
these complex matters, and the role of the coastal engineer here is to make the correct
assessment based on the physical processes in the coastal region and the management
of the coastal region.

One of the important hydrodynamic processes in coastal regions is the interaction of
water waves with permeable coastal structures such as a rubble-mound breakwater.
Rubble mound breakwaters have armour layers that are built of concrete pieces or
crushed rocks. Even vertical breakwaters, which may be seen as an impervious struc-
ture, have a porous foundation which affects the stability of the caisson due to the
uplift pressure. Research on these structures has been historically based on physical
scale model testing. The study of three-dimensional fluid-structure interaction prob-
lems in the field of coastal engineering requires the use of complex models able to
reproduce very different processes.

The progress achieved in the last decade in numerical modeling of wave structure in-
teraction (mainly based on models using the Navier-Stokes equations) suggest these
models will become increasingly important for the coastal engineer. One of the de-
termining factors to generalize the use of numerical models for coastal engineering is
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that the most advanced ones can handle flow through porous media, thus being able
to simulate any structural typology.

1.2 Wave Hydrodynamics

Waves undergo deformations due to varying bottom topography and interaction with
submerged and emerged obstacles. For past many years, many numerical models have
been used to predict the behavior of these waves. It is essential to ascertain that the
numerical model represents the fluid physics involved in these interactions in a realistic
manner. The nearshore hydrodynamics include the transformation of wind-generated
deep water waves into shallow water waves and then, due to breaking, into motions
of different types and scales. The shallow water waves transform into small-scale
turbulence, larger-scale coherent vortical motions, low-frequency waves and steady
flows. The hydrodynamics only include the fluid motions and not the processes of
sediment transport and morphological evolution. For short-term fluid computations,
it is acceptable to ignore these processes because the transported sediment only has
a weak influence on the hydrodynamics. Once a wave with a certain frequency and
amplitude is generated it will propagate with a certain speed and direction. These
properties will remain the same over a very long distance as long as the properties
of the medium in which the wave travels will remain the same. However, if the wave
with a certain wavelength encounters a sloping seabed with decreasing depth, and
the wavelength is of the same order as the depth, the amplitude and direction will be
affected by the limited water depth. The propagation of a wave is thereby affected
and the wave will start to deform.

These effects can be described by the linear wave theory. The equations derived from
the linear theory are applicable for waves with relatively low amplitude. When waves
grow and steepen, they become nonlinear and the linear theory is not applicable
anymore. However, in case the linear theory no longer holds, nonlinear theories
are available such as the higher order Stokes wave theory, cnoidal wave theory, and
the stream-function theory. The phenomenon of waves changing in the longitudinal
direction (i.e. in the direction of propagation) due to variation in the group velocity
in that direction is called shoaling, and the result is either an increase or decrease
in wave amplitude. If the phase speed is changed along the wave crest because of a
variable depth along the wave front, the wave will turn towards the shallower water.
This process is called refraction. Another phenomenon is diffraction, which is caused
by sudden change of amplitude along a wave front. This variation in amplitude is
usually caused by a structure and causes the wave to turn towards the region with
lower amplitude.
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1.3 Computational fluid dynamics in Coastal En-

gineering

Coastal and marine civil engineering is the study of waves and the resulting loads,
interaction and effects on the coast and related marine structures. Understanding
the flow and wave phenomenons plays a vital role in making good qualitative and
quantitative assessments.

Fluid flows are governed by partial differential equations which represent different
conservation laws for the mass, momentum and energy. These conservation laws are
represented by the Navier-Stokes equation which cannot be solved analytically. Ear-
lier investigations were completely limited to experimental techniques to gain insight
into such complex flow situations which are expensive, difficult and time consuming
process. As an alternative, since these flow problems are represented by partial dif-
ferential equations, numerical methods came into use to solve these equations. The
basic approach of this method is to approximate such PDE systems by a large system
of algebraic equations which can be solved by means of computers. Then, the flow
problem is solved by the calculation of basic parameters such as the velocities, the
pressure and the turbulence.

The accuracy of the experimental results which largely depend on the tools used, ac-
curacy of numerical solutions depends on the quality of discretization used (Ferziger
Peric, 1996) [33]. So fluid mechanics in conjunction with numerical analysis, com-
puter science and engineering has led to the origin of new scientific discipline: Com-
putational Fluid Dynamics (Zijlema, 1996) [45], or in a general way, Computational
Fluid Dynamics (CFD) is a term that includes all techniques that involve numerical
techniques to approximate and predict the motion of fluids using the Navier-Stokes
equation. One of the disadvantages of such CFD methods are that they are computa-
tionally expensive and time consuming, but the recent advancements in computational
power and efficient algorithms, large scale and 3D simulations can be carried out on
fine grids to obtain a detailed solution of the flow field.

The CFD models are very useful in assessing complicated flow problems associated
with waves and wave propagation such as wave breaking, wave interaction with struc-
tures and also computing the wave forces on different marine structures. Computa-
tional Fluid Dynamics (CFD) based numerical wave tanks require numerical recipes
that ensure accuracy in generation, propagation and dissipation of waves. Use of
numerical modeling as a research tool for the coastal engineer is gaining importance.
A growing number of numerical models for wave-structure interaction have been de-
veloped in the past decades, with increasing complexity and accuracy. In particular
the advent of CFD models based on the Reynolds-Averaged Navier-Stokes (RANS)
equations has enabled the computation of flow fields with a sufficient level of detail
and accuracy. In light of the previous concerns, the possibility of computing pressures

3



and flow velocities inside a permeable coastal structure is regarded as a significant
added value to the design process.

Few articles in recent literature have presented numerical wave tanks using CFD meth-
ods based on the open-source CFD code OpenFOAM such as Jacobsen et al. (2011)
[22] and Higuera et al. (2013) [18]. These numerical wave tanks use the Volume-of-
Fluid (VoF) method to obtain the free surface with second-order accurate finite vol-
ume discretization schemes on an unstructured collocated grid. Wave generation and
absorption is carried out using the relaxation method (Jacobsen et al., 2012) [22] or
the active wave generation and absorption method (Higuera et al., 2013) [18]. The
models have been applied to several problems in the field of coastal and ocean engi-
neering such as wave interaction with porous coastal structures (Higuera et al., 2014)
[18], slamming forces on bridge decks (Seiffert et al., 2014), wave forces on a cylin-
der due to non-linear waves, focussed irregular waves and multi-directional irregular
waves (Paulsen et al., 2014); showing detailed flow features and accurately evaluating
wave forces. These studies show that simulations in a CFD-based numerical wave
tank can be used to investigate detailed wave hydrodynamics related to near-field
wave-structure interaction which are not offered by other modeling approaches.
In the numerical model used in the current study, REEF3D, the level set method (Os-
her and Sethian, 1988) [32] is used for free surface capturing, the fifth-order Weighted
Essentially Non Oscillatory (WENO) (Jiang and Shu, 1996) scheme for convection
discretization scheme and a third-order Runge-Kutta scheme (Shu and Osher, 1988)
[35] for time discretization on a staggered grid for tight velocity-pressure coupling.
This provides numerically stable and accurate solutions to the RANS equations along
with a sharp representation of the free surface and avoiding numerical damping of
the waves propagating in the numerical wave tank.

1.4 Objectives of the study

• Carry out experiments to measure the wave kinematics in an wave tank with
no obstacles, with an abutment and with a submerged rectangular obstacle.

• Validate the wave hydrodynamics in REEF3D by comparing numerical results
with experimental data.

• Literature review on flow through porous media and implementation of VARANS
in REEF3D

• Simulate fluid interaction with a porous structure using REEF3D.

4



Chapter 2

Numerical Model

This chapter briefly deals with the basic concepts of CFD and the computational
methods employed in REEF3D, the CFD model used in this study.

2.1 Introduction to REEF3D

In this study, the open source CFD model REEF3D is used to fluid-porous structure
interaction and other studies related to it. REEF3D is an open-source CFD program
developed at the Department of Civil and Transport Engineering with special focus
on solving problems in the field of marine, coastal and ocean engineering. The ac-
curate modeling of waves requires higher order discretization schemes and a sharp
representation of the free surface. REEF3D accomplishes this with the fifth-order
WENO scheme for convection discretization and the level set method for obtaining a
sharp representation of the free surface. The model describes the flow using incom-
pressible RANS equations [4]. Turbulence is modeled with the two-equation k − ω
model. These methods mentioned above is be explained in later chapters. Following
are the few applications of REEF3D.

• Numerical Wave Tank

• Wave Forces

• Breaking Waves

• Floating body

• Open Channel flow

• Marine CFD
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2.2 Governing Equations

2.2.1 Reynolds-Averaged Navier-Stokes Equations (RANS)

The RANS equations are the governing equations of Computational Fluid Dynamics
(CFD). The RANS equations describe fluid flow and consist of a continuity equation
and a momentum equation. An earth-bound Cartesian axis system (x,y,z) is used
with the origin in the still water level with the z axis positive upwards.

The RANS equations are defined with the assumption of an incompressible fluid. The
momentum conservation together with the continuity equation leads to the Navier-
Stokes equations which provides a description of the flow:

∂ui
∂t

+ uj
∂ui
∂xj

= −1

ρ

∂p

∂xi
+

∂

∂xj

[
ν

(
∂ui
∂xj

+
∂uj
∂xi

)]
+ gi (2.1)

where, u is the velocity averaged over time t, ρ is the fluid density, p is the pressure,
ν is the kinematic viscosity and g is the acceleration due to gravity.
Eq. 2.1 has the following terms:

• The left hand side of the equation has a transient term given by a time deriva-
tive.

• The left hand side of the equation has a set of convection terms involving first
order derivatives of the velocity components in the three coordinate directions.

• The right hand side of the equation has a diffusive term that involves a second
derivative in all space dimensions of the per-unit-mass quantity in the balance
equation. It is associated with the processes that tends to smooth out gradients
in the flow.

• The right hand side of the equation contains terms, such as source and sink
terms.

2.3 Numerical Methodology

2.3.1 Discretization Methods

To solve partial differential equations which contain different non-linear coefficients,
time-dependence of the coefficients or the higher-order of the equations, three numer-
ical methods can be categorized. These methods are used in such a way that most of
the global/continuous information of the original problem and more importantly, the
inherent structure, is retained. The 3 methods are as follows

• Finite difference methods
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• Finite volume methods

• Finite element methods

The finite difference method is the most common method to solve partial differential
equations and is the method used in this study. Finite volume methods calculate the
values of conserved quantities, mass and momentum, averaged over a control volume.
The values of the conserved quantities are considered within the control volume. Fi-
nite element methods approximate continuous quantities as a set of discrete quantities
at discrete points. They can be applied to problems with great complexity.

For modeling fluid flows a second categorization can be made. Lagrangian models
follow a fluid particle as it moves while Eulerian models have a fixed grid. Eulerian
models are better capable to model topological changes. The RANS equations are
solved with an Eulerian finite volume method. In this method the domain is subdi-
vided using a mesh (grid). Each mesh cell is a control area (two dimensional domain)
or control volume (three dimensional domain). For each of the cells the Navier Stokes
equations are solved. A staggered grid is a grid on which the unknown variables
are not located at the same grid points.Where as the collocated grid arrangement,
all the variables are defined at the cell edges. Collocated finite volume methods for
the incompressible Navier-Stokes equations suffer from pressure-velocity decoupling
which gives rise to spurious pressure modes.

The following properties of the numerical solution should be satisfied for applicability
to a particular problem:

• Consistency: Consistency defines a relation between the numerical scheme and
the differential equation. A numerical scheme is consistent if the converges
towards the continuous operator (with derivatives) of the PDE for ∆t,∆x→ 0
(vanishing truncation error).

• Stability: Stability of a numerical solution ensures that the error caused by a
small perturbation in the numerical solution remains bounded. A stable method
should not diverge with the time.

• Convergence: The solution of the numerical scheme converges towards the real
solution of the PDE for ∆t,∆x→ 0.

• Accuracy: The scheme should not introduce too much numerical damping. In
particular strongly varying, nonlinear flow problems ask for the implementation
of higher-order schemes. Higher-order methods are generally less stable and an
appropriate balance between robustness and accuracy needs to be found.

• Time step restrictions: Many numerical schemes are only stable under certain
stability restrictions resulting in an upper bound on the time integration step.
One can think of various scenarios in which these restrictions needlessly increase
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the amount of computational time. It is better to avoid as much as possible
artificial mathematical constraints like the CFL condition.

• Boundary conditions: When designing a numerical scheme it is relevant to
consider the implementation of boundary conditions, both from the perspective
of accuracy and stability and from the perspective of ease of implementation.

• Computational efficiency: A numerical scheme needs to be computationally
efficient. Parallel computation for example can highly increase the efficiency of
the scheme. Conditional statements and complex problems (e.g. limiters and
Riemann solvers) can severly increase the computational load. Many modern
compilers provide the possibility of program optimization, for example by means
of vectorization of iterations.

2.3.2 Convection Discretization

The RANS equation mentioned in section 2.1 consist of convective, diffusive and
source terms. These terms need to be discretized first in order to numerically solve
the equation. Few of the schemes using finite difference are mentioned below.

• First-Order Upwind (FOU) Scheme:

First-order upwind scheme uses the values upstream to evaluate the property
on the boundaries of the cell and then use them to compute the value at the
center of the cell. As it is a upstream value, it takes into account the flow direc-
tion. First-order upwind schemes are easy to converge and but are less accurate.

∂u

∂xj
=

(ui − ui−1)
∆xj

• Central Difference Scheme (CDS): This method uses the points downstream
and upstream of the point at which the values are calculated. It can be written
as:

∂U

∂x
=
ui+1 − ui−1

2∆x

For damped situations this scheme is unconditionally unstable. As a result, in
a case of large gradients, the performance of CDS would be in question. It is
however more convenient compared to other high order discretization schemes
and is independent of the flow direction.
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• Weighted Essentially Non- Oscillatory (WENO) Scheme:

WENO is a non-oscillatory scheme therefore, it can be applied especially for a
stable calculation with minimum risk and this methods allow robust solutions
and permit higher-order solutions at discontinuities. This methods relax the
requirement of no overshoots or oscillations near a discontinuity. The first
ENO scheme is given by Harten (1983) [16]. The third and fifth-order finite
difference WENO schemes in a multi space dimension were constructed by Jiang
(2000)[24], with a general framework for the design of the smoothness indicators
and the nonlinear weights. An example of the implementation of this scheme in
the Hamilton-Jacobi form to the level set function, φx in x-direction is presented
as:

φx =


φ−x if U1 > 0

φ+
x if U1 < 0

0 if U1 = 0

(2.2)

The WENO approximation for a given level set function might be a combination
of three possible approximations:

φ±x = ω±1 φ
1±
x + ω±2 φ

2±
x + ω±3 φ

3±
x (2.3)

The three ENO stencils defined for φ are

φ1±
x =

q±1
3
− 7q±2

6
+

11q±3
6

φ2±
x = −q

±
2

6
+

5q±3
6

+
q±4
3

φ3±
x =

q±3
3

+
5q±4
6
− q±5

6

(2.4)

with,

q−1 =
φi−2 − φi−3

∆x
, q−2 =

φi−1 − φi−2
∆x

, q−3 =
φi − φi−1

∆x
,

q−4 =
φi+1 − φi

∆x
, q−5 =

φi+2 − φi+1

∆x

(2.5)

and

q+1 =
φi+3 − φi+2

∆x
, q+2 =

φi+2 − φi+1

∆x
, q+3 =

φi+1 − φi
∆x

,

q+4 =
φi − φi−1

∆x
, q+5 =

φi−1 − φi−2
∆x

(2.6)

the weights are written as:

ω±1 =
α±1

α±1 + α±2 + α±3
, ω±2 =

α±2
α±1 + α±2 + α±3

, ω±3 =
α±3

α±1 + α±2 + α±3
, (2.7)
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and

α±1 =
1

10

1(
ε̃+ IS±1

)2 , α±2 =
6

10

1(
ε̃+ IS±2

)2 , α±3 =
3

10

1(
ε̃+ IS±3

)2 (2.8)

with the regularization parameter ε̃ = 10−6 in order to avoid division by zero
and the following smoothness indicators:

IS±1 =
13

12
(q1 − 2q2 + q3)

2 +
1

4
(q1 − 4q2 + 3q3)

2 ,

IS±2 =
13

12
(q2 − 2q3 + q4)

2 +
1

4
(q2 − q4)2 ,

IS±3 =
13

12
(q3 − 2q4 + q5)

2 +
1

4
(3q3 − 4q4 + q5)

2

(2.9)

2.4 Time Discretization

REEF3D has the 2nd order Adam-Bashforth, the third order TVD and the fourth
order Runge-Kutta schemes included in the code for the purpose of higher accuracy,
as flow characteristics change rapidly over the time. This study uses the third-order
TVD Runge-Kutta scheme.

• Adam-Bashforth Scheme: It is an explicit 2nd order scheme given by Hairer
(1983) [14] that employs the values from the previous time steps for evaluating
the value for the next time step for temporal integration. An application of the
scheme to the level set function is :

φn+1 = φn +
∆tn

2

(
∆tn + 2∆tn−1

∆tn−1
L (φn)− ∆tn

∆tn−1
L (φn)

)
(2.10)

The term ‘L’ represents the spatial discretization.

• Third Order-Total Variance Diminishing (TVD) Runge Kutta Scheme: This
is an explicit 3rd order scheme which rules out the spurious oscillations by
suppressing the local extrema [17]. An example of a such implementation is the
third order TVD Runge Kutta scheme [35]:

φ(1) = φn + ∆tL (φn)

φ(2) =
3

4
φn +

1

4
φ(1) +

1

4
∆tL

(
φ(1)
)

φn+1 =
1

3
φn +

2

3
φ(2) +

2

3
∆tL

(
φ(2)
) (2.11)
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2.5 Turbulence Modeling

The RANS equations are solved for the domain in an iterative process. For turbulent
flows, this requires a very fine numerical grid when full computation of the turbulent
fluctuations is done, which would result in an unrealistic high computational cost.
Instead the turbulence is approximated with a turbulence model. In table 2.1, few
elaboration of the possibilities is shown in which it becomes clear that a higher accu-
racy also results in higher computational costs. One of the often used models is the
k-ω model which is most widely used and validated.

Table 2.1: Advantages and disadvantages of several turbulence models, [1]

Turbulence model Advantages Disadvantages
Direct numerical
modeling
(DNS)

- For low Re numbers
- Huge costs
- Huge amount of data

Large-eddy
simulation
(LES)

- For complex flows
and structures in flows
-Gives a lot of information

- High costs
- Difficult to identify
time convergence
- Requires additional treatment at
no-slip walls

Standard
k-ε model

-Most widely used
and validated

- Round jets
- Flows involving significant
curvature

k-ω model

-For low Re regions
-No wall functions
required
-Adverse pressure
gradients

- Fine mesh needed
close to the wall

The present study uses the Wilcox’s k − ω model [44] along with RANS equation.
REEF3D also has provision for k − ε model [27], EARSM [43], SST [29] and LES
model.

• k − ω Model

The k − ω model is a two-equation model based on the energy transport equa-
tions. One of the variables transported is the turbulent kinetic energy, k and the
other is the turbulent dissipation, ω. Then the eddy viscosity, νt is calculated
using k and the ω (Eq. 2.16). The transport equations for k and ω are given as
:
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∂k

∂t
+ uj

∂k

∂xj
=

∂

∂xj

[(
ν +

νt
σk

)
∂k

∂xj

]
+ Pk − βkkω (2.12)

∂ω

∂t
+ uj

∂ω

∂xj
=

∂

∂xj

[(
ν +

νt
σω

)
∂ω

∂xj

]
+
ω

k
αPk − βω2 (2.13)

νt = min(
k

ω
,

√
2

3

k

|S|
) (2.14)

where, Pk is the production rate and the closure coefficients σk = 2, σω = 2,
α = 5/9, βk = 9/100, β = 3/40. |S| is the mean strain rate, which can be large
in the case of oscillatory flow motion. The eddy viscosity νt is limited using Eq.
(2.34) to avoid overproduction of turbulence in strained flow outside the bound-
ary layer. Increased turbulent dissipation takes place in the vicinity of the free
surface due to reduced turbulent length scales. Damping of the turbulent fluc-
tuations also occurs normal to the surface leading to redistribution of intensity
parallel to the interface. Due to a high value of |S| near the air-water interface,
a standard RANS turbulence closure will give inaccurate results. Thus, addi-
tional turbulence damping is required. The specific turbulent dissipation at the
free surface is given by:

ωs =
c
− 1

4
µ

κ
k

1
2 ·
(

1

y′
+

1

y∗

)
(2.15)

where, cµ = 0.07 and κ = 0.4. y′ is the virtual origin of the turbulent length
scale and has a value 0.07 times the water depth found empirically by [20]. y∗

is the distance from the nearest wall for a smooth transition to wall boundary
value of ω. The specific turbulent dissipation is activated around the interface
by multiplying it with the Dirac delta function δ (φ):

δ (φ) =

{
1
2ε

(
1 + cos

(
πφ
ε

))
if |φ| < ε

0 else
(2.16)

2.6 Modeling of the Free Surface

A large collection of fluid problems involve moving interfaces such as air-water dy-
namics, breaking surface waves. In many such applications, the interplay between
the interface dynamics and the surrounding fluid motion is subtle, with factors such
as density ratios, temperature jumps across the interface, surface tension effects and
boundary conditions playing significant roles in the dynamics. The free surface of
water is modeled using a two-phase flow approach. The different methods available
for this is given below:
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• Volume of Fluids (VOF) Method: Volume of Fluid (VOF) technique, which
was first reported by Nichols and Hirt [19]. The VOF method consists of three
ingredients: a scheme to locate the surface, an algorithm to track the surface as a
sharp interface moving through a computational grid, and a means of applying
boundary conditions at the surface. VOF method is an Eulerian fixed-grid
technique with an interface tracking scheme.

• Level Set Method (LSM):

Level set methods are computational techniques for tracking moving interfaces;
they rely on an implicit representation of the interface whose equation of motion
is numerically approximated using schemes built from those for hyperbolic con-
servation laws. The resulting techniques are able to handle problems in which
the speed of the evolving interface may sensitively depend on local properties
such as curvature and normal direction, as well as complex physics off the front
and internal jump and boundary conditions determined by the interface loca-
tion. Level set methods are particularly designed for problems in multiple space
dimensions in which the topology of the evolving interface changes during the
course of events.

• Particle Level Set Method:

The Particle Level set (PLS) method [9] is an interface capturing method that
uses the advantages of both Eulerian and Lagrangian methods. The main rep-
resentation is a signed distance function evolved using Level set methods and it
uses auxiliary marker particles to accurately track the surface and correct the
signed distance function. The method has been very popular and successfully
used in both research and in visual effects

2.7 Solution to Navier-Stokes equation

In order to obtain a complete solution of the RANS equation present in Eq. (2.1), the
pressure contribution represented in the momentum conservation needs to be solved.
Direct solution for this is not possible due to the involvement of non-linear terms
which makes it computationally expensive. The numerical model REEF3D offers
many algorithms for the treatment of the pressure term such as:

• Projection Method (PJM)

• Semi Implicit Method for Pressure Linked Equation (SIMPLE)

• SIMPLEC (SIMPLE-Consistent)

• SIMPLER (SIMPLE-Revised)
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• PISO (Pressure Implicit with Split Operator)

The most common and the implemented scheme for solving the incompressible RANS
equations is the so-called projection method. Here, the starting point is the consider-
ation of the time-discrete RANS equations using a forward Euler scheme; i.e., it will
compute the solution un+1 at time tn+1 from the solution of the previous time step
un [5]. One of the advantages of using this method is that it decouples the velocity
and pressure field. First, we compute an intermediate velocity field U∗i by ignoring
pressure gradients using the transient equation.

∂(u∗ − uni )

∂t
+ unj

∂uni
∂xj

=
∂

∂xj

[
ν(φn)

(
∂uUn

i

∂xj
+
∂unj
∂xi

)]
+ gi (2.17)

In the second step, the projection step, the pressure is used to determine the velocity
at time step n+ 1.

∂(un+1
i − u∗i )
∂t

+
1

ρ(φn)

∂pn+1

∂xi
= 0 (2.18)

Since the pressure term in the above equation is unknown, it is calculated using a
divergence operator such that divergence of Un+1

i equals zero is applied. The equation
obtained then is called Poisson pressure equation.

∂

∂xi

(
1

ρ(φn)

∂P

∂xi

)
= − 1

∆t

∂U∗i
∂xi

(2.19)

2.8 Iterative Solver

For solving Eq. 2.19, two type of methods are available; namely direct methods
and iterative methods. Since direct methods are computationally expensive, iterative
solvers are the preferred option for the solution of Poisson equation. There are var-
ious iterative techniques available like the Jacobi method, the Gauss-Seidel method,
the Successive Over-Relaxation method, the Conjugate Gradients method, the Bi-
Conjugate Gradient method, and the Multigrid method.

For this present study the HYPRE solver library is employed. HYPRE is a software
library of high performance preconditioners for solutions of large and sparse linear
systems on massively parallel computers [11]. In the HYPRE library, Bi Conjugate
Gradient Stabilized (BiCGstab) method is used to solve the Poisson equations and
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it is preconditioned with PFMG. The Bi Conjugated Gradient (BiCG) is used for
non-symmetric equations. This method first converts non-symmetric systems into
symmetric systems. This method is given by der Vorst (1992) [39], and it converges
faster and produces more stable solutions.

2.9 Immersed Boundary

Simulation of the flow around immersed boundary is carried out on a grid (usually
Cartesian) which does not conform to the boundary shape. This is not a viable option
when dealing with a flow around a complex geometry. The Numerical model used
in this study REEF3D allows to deal with such problems using ghost cell immersed
boundary method [2]. The cut cells and complex geometries can be accounted for
using this method. This method detects the boundary and determine the adjacent
ghost cells and then extrapolate to find the ghost cell value required to impose the
boundary condition implicitly. Fig 2.1 shows the extrapolation along the orthogonal
lines across the solid boundary using the ghost cell immersed boundary condition.

Ghost Cell

Ghost Cell

Figure 2.1: Ghost Cell Immersed Boundary

2.10 Numerical Wave Tank

The accurate prediction and modeling of the behavior of ocean waves is an important
aspect in the field of coastal and ocean engineering. In the last few years the compu-
tational power has increased and numerical models and numerical wave tanks (NWT)
have become an increasingly viable option for the modeling of waves. A numerical
wave tank is an alternative to the physical modeling because studying different wave
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conditions and implementing the modifications are more conveniently performed us-
ing numerical models. There are different methods on which Numerical wave tanks
are based on. Some of them are:

• RANS equations with free surface description by VOF method

• RANS equations with free surface description by Level Set Method

• Combination of Potential theory and RANS equations

In order to replicate the behavior of a physical wave tank the boundary conditions
of the numerical wave tank need to be chosen to recreate physical behavior. The
numerical wave tank consists of 6 boundaries: inlet, outlet, atmosphere, bottom and
front and back.

2.10.1 Wave Generation and Absorption

Typical inlet boundaries for free surface flows are of Dirichlet type. This fixed value
boundary condition is the simplest and the first to be implemented in most wave
generating models, since theories give analytical expressions for free surface and the
velocity distribution throughout the water column. To generate waves using this
method, two variables for each time step are required. The first one is the free sur-
face level at the generation boundary and the other one is velocity (horizontal and
vertical components). This kind of boundary condition can be used to replicate the
behavior of any laboratory wave maker (at a resolution equal to cell size).

Relaxation method can be used to generate waves at the beginning and to absorb
waves at the end and thereby prevent reflected waves from effecting the wave gener-
ation as shown in Fig. 2.2. Wave generations are in Zone 1 and wave absorption in
zone 3.

Zone 1Zone 1 Zone 2Zone 2 Zone 3Zone 3

Wave Generation Wave Tank Wave Absorption

Figure 2.2: Sections of a Numerical Wave Tank

In this Relaxation method generated waves are moderated after every time step with
an analytical solution [26]. The relaxation zones 1 and 3 is obtained using following
rules on pressure and velocity.
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urelaxed = ϕ(x)uanalytical + (1− ϕ(x)ucomputational

prelaxed = ϕ(x)panalytical + (1− ϕ(x)pcomputational
(2.20)

urelaxed = ϕ(x)ucomputational + (1− ϕ(x)uanalytical

prelaxed = ϕ(x)pcomputational + (1− ϕ(x)panalytical
(2.21)

Figure 2.3: Different zones in the numerical wave tank
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Chapter 3

Validation and Discussion

3.1 Lab setup and Experiments

The aim of this section is to validate the numerical model by comparing the results
between experimental data and numerical data. Several laboratory tests were con-
ducted in the wave flume tank at NTNU. This section describes all the laboratory
equipment used for the experiments, methodology followed for conducting the tests
and data acquisition. Then, the experiments are simulated using REEF3D and the
results are compared and discussed.

3.1.1 Flume Setup

All laboratory experiments were carried out in the wave flume at the hydrodynamic
laboratory at NTNU. The flume is 20m long, 0.85m wide and 0.6m deep (Fig. 3.1).
It has a hydraulically driven piston-type wave maker as shown in Fig. 3.2a. Normally
the input parameters of the wave generators are the wave period (or frequency) and
the wave height. There are wave absorbers placed at the opposite end of the flume
and are made out of perforated steel plates. These wave absorbers are used to prevent
the reflecting of the waves.

3.1.2 Equipment

• Wave Gauges: The wave gauge system is a simple and reliable device for
measuring changing water levels in physical models and is used with data ac-
quisition and analysis software to measure wave height in a flume or a 3D basin.
The wave gauges are made out of steel tubes and it measures the water level
as the immersed depth proportional to the output voltage of the wave gauges.
The wave probes operate by measuring the electric current that flows between
two stainless steel wires that are immersed in water(Fig. 3.2b).
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Figure 3.1: Wave flume at hydrodynamics laboratory, NTNU

(a) DHI wave maker (b) Wave gauge used in the experiment

Figure 3.2: Wave gauge and Wave maker used in experiments

Eight wave gauges are used throughout the experiments and their positions are
changed according to the area of interest. Normally these wave gauges have to
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be calibrated before running the waves, if the water level is changed or if the
wave flume is refilled.

The calibration of the wave gauges is done by lifting or lowering the wave gauges
and adjusting the voltages based on the heights. For example, adjust the wave
gauges so that 20cm of water level height corresponds to 10V (20cm = 10V).
So lowering of the wave gauge by 5 cm should be set to a corresponding voltage
of 2 volts (or 2.5 volts). Similarly if we lift the wave gauge by 10 cm (i.e. back
to 0 and the lift 5 cm), the corresponding voltage should be -2 volts. This
is called as the Gain factor,which depends on water quality (conductivity in
water). A filter of 10Hz (Low pass filtering) is used to remove random noises
in the measurements (ripples). These waves give analogue signals to relevant
wave gauges are converted to digital signal in order to get required data. So, an
amplifier system and an analogue-digital convertor is employed. This amplifier
system shown in figure 3.3 is not just for converting signals but also it plays an
important role on data acquisition. For all the tests, the sampling rate was 40
Hz with a warm up time of 10 s. Warm up time indicates how long the wave
maker run before making samples to make sure that waves have propagated
across the gauges.

Figure 3.3: Amplifier

• Acoustic Doppler Velocimeter

Two Vectrino velocitimeters are used in the experiments to measure the water
particle velocity in the flume. [31].In these velocitimeter a pulse is transmitted
from the centre transducer, and the Doppler shift introduced by the reflections
from particles suspended in the water, is picked up by the four receivers. The
echo is then processed to find the Doppler shift, the scaling is adjusted with the
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measured speed of sound in the liquid , and the velocity vector is recorded or
transmitted to a PC at a rapid rate. In the lab, water is usually quite clean and
requires artificial introduction of particles. This is called seeding. To check if
water is properly seeded, the Vectrino ADV software interface provides readout
of signal-to-noise ratio (SNR). This is an indicator of how well the flow is seeded;
the higher the SNR, the better the seeding and the more reliable the velocity
measurements. In the laboratory, the minimum SNR at which the ADV should
be operated is about 15. Four acoustic probe tips (one transmitter and three
receivers), all send and receive acoustic information in a fluid volume below the
ADV, referred to as the sampling volume. Because the ADV is inserted into the
flow, the sampling volume must be far enough away from the probe tip so as
not to disturb the flow and the velocity measurements. Sampling rate is kept
at 200 Hz with a transmit length of 1.8 mm and sampling volume of 5.50 mm.

Figure 3.4: ADV used in the experiment
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3.1.3 Test Methodology

The methodology implemented for conducting the lab experiments for validating
the numerical model will be discussed here. 3 set of experiments were done in
the flume,

– Wave flume without obstacles

– Step structure in wave flume

– Abutment Structure in wave flume

3.1.3.1 Wave flume without obstacles

There is no active absorption at the wave generation and also only a artificial
beach is present at the other end of the flume. First set of tests were conducted
in an empty flume with an aim to see whether there are reflections in the flume.
These tests were important to analyze the wave propagation and possible reflec-
tions in the flume and is critical for the remaining tests which have structures
present in the flume. A plan view of the flume with the locations of wave
gauges and ADVs are shown in Fig. 3.6 and a propagation of regular wave in
flume is shown in Fig. 3.5 . Accurate distances of wave gauges and ADVs were
measured which is important while simulating the same cases in the numerical
model for accurate results. These distances are shown in Table 3.1. For wave
gauges both the distance from wave maker (x) and from the front wall of flume
(z) is important. In case of ADVs the distance from wave maker (x), distance
from the bottom of the tank (y) and from the front wall of flume (z).

Figure 3.5: Empty flume with Regular waves
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Figure 3.6: Set up for Empty wave tank test

Table 3.1: WG and ADV locations for EWT (WM - Wave Maker, FW - Front Wall,
WL - Water Level

WG
x (m)

From WM

z (m)

From FW
ADV

x (m)

From WM

y (m)

From WL

z (m)

From FW

WG1 5 0.3 ADV 1 5.775 0.365 0.3

WG2 9.25 0.3 ADV 2 9.535 0.365 0.3

WG3 9.85 0.3

WG4 10.15 0.3

WG5 10.50 0.3

WG6 15 0.3

WG7 15.5 0.3

WG8 16 0.3

A total of 8 wave gauges and 2 ADVs were used as shown in figure 3.6. The
location of wave gauges for the empty wave tank tests were chosen in order to
study the wave propagation and reflection. The artificial beach at the end of the
flume is a sloping faced system with multiple perforated sheets and these sheets
extended further into the tank to absorb longer wave lengths. Through these
test the absorption capacity of this artificial beach can be analyzed. This will
be concluded after simulating these cases in the numerical model and then com-
paring it with the experimental data which will be discussed in the upcoming
sections.
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There were 12 set of tests conducted in the flume for different combinations of
wave height and wave period (Table 3.2).For all the test water depth was kept
at 0.5m in the flume and tests were done for regular waves. The reasons behind
selecting these combinations of wave heights and periods were,

– To validate for cases with small and high waves

– The highest wave height should not go over the wave gauges, so the ampli-
tude of the waves should not be larger than the rods of wave gauges above
water level

– Too high and too long waves can cause reflections at the end of the flume
and also in front of the structure (if present)

These combinations mentioned in Table 3.2 are similar to those used for the
tests with structures. During the tests, it was made sure that the water level
came to complete rest before the start of the next test. As mentioned in section
3.1, these wave gauges are really sensitive and it was important to check if the
zero level of wave gauges corresponds to 0 volt in the system. Some of these
wave gauges was subjected to calibration after the tests as they were inaccurate.

Table 3.2: Test sequence for Empty wave tank

Test Number
Wave Height,

H (m)

Wave Period,

T (s)

T1 0.01 0.75

T2 0.05 0.75

T3 0.08 0.75

T4 0.10 0.75

T5 0.01 1.0

T6 0.05 1.0

T7 0.08 1.0

T8 0.10 1.0

T9 0.01 1.25

T10 0.05 1.25

T11 0.08 1.25

T12 0.10 1.25
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3.1.3.2 Step structure

The step structure was 2 m long, 0.6 m wide and 0.4 m high (Fig. 3.7). Similar
to wave tank tests with no obstacles, water depth for test with step structure
was also kept at 0.5 m. Four Wave gauges are kept on top of the step structure
since that’s where a lot of wave transformations are expected to happen. Also 2
ADV’S were placed, one 5.75 m from wave maker and other one 9.9 m from wave
maker (In front of the step). The arrangement of step structure, wave gauges
and ADVs is shown in Fig. 3.8. The distances of wave gauges and ADVs are
shown in Table 3.3.

During the experiments, it was observed that for higher waves there were good
amount of reflection in front of step. This was expected since the water level
was set at 0.5 m and the height of the step structure was 0.4m high. The reason
for such a high step is to make sure that the data obtained via wave gauges will
contain complex changes in free surface and will be ideal for validating with the
numerical model. For wave heights upto 0.04 m there were only a small amount
of transformation (close to shoaling). For wave height of 0.05 m shoaling was
clearly visible, and for wave height higher than 0.05 m, it started breaking as
soon as it started propagating over the step structure (depth induced breaking).
After the step, these waves were transformed into low frequency waves and also
the reflection from the front of the step structure clearly effected the wave
generation.

Figure 3.7: Step structure in Flume
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Figure 3.8: Set up for Step structure test

Table 3.3: WG and ADV locations for Step structure (WM - Wave Maker, FW -
Front Wall, WL - Water Level

WG
x (m)

From WM

z (m)

From FW
ADV

x (m)

From WM

y (m)

From WL

z (m)

From FW

WG1 5 0.3 ADV 1 5.775 0.35 0.3

WG2 9.625 0.3 ADV 2 9.905 0.35 0.3

WG3 10.038 0.3

WG4 10.763 0.3

WG5 11.468 0.3

WG6 12.098 0.3

WG7 14.5 0.3

WG8 15.50 0.3

The list of tests done for the step structure is shown in table 3.4. The reason
for these combinations are exactly the same as those mentioned for the tests
in wave tank with no obstacles. For wave heights higher than 0.05 m, which
resulted in breaking, the data acquired by ADV-2 were not ideal since they was
close to the step. Also wave gauges close to wave breaking didn’t provide much
valuable data. Some of these acquired data will be shown in validation section
where the accuracy of the numerical model will be analyzed. Wave heights used
for the tests ranged from 0.034 to 0.1 and wave periods of 0.75 s, 1.0 s and 1.25
s.
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Table 3.4: Test sequence for Step structure

Test Number
Wave Height,

H (m)

Wave Period,

T (s)

T1 0.034 0.75

T2 0.04 0.75

T3 0.05 0.75

T4 0.08 0.75

T5 0.1 0.75

T6 0.034 1.0

T7 0.04 1.0

T8 0.05 1.0

T9 0.06 1.0

T10 0.08 1.0

T11 0.1 1.0

T12 0.034 1.25

T13 0.04 1.25

T14 0.05 1.25

T15 0.06 1.25

T16 0.08 1.25

T17 0.1 1.25
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3.1.3.3 Abutment Structure

The next set of experiments was done using an abutment structure in the flume.
The flume was drained after the tests with the step structure and then the
abutment was attached to the back wall of the flume. The abutment had to
stick strongly to the wall in-order to resist any kind of movement during waves.
The abutment structure was 0.8 m high, 0.3 m wide and 0.5 m long, with
a distance of 0.3 m remaining between the structure and the glass walls for
the wave to propagate (Fig. 3.9). The flow through these gap was expected to
undergo transformation and 3 wave gauges was kept in this confined space. One
gauge at the beginning of the abutment, one in the middle and one at end of the
abutment. Apart from this, 2 Wave gauges were kept between the abutment and
the wave maker to capture the incoming flow and the remaining wave gauges
were placed after the structure. It would have been ideal to keep more wave
gauges in that confined space between Abutment and glass walls, but attaching
more than 3 wave gauges in a space of 0.5 m was not possible. The arrangement
of wave gauges and ADVs are shown in Fig. 3.10. The exact distances for these
wave gauges and ADVs are shown in Table 3.5. 2 ADVs was kept between
the start of the Abutment and wave maker; 1 to capture the particle velocity
of the incoming wave and other one to capture the changes in velocity due to
narrowing of the flume. During the experiments it was important to keep the
SNR (Signal to Noise Ratio) above 15. This was made sure by adding dye near
the probe points of ADV’s which increased the SNR.

Figure 3.9: Abutment structure in flume
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Table 3.5: WG and ADV locations for abutment structure (WM - Wave Maker, FW
- Front Wall, WL - Water Level

WG
x (m)

From WM

z (m)

From FW
ADV

x (m)

From WM

y (m)

From WL

z (m)

From FW

WG1 5 0.285 ADV 1 5.775 0.36 0.3

WG2 9.80 0.15 ADV 2 9.905 0.345 0.3

WG3 10.20 0.15

WG4 10.45 0.15

WG5 10.70 0.15

WG6 11.10 0.15

WG7 14.5 0.3

WG8 15.50 0.3

20 m

0.
85

 m

Wave maker

1 1

1 1Wave Gauge 1

2 3 4 52 6

7 8

Beach

ADV 1 Abutment (0.8 m x 0.3 m x 0.5 m)

Figure 3.10: Set up for abutment structure test

Before the start of the tests some trial runs were done to know the limit of wave
heights that can be generated in this case. Similar to step structure since the
abutment covered half of the flume, reflection was expected. So during the trail
runs it was clear that wave height above 0.06 m created considerable reflections
in the flume and were not viable for validation purpose. The combination of
wave heights and wave periods used for the tests are shown in Table 3.6. For
tests with H > 0.03, complex wave transformations were witnessed in the space
between the abutment and glass walls and also after the structure. For tests
with H = 0.06, formation of standing waves was seen in the part between the
abutment and the wave maker.
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Table 3.6: Test sequence for abutment

Test Number
Wave Height,

H (m)

Wave Period,

T (s)

T1 0.01 0.75

T2 0.03 0.75

T3 0.05 0.75

T4 0.06 0.75

T5 0.03 1

T6 0.05 1

T7 0.06 1

T8 0.03 1.25

T9 0.05 1.25

T10 0.06 1.25

3.1.4 Data Processing

Once these tests were completed, the data obtained (surface elevation and ve-
locity) needs to be processed to a usable format. Data processing of surface
elevations were done using MIKE0 software by converting the data points into
an ASCII format. Processing the ADV data was more complex compared to sur-
face elevation. Output files obtained for these ADVs was converted to readable
format using the default Vectrino software. A example for the data obtained
from the ADV is shown in Fig. 3.11a. It can be seen that there is a lot of noise
in the signal which needs to be removed. So for this the theoretical velocity
is calculated for the particular case and the values above it are removed from
the time series.This is called Despiking the data where a lot of noise is present.
For example if the theoretical velocity is calculated to be 30 cm/s,the velocities
above +30 cm/s and velocities less than -30 cm/s are removed from the time
series. The resultant time series is shown in Fig. 3.11b.

The resulting time series is then passed through a low pass filtering. A low-
pass filter is a filter that passes signals with a frequency lower than a certain
cutoff frequency and attenuates signals with frequencies higher than the cutoff
frequency. The first, and probably best-known filter approximation is the But-
terworth or maximally-flat response which is used in this study. Filters in this
class are specified by two parameters, the cutoff frequency and the filter order.
The frequency response of these filters is monotonic, and the sharpness of the
transition from the passband to the stop band is dictated by the filter order. An
despiked time series of velocities passed through a second and twentieth order
Butterworth filter with a cut off frequency of 0.4 Hz is shown in Fig. 3.11c and
Fig. 3.11d.
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(d) 20th order Buttersworth (fc = 1.0)

Figure 3.11: Data processing of ADV data
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3.2 Validation of Regular wave in Numerical

wave tank

This section deals with the comparisons between the results obtained from the
numerical model and the lab experiments. Both surface elevation and velocities
will be compared for different points along the wave flume and numerical wave
tank.

3.2.1 Wave tank with no obstacles

Lab experiments described in section 3.1.3.2 was replicated using numerical
wave tank feature in the numerical model. The point probes for measuring sur-
face elevation and velocity was placed in locations similar to the lab experiments
(Fig. 3.1). Since this was a test with no structures present, 3D wave flume was
converted into a 2D numerical wave tank for faster simulations. Simulations
were carried out in NWT which is 20 m long and 1 m high and with a water
depth of 0.5 m. Locations of wave gauges are exactly the same as used in lab
experiments (Fig. 3.6 and Table 3.1).

Three set of results are shown here with the following combinations of H and
T. The general idea was to show comparison for small, medium and high wave
heights. One of the simulated test for wave tank with no obstacles is shown in
Fig. 3.13

– Test 1: H = 0.01 m and T = 0.75 s, dx = 0.05 m (Fig. 3.14)

– Test 2: H = 0.05 m and T = 1.25 s, dx = 0.05 m (Fig. 3.16)

– Test 3: H = 0.1 m and T = 1.25 s, dx = 0.05 m (Fig. 3.18)

20 m

2 m 4 m

0.
85

 m 1 1

1 1Wave Gauge 1

2 3 4 52 6 7 8 Numerical
    Beach

ADV 1

Wave Generation Zone

Figure 3.12: Set up for wave tank with no obstacle simulation in NWT
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Figure 3.13: Simulated wave tank simulation in NWT

3.2.1.1 H = 0.01 m, T = 0.75 s dx = 0.05 m

The first case simulated in the numerical model was for the case with smallest
wave height. The use of finer mesh was not necessary since mesh size of 0.05 m
provided good match. The general agreement between the compared results for
experimental and numerical results show good match (Fig. 3.14). The results
shown are for a period between 20 to 30 s. There was a small phase shift
between the numerical and experimental results which is primarily due to the
small deviations between the exact and measured distances of the probes in
the wave flume. This was manually adjusted while comparing the results. No
reflections in the flume are visible from the results shown in Fig. 3.14. A better
insight into the possible reflections in the flume can be seen if the results are
compared after a longer duration. Comparing for steady state results for this
test mentioned above is shown in Fig. 3.15. The results are shown for a period
between 50 to 60 s and they also show good match. For test 1 where there is a
small mismatch in peaks for WG4 vs P4 and also over prediction of numerical
results for WG5 vs P5. Wave gauges 4 and 5 are the closest gauges to the end of
the flume and mismatch in peaks is due to reflections. In the numerical model
for the wave absorption, relaxation methods are used. The relaxation method
dissipate the wave energy by ramping the free surface down to the still water
level, the velocity to zero and the pressure to its hydrostatic distribution for
still water conditions. In the absorption zone the waves are damped out and all
the wave gauges should be placed in the working zone (Fig. 2.3)

From this it is possible to come to a initial conclusion that the artificial beach
at the end of the wave flume is absorbing most of the waves and there is less
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reflections in the flume.
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Figure 3.14: Comparison for test 1 - H=0.01 m, T=0.75 s
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Figure 3.15: Comparison for test 1 - H=0.01 m, T =0.75 s - steady state
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3.2.1.2 H = 0.05 m, T = 1.25 s dx = 0.05 m

The second case was done for a wave height of 0.05 m and an increased wave
period of 1.25 s. The general agreement between the numerical and experimental
results are really good. The firsts set of results are shown for a duration of 20
to 30 s as shown in Fig. 3.16. The peaks and troughs of the waves matches
very well for both the set of results. Comparison for 4 set of wave gauges
and velocity probes are shown here. The second set of results are shown for
a duration between 50 and 60 s (Fig. 3.17) . This, similar to the last test
was shown to get a better insight into the possible reflections in flume. Using
REEF3D, it is also possible to simulate waves based on different wave theories.
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Figure 3.16: Comparison for H=0.05 m, T=1.25 s

Simulation was done for more finer and coarse grid compared to the current
grid size and it was seen that for more finer grids the results didn’t vary much.
Similar relaxation methods was used compared to the previous test which ac-
tually works like an active sponge layer to prevent wave reflection at the outlet
boundary. The simulation was done for a period of 100 s and the water level
was kept at 0.5 m.
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Figure 3.17: Comparison for H =0.05 m, T =1.25 s - steady state

3.2.1.3 H = 0.1m, T = 1.25s dx = 0.05 m

The last test simulated in the numerical model is for the case with highest wave
height of 0.1 m and a wave period of 1.25 s. The longer period waves in general
will generate less reflection than shorter period waves with same wave height.
Almost zero reflections was seen in this case as well. Fig. 3.18 shows comparison
for duration between 20 and 30 s. Again the results shows that the artificial
beach in the flume are absorbing both shorter and longer period waves in the
flume. The next set of results are shown for a period 50 to 60 s, and similar to
the previous tests it can be seen that there isn’t any mismatches between both
set of data.

From these 3 set of simulations the working condition of the flume is observed
to be more than satisfactory and give assurance for conducting tests with struc-
tures present. The artificial beach which contains multiple perforated sheets
dampens out almost all the waves and thereby reducing the reflections in the
flume. The waves generated in the numerical model are very close to reality.
Next for this same case the velocities are compared.Fig. 3.20 shows the com-
parison for velocities in both x and y direction for a probe placed 5.75 m from
the wave maker. The data from ADV 2 was effected by noise and even after
passing through a low pass filter didnt improve the data.
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Figure 3.18: Comparison for H=0.10 m, T=1.25 s
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Figure 3.19: Comparison for H=0.10 m, T=1.25 s - steady state
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Figure 3.20: Comparison for velocity for test 3 - probe 1
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3.2.2 Step structure

In this case as described in section 3.1.3.2, a step structure is placed in the
NWT of similar dimensions as used in the lab experiments. This case is more
complicated compared to the wave tanks tests with no obstacles, since there
can be reflections in front of the step as well as some at the end of the flume.
So a convergence study is done here to understand the effects of different grid
sizes, different wave generation and wave absorption methods. This convergence
study was also important to know which combination of methods will have
higher accuracy. One of the simulated case for a step structure in the numerical
model is shown in Fig. 3.35. The red part under the wave crest is where the
velocities are higher when compared to velocities under the trough. As the wave
propagates on top of the structure, due to constriction of flow, the velocities
increases (acceleration zone) and it reduces after the step. Following are the
list of numerical simulations done for the convergence study.

– Test 1: H = 0.034 m, T = 1 s, dx = 0.01 m, Relaxation method for wave
generation and absorption.

– Test 2: H = 0.034 m, T = 1 s, dx = 0.01 m, Dirichlet method for wave
generation and active absorption for wave absorption.

– Test 3: H = 0.034 m, T = 1 s, dx = 0.005 m, Relaxation method for
wave generation and relaxation method 2 for absorption.

– Test 4: H = 0.034 m, T = 1 s, dx= 0.005 m, Dirichlet method for wave
generation and active absorption for wave absorption.

– Test 5: H = 0.04 m, T = 1 s, dx = 0.005 m, Dirichlet method for wave
generation and active absorption for wave absorption.
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Figure 3.21: Set up for step structure simulation in NWT
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Figure 3.22: Simulated simulation with step structure in NWT

The general arrangement of point probes inside the numerical wave tank is
shown in Fig. 3.21. The length of wave generation zone and the numerical beach
is an important parameter in the NWT. As mentioned in previous chapters, all
the probes should be placed outside of these two zones. For the wave generation
zone, a distance of one wave length is chosen and two times the wave length for
the wave absorption zone.

3.2.2.1 H = 0.034 m, T = 1 s, dx = 0.01 m, Relaxation
method for Wave generation and absorption

To study about the suitable wave generation and wave absorption method for
the step structure, wave height of 0.034 m and wave period of 1 s is chosen
in this test. This same case is simulated with different grid sizes and different
absorption, generation methods in test 3. For this test, relaxation method 2
was used for both generation and absorption. From Fig. 3.23 it can be seen
that the peaks of the free surface are not accurately matching. For example
WG 4 vs P4 (Fig. 3.23c), the numerical results are off by around 0.45 cm to
the experimental results. One of the reason for this mismatch of peaks is due
to the grid size chosen. Because for the same combination of absorption and
generation methods with a more finer grid (dx = 0.05 m), better results are
seen (Fig. 3.27c). The results are shown for a duration of 10 s (from 20 s to
30 s) in Fig. 3.23. Comparisons are also made for steady state situations (50
to 60 s) as shown in Fig. 3.24. It can be seen that general agreement declined
when compared to the comparison made in Fig. 3.23. An example for this can
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be seen when we compare Fig. 3.23c and Fig. 3.24c. The shape of the wave
troughs in Fig. 3.23c are more or less in agreement with the experiment data.
But this is not the case when WE consider Fig. 3.24c.
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Figure 3.23: Comparison for step structure, test 1
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Figure 3.24: Comparison for step structure, test 1 - steady state
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3.2.2.2 H = 0.034 m, T = 1 s, dx = 0.01 m,Dirichlet
method for Wave generation and Active absorption based
on shallow water theory for Numerical beach

In this test, Dirchlet method is used for wave generation and active absorption
method for wave absorption. Comparison of experimental and numerical results
matches at some points but mismatches in peaks of free surface are seen for a
longer simulation period (Fig. 3.25 and Fig. 3.26). This is due to the reflec-
tion in front of the step structure and these reflected waves effecting the wave
generation. This simulation is done with a grid size of 0.01 m and the general
agreement is already better for this set of combination of wave generation and
absorption methods.

Comparison of results for test 2 shows that the chosen combination of grid size,
absorption and generation method is indeed a good choice as the numerical and
experimental data matched accurately. For the remaining tests it was seen that
as the wave height increased, the reflection from the step also increased. This
was also manually witnessed during the lab experiments as well. Due to this
comparison for higher wave heights are not shown in this study as the numerical
results didnt match well with the experimental data. These simulations are done
as a two dimensional simulation for speeding up the simulation process. Probes
are placed in the exact locations as in experiments with the distance for the y
direction is taken as the half of the grid size for two dimensional simulations.
This means the probes are placed exactly in center of a grid.
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Figure 3.25: Comparison for step structure, test 2
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Figure 3.26: Comparison for step structure, test 2 - steady state

3.2.2.3 H = 0.034 m, T = 1 s, dx = 0.005 m, Relaxation
method for Wave generation and absorption.

Test 3 was similar to test 1 with same methods for wave absorption and gen-
eration but now with a finer grid. Apparently test 3 has good accuracy when
compared to the experimental data and also the comparison of steady state sur-
face elevation are not that off to the experimental data compared to the other
tests. The results are shown in Fig. 3.27 and comparison for the steady state is
shown in Fig. 3.28. So the combination of generation and absorption methods
and grid size seems to be good choice considering the results. Test 4 is similar to
test 2 where Dirichlet method is used for wave generation and active absorption
method for absorption with a grid size of 0.005 m. As expected the general
agreement has become better for the comparison of results for a period of 20 to
30 s. This agreement is even better than test 3 and all the peaks and troughs
are well captured by the numerical model by using Dirichlet method for wave
generation. But the comparison for for a duration of 50 to 60 s (Fig. 3.28) is
indeed a concern as it didn’t improve much when you consider the improvement
in test 3 when compared to test 1.

So from these 4 tests it is concluded that the use of Dirichlet method for wave
generation and active absorption for wave absorption is the suitable method
after comparing the results from the wave flume and the numerical model.
From tests with no obstacles in wave tank, as relaxation zone worked well. The
Dirichlet generation provides the best match only because the wavemaker in
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the wave flume does not have active absorption. Due to this the wave reflected
from the structure travel between the wavemaker and the structure, undergoing
multiple reflections and affecting wave generation.

Experimental Numerical

El
ev

 (m
)

−0.02

0

0.02

t (s)
20 22 24 26 28 30

(a) WG1 vs P1

Experimental Numerical

El
ev

 (m
)

−0.02

0

0.02

t (s)
20 22 24 26 28 30

(b) WG3 vs P3

Experimental Numerical

El
ev

 (m
)

−0.01

0

0.01

0.02

0.03

t (s)
20 22 24 26 28 30

(c) WG4 vs P4

Experimental Numerical
El

ev
 (m

)

−0.02

0

0.02

t (s)
20 22 24 26 28 30

(d) WG5 vs P5

Figure 3.27: Comparison for step structure, test 3
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Figure 3.28: Comparison for step structure, test 3 - steady state

Similarly velocities in x and z directions were compared to the data obtained
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from ADVs in lab. Comparisons was made and similar to surface elevations,
the velocities also matched very well. Probe 1 was 5.75 m from wave maker and
probe 2 was 9.9 m from the wave maker which was exactly the same as in the
case of lab experiments.
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Figure 3.29: Comparison for velocity - test 3
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3.2.2.4 H = 0.034 m, T = 1 s, dx = 0.005 m, Dirichlet
method for Wave generation and Active absorption based
on shallow water theory for Absorption
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Figure 3.30: Comparison for step structure, test 4
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Figure 3.31: Comparison for step structure, test 4 - Steady state
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3.2.2.5 H = 0.04 m, T = 1 s, dx = 0.005 m, Dirichlet
method for Wave generation and Active absorption based
on shallow water theory for absorption

After the Grid convergence study mentioned earlier it was concluded that the
use of grid size 0.005 m gave better results and use of Dirichlet method for
wave generation and active absorption method based on shallow water theory
wave absorption are the preferable methods. Test 5 is done for a wave height
of 0.04 m and wave period of 1 s with the above mentioned methods for wave
generation and absorption. It was important to check if the preferred methods
also produced accurate results for other combination of wave height and wave
period as well. Comparisons are shown in Fig. 3.32 and it can be seen that
agreement is really good if you consider all the peaks which matches accurately.
This suggest that indeed the combinations used are the right ones and can be
used for the tests with abutments as well.

For the Dirichlet type of wave generation, waves are generated by assigning
values for the free surface and the velocity in the inflow boundary only. The
active absorption method based on shallow water theory avoids reflections by
generating wave opposite of the reflected wave and thus canceling it out. This
method is more efficient in terms of computational efforts as it does not require
additional space.
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Figure 3.32: Comparison for step structure, test 5

Velocities were also compared for this tests for both probe 1 and probe 2 and
are shown in Figure 3.33. The agreement between the velocities obtained from
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ADVs in wave flume and from the probes in numerical wave tank shows good
match.
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Figure 3.33: Comparison for velocity - test 5
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3.2.3 Abutment

The next set of simulations are done for an abutment structure in the numerical
wave tank. This is a 3D investigation unlike the previous 2 simulations which
were 2D. The numerical tank is 20 m long, 0.6 m wide and 0.85 m high. The
general arrangements for the probes are shown in Fig. 3.34 and the exact
distances are mentioned in Table 3.5. Two sets of tests were simulated in the
numerical model for this abutment case as mentioned below. The methods
which gave the best agreement between numerical and experimental data are
used here with a grid size of 0.005 m. Use of a fine grid resulted in more than
70 million cells and required close to 30 hours of simulation time.

– Test 1: H = 0.01 m, T = 1 s, dx = 0.005 m, Dirichlet method for
Wave generation and Active absorption based on shallow water theory for
absorption.

– Test 2: H = 0.05 m, T = 1 s, dx = 0.005 m, Dirichlet method for
Wave generation and Active absorption based on shallow water theory for
absorption.

The length for the wave generation zone is taken as one wavelength and the
wave absorption zone as two times the wavelength which was also the distances
in previous simulations as well. The water level was kept at 0.5 m and the
center of the abutment was kept at 10.45 m away from the wave maker.
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Figure 3.34: Set up for abutment structure simulation in NWT
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Figure 3.35: Simulated simulation with step structure in NWT

3.2.3.1 H = 0.01 m, T = 1 s and dx = 0.005 m

The first set of test are carried out for a wave height of 0.01 m and a wave period
of 1 s. Comparison between the experimental and the numerical simulation
is shown in Fig. 3.36. The agreement in general is very good apart from
mismatches is peaks which is of very small order. One possible explanation
for this is the reflections generated in front of the abutment which might have
influenced the data acquisition of wave gauges. More over these reflections were
also visually observed during the experiments as mentioned in section 3.1.3.3.
This case was for the lowest wave height used in the tests and it is clearly
observable that there isn’t any changes in the wave kinematics even when the
waves are passing through the confined space between the abutment and glass
walls. In the comparison shown in Fig. 3.36, WG3 vs P3 and WG4 vs P4 shows
the free surface comparison in front of Abutment and it is clearly visible that
there is no much change. A possible option to get a better agreement between
the peaks of the waves is by using a more finer grid, but will require larger
computational effort and space. WG2 vs P2, which means wave gauge used in
the lab vs the corresponding probe used in the numerical wave tank shows the
best agreement of peaks of the waves. This agreement is actually better than
expected since they were in front of the abutment and reflections in front of
the abutment should had made the agreement less than what is shown in Fig.
3.37a.
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Figure 3.36: Comparison for abutment in flume, test 1

3.2.3.2 H = 0.05 m, T = 1 s and dx = 0.005 m

The second test are conducted for a wave height of 0.05 m and wave period of 1
s. Comparison of the results are shown in Fig. 3.37. This was one of the highest
wave height used in the experiments and and the comparison shows the changes
in free surface. WG4 vs P4 and WG5 vs P5 (Fig.e 3.37b and Fig. 3.37c) are
for the locations in front of the abutment and it can be seen that the peaks
have become more steeper and is well captured in the numerical model. For
WG2 vs P2, (Figure ?? the duration for the comparison shown is between 18
s to 28 s as after 25 s the reflections from the front of the Abutment was high
and the results weren’t matching perfectly. For the rest of the comparisons are
shown for a duration between 14 to 24 s and shows good agreement between
experimental and numerical results. Through these tests the it was noted that
the preferred methods for wave generation and absorption concluded after the
simulations with the step structure is indeed the correct choice.

Similarly the velocities were also compared for this case. Figure 3.38 shows
the comparison of velocities measure through ADVs and the velocity computed
in the Numerical model through Probe 2 which is 9.9 m away from the wave
maker. The agreement in general is more than satisfactory.
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Chapter 4

Porous Media

4.1 Literature review

4.1.1 Porous media flow

The main difference between free surface flow and the porous flow is the presence
of grains and voids. The effect of grains on the flow could be described as
a resistance to the flow that dissipates energy. First to find a solution for
flow in porous media was Darcy (1856) [6] based on his experimental work in
groundwater flow as shown in equation 4.1. He stated that flow velocity in these
porous medium is proportional to the hydraulic gradient. This equation is only
applicable for laminar flow and for turbulent flow Forchheimer (1901) included
friction terms [12] which is influenced by the Reynolds (Re) number. Eq. 4.1
is based on experimental evidence. This equation can also be derived from the
Navier-Stokes equations, the basic equations of fluid flow.

I = auf (4.1)

I = auf + buf
∣∣uf ∣∣ (4.2)

In Eq. 4.1, a is the inverse of hydraulic conductivity K and uf is the filter
velocity in x direction. Filter velocity is defined as the average velocity which
is defined by Eq. 4.3. This is the actual pore velocity averaged over the pores.
Here n is the porosity, u the real velocity in the pores. The porosity is usually
defined as the pore volume, VP divided by the total volume, VT .

uf =
1

A

∫ ∫
udA = n.u (4.3)
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Table 4.1: Porous flow regimes

Regime Re - range Flow characteristics

Darcy flow Re<1-10
Flow dominated by viscous forces,
velocity distribution determined by
local geometry.

Forchheimer flow 1-10<150
Development of an inertial core flow
outside the boundary layers

Unsteady laminar flow 150<300
Transitional flow regime between inertial
Forchheimer and fully turbulent flow.

Fully-turbulent flow 300 Highly unsteady and chaotic flow regime

In the Forchheimer equation the pressure gradient has a linear and non-linear
term. The linear term relates to laminar flow and turbulent aspect of the flow
is included in the non linear term. In the relation, a and b are dimensionless co-
efficients and are the often refereed to as friction factors. These factors depends
on the fluid viscosity, the specific granular composition of the porous medium
and the flow regime. Different porous media flow regimes were characterized by
Dybbs and Edwards (1984) and are summarized in Table 2.1. They identified 4
main flow regimes based on the Reynolds number Rep = upDp/v i.e a Reynolds
number related to the pore size Dp and pore velocity up.

The relation formulated by Forchheimer are based on experimental evidence but,
can also be derived from the Navier Stoke’s equation. The derivation is given
by Burcharth and Anderson (1995) [3] and for a one dimensional stationary
closed conduit flow where ux = u , the definition of the hydraulic gradient then
becomes Eq. 4.4. Introducing U and D as a characteristic velocity and length
scale, Eq. 4.4 reduces to Eq. 4.5

I =
1

g
u
∂u

∂x
− v

g

∂2u

∂x2
(4.4)

I = αF
v

g

U

D2
+ βF

1

g

U |U |
D

(4.5)

Eq. 4.5 is similar to Eq. 4.2. In case of Darcy flow the velocities are small and
the inertia term in Eq. 4.4 can be neglected leading to Eq. 4.6 which is similar
to Eq. 4.1.

I = αF
′′v

g

U

D2
= a′′U (4.6)

When velocities increase turbulence will occur and the viscous term in Eq. 4.4
becomes fully turbulent flow. This viscous term can be neglected compared to
the inertia term and reduces to Eq. 4.7 [3]
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I = βF
′′U |U |
gD

= b′U |U | (4.7)

4.1.2 Unsteady porous media flow

The relation proposed by Forcheimmer is only valid in case of stationary flow.
An inertia term for unsteady flow was originally suggested by Polubarinova-
Kochina (1962) [34] and is give in Eq. 4.8. Here c is a dimensional coefficient
(s2/m) which will be applied in case of local accelerations. In order to accelerate
a certain volume of water in a porous medium, there is extra momentum needed
compared to a non-porous medium. Gu and Wang (1991) [13] and van Gent
(1992) [40] derived a expression for c and is given in Eq. 4.9 where n is the
porosity and γF is the virtual mass coefficient.

I = auf + buf
∣∣uf ∣∣+ c

∂uf

∂t
(4.8)

c =
1 + γF

1−n
n

g
(4.9)

Similarly Van Gent (1993) [41] derived a relation for a and b theoretically. In
the relation for a and b (Eq. 4.10 and Eq. 4.11), d50 is the grain diameter and
KC is the Keulegan-Carpenter number which represent the ratio between the
turbulence and inertia effects or it basically determines how stationary the flow
is. The coefficients α and β have to be determined experimentally which will
depend on the Reynolds number, shape of stones, permeability and grade of
porous material and are often referred as shape factors. A broad overview of
the values of α , β and γF is given by Troch (2000) [38]. The review comprises
of the work published by various authors on different types of materials in
laminar and fully turbulent, steady and unsteady flow conditions. Determining
the correct contribution of the a, b and c term for non-stationary situations has
been proven to be difficult. Calibrations of these coefficients will be discussed
in the upcoming chapter.

a = α
(1− n)2

n3

v

gdn502
(4.10)

b = β(1 +
7.5

KC
)
(1− n)

n3

1

gdn50
(4.11)
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4.1.3 Porous media flow modeling

There are a lot of issues in practice to directly resolve the fluid flow in highly
complex and irregular porous medium. Sollit and Cross (1976) [37] proposed
the concept of seepage velocity where the real flow velocity inside the porous
voids is replaced by a velocity over a continuous body. This replacement can-
cels out the need for detailed representation of the voids. The presence of these
voids are included through the porosity and permeability in the flow descrip-
tion. Loss of flow detail and the porous medium properties being assumed time
invariant are few issues with this method. This seepage velocity is indeed simi-
lar to the filter velocity mentioned in Eq. 4.3. Seepage velocity is defined as the
average velocity of the fluid contained in the averaging volume while in filter
velocity it is averaged in specific volume containing both fluids and solids. Dif-
ferent approaches have been followed to implement the seepage velocity concept.
Volume-Averaged Reynolds-Averaged Navier Stokes (VARANS) equations [21],
[36] and time averaging of volume-averaged approaches

The main difference between both approaches can be related to the treatment
of turbulence in porous media flow. By using the concept of seepage velocity
and the Forchheimer relation (Eq. 4.2 and Eq. 4.8) helps to represent the
flow losses in the model. Few authors have worked on the modelling of macro-
scopic turbulence in the porous media flow using the seepage velocity concept
of Nakayma and Kuwahara (1999) [30]. Applying a volume-averaging to the
Reynolds Averaged Navier Stoke (RANS) equations is done by splitting instan-
taneous velocity or pressure into a volume averaged component, a turbulent and
a spatial fluctuations as shown in Eq. 4.12.

u = 〈ū〉f + u′ + u′′ (4.12)

In this method the RANS equations are retrieved with additional terms due
to volume-averaging. According to del Jesus (2011) [7], one advantage of the
VARANS approach is that the shear stress term can be explicitly modeled inside
the porous media. He applied volume averaging to two different turbulence
models: the k − ω model and the SST model ([29]). Experiments have also
shown ([15]) that air entrainment can result in a reduction of the hydraulic
conductivity, which can be explained with the help of noticeable changes in the
physical processes involved in two-phase turbulent porous media flow, e.g. the
transport of air bubbles and possible blockage of pore holes by these bubbles.
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4.1.4 VARANS (Volume Averaged Reynolds Averaged
Navier-Stokes)

To average the Navier Stoke equation inorder to solve flow in a porous medium
can be done many ways. In this study the numerical model uses the Volume-
Averaged Reynolds-Averaged Navier Stoke equations (VARANS) and is imple-
mented based on the work done by Jensen et al. (2014) [23] . This work includes
discussion about the different equations found in literature with details regard-
ing the underlying assumptions and ranges of applications. The starting point
is the incompressible Navier Stokes equations formulated with the continuity
equation (Eq. 4.13) and momentum equation (Eq. 4.14).

∂ui
∂xi

(4.13)

∂ρui
∂t

+
∂ρuiuj
∂xj

= −∂p
xi

+ gjxj
∂p

xi
+

∂

∂xi
µ

(
∂ui
∂xj

+
∂uj
∂xi

)
(4.14)

In order to solve the above equation in the porous medium, the Navier Stokes
equation will be averaged over a volume that is assumed to be larger than the
length scales of the pores. This will result in velocities which is averaged over
the volume and is called as a filter velocity. The continuity equation mentioned
in Eq. 4.13 is to represent the volume density of the outward flux of a vector
field from an extremely small volume around a pore and this outward flux of
the filter velocity being zero is a physically correct representation according to
del Jesus et al. (2012) [8]. This means that the filter velocity will be constant in
the flow direction and when volume averaged over the entire volume will have
0 flux for the velocity field. The continuity equation can be then expressed
as shown in Eq. 4.15. Here ūi is the volume averaged velocity over the total
control volume.

∂ 〈ūi〉
∂xi

= 0 (4.15)

Similarly for the momentum equation the formulations are based on filter ve-
locities which are divided by the porosity to get the correct momentum con-
tributions because of the use of filter velocities instead of actual pore velocity.
Momentum equation after using filter velocity then becomes as shown below.

(1 + Cm)
∂

∂t

ρ 〈ūi〉
n

+
1

n

∂

∂xj

ρūiūj
n

= −∂ 〈p̄〉
f

∂xj
+gjxj

∂ρ

∂xi
+

1

n

∂

∂xj
µ

(
∂ūi
∂xj

+
∂ūj
∂xi

)
+Fi

(4.16)
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In Eq. 4.16, Cm is the added mass coefficient which takes into account for the
grain-water interaction. Fi on the right side of the equation 4.16 take account
of the resistance offered by the porous medium. The use of a filter velocity
in the momentum equation will result in providing different values for pressure
gradients both inside and outside the porous media. So the pressure needs to be
defined as pore pressure in momentum equation so that the hydrostatic pressure
distribution both inside and outside will be linear and identical.
Averaging of the momentum equation inside the porous medium will give rise
to two new terms, one representing the frictional forces from the porous media
and pressure forces from the individual grains.

4.1.5 Calibration of Resistance Coefficient

As shown in the previous section, the formulation of Darcy-Forchheimer equa-
tion includes 2 resistance coefficients, α and β which must be determined empir-
ically. These coefficients comes into the equation due to the volume averaging of
the RANS equation. When the momentum equation is volume averaged, terms
arises which represents the frictional forces and pressure forces from individual
grains. The derivation of these terms is not shown here. The precise description
of α and β coefficients are still not fully understood. These coefficients depend
on several parameters such as the Reynolds number, the shape of the stones,
the grade of the porous material, the permeability and the flow characteristics.

The existing knowledge on the variation of resistance coefficients originates from
theoretical considerations, physical experiments and numerical calibrations. En-
gelund (1953) [10] presented formulation for resistance terms in the Darcy-
Forchheimer equation with recommendations for the resistance coefficients for
irregular sand grains. The values were proposed up to α = 1500 and β = 3.6.
These values were based on the work with sand grains and is hardly applicable
to porous coastal structures. Van Gent (1995) [42] and Burcharth and Anderson
(1995) [3] have suggested different values for these coefficients based on experi-
ments which incorporated the effect of an oscillating flow via KC number. The
resistance coefficients were proposed to take the values α = 1000 and β = 1.1.
Del jesus et al (2012) [8] performed a dam break experiments similar to the
one done in Lin (1999) [28].Here the resistance coefficients were calibrated by
testing a range of both α and β . Three values of α were selected as α = [5000,
10000, 20000], while β remained constant at β = 3.0. The best comparison for
the results were found for α = 10000 and β = 3.0. These values were then
reformulated into the formulations given by Van Gent (Eq. 4.10 and Eq. 4.11)
and the coefficients take up a value of α = 2500 and β = 3.6, and assuming a
porosity of n=0.49.

It has been generally experienced over the years that under oscillatory flow and
waves propagating over slopes or breaking, values existing the literature may
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not be valid anymore. Since there are no predictive methodology to determine
the α and β coefficients in advance, calibration has to be performed.

4.2 2D Dam break

The equations presented in the previous section requires calibration of numerical
parameters defined in the porous medium. The first case is done for 2D dam
break case based on the experiments carried out by Lin (1999) [28].

4.2.1 Experimental Setup

These experiments have a simple set up comprising of wide range of conditions
which are very suitable for this study. Also another reason for choosing these
experimental data is because they also provide free surface evolution in both
inside and outside the porous medium. Lin (1999) tested a dam break flow in
a fish tank (89 cm horizontally and 58 cm vertically) for 2 types of materials,

– Crushed Rock with D50 of 15.9 mm and porosity (n) of 0.49

– Glass beads with D50 of 3.0 mm and porosity (n) of 0.39

These experiments were conducted in combination with video recording tech-
niques to obtain the free surface along the domain. General setup of the dam
break experiment is given in Fig. 4.1. This includes the clear flow region and
also the inside of the porous medium. The porous dam was kept in the middle
of the tank which was 29 cm long and 58 cm high. The water was set to flow
from the left side of the tank and is separated from the porous medium using
a moving gate. This gate was placed 2 cm away from the porous medium and
thereby creating a reservoir with a certain depth. At the beginning of the ex-
periments the gate is opened manually within about 0.1 s. These experiments
were conducted for 3 set of water level 35 cm, 25 cm, and 14 cm. This above
mentioned physical set up was always the same regardless of the porous medium
of water level tested. The flow through the glass beads was found to be lami-
nar, and closer to a Darcy flow and flow through the crushed rock being fully
turbulent since velocities and pore sizes are larger. Further details about the
experiments can be found in Lin (1999) [28].
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Figure 4.1: Dam break-setup for physical experiments

4.2.2 Numerical Validation using REEF3D

4.2.2.1 Porous medium with crushed rock

The whole tank used for experiments is reproduced numerically in 2D in the
numerical wave tank with the exact dimensions as the physical experiment.
This gave a length of 0.89 m and a height of 0.3 m and also the water level is
set at 25 cm. The porous dam is placed at the center of the domain. Uniform
grid resolution is applied throughout the domain with a grid size of 0.5 cm in
all directions. This resulted in a total of 10,680 grid cells. The total simulation
time is done for 3 s for comparison with the experimental data. The flow in this
situation corresponds to a transition between the Forchheimer and turbulent
flow regime. The system starts from a state of rest with the water and porous
medium set at their initial location. Turbulence is modeled using the k−εmodel.
The calibration of resistance coefficients is done by completing a simulation
matrix, where the 2 coefficients are varied as α = [500, 650, 750, 1000, 2500] and
β = [1, 1.5, 2, 2.2, 3].

The same case is also done with a grid size of 1 cm and it was noted that
the both free surface evolution obtained for both the grids is almost identical,
except for very small scale details. No significant differences are observed in the
seeping process inside the porous medium.

The results for the best case (h= 25 cm, α= 650 and β= 2.2) will be discussed
here and is shown in figure 4.2 . Figures a-l shows the comparison between
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the numerical results and laboratory data for free surface profiles during the
period when the flow is passing through the porous dam. In general, the overall
agreement is very good particularly for t>0.6 s. The flow at the end which is
also influenced by the return flow is very well represented by the model. For
t=0.4 s and t = 0.6 s there is a small disagreement between the experimental and
numerical results especially inside the porous medium. One possible reasoning
for this is due to the difference in initial flow in experiments and in numerical
model. In the experiments, at the initial stage the water is blocked with a gate
and opening of the gate results in water being rushed to the porous medium.
As a result of this impact on the porous medium, water piles up to form a small
upward jet on the surface of the porous medium [28]. Also the gate is opened
manually in the experiments within a finite duration (0.1s). This results in the
water close to the bottom to move earlier than the water at free surface.

In addition to above reasoning, the uncertainties of the empirical coefficients in
the numerical model can also be reason for the disagreement, mainly in the early
stage when the flow in strongly transient. In figures c-f where the flow through
the porous medium is mainly due to the pressure difference and the agreement
gets better as the time progresses. Figures g-j represents the situation where
the water have reached the right wall and is reflected back. This reflected wave
breaks again on the porous medium and this is well captured in the numerical
model. Figure k-l represents the period after breaking where water on the right
side oscillates a little while water from the left side is still seeping through the
porous medium.

Since the flow regime corresponds to a transition between Forchheimer and
turbulent flow regime which is based on the pore based reynolds number, a
strong dependency on the non linear coefficient,β was expected. This large
dependency of β was also reported by Lin (1999) [28]. It was important to
carry out simulations for different values of α and β to check their influence
on the flow. This will give a better knowledge about the absolute error of the
numerical solution with respect to the laboratory data. The best suitable time
interval to study about the differences in the numerical results with laboratory
data is a time interval between the initial and final state. This is because at the
very beginning of the simulation this error will be high due to the issue with
the gate separation mentioned earlier. Also at the end of the simulation the
error will be close to zero. So a time of 1.2 seconds which is between these 2
bounds is selected. The difference between the numerical results and laboratory
results for different values of α and β were compared and it was concluded that
the best match were found for α= 650 and β= 2.2. These values are lower
than the values used by Liu (1999) [28], where he used α= 1000 and β= 1.1.
Comparison for these values are shown in figure 4.2 and evolution of free surface
and variation in pressure is shown in figure 4.3.
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Figure 4.2: Comparison of free surface profiles for flow passing through porous
medium - crushed rock with water level of 25 cm.
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(k) 2.0 s (l) 2.2 s

Figure 4.3: Pressure variation and free surface in 2D Dam break - crushed rock

4.2.2.2 Porous medium with Glass beads

Similar experimental set up as used for the crushed rock experiments were
employed for this experiments as well. The numerical wave tank was setup as
a two-dimensional domain with a length of 0.89 m and width of 0.3m. The
water level was kept at 14 cm and the pore Reynolds number corresponds to a
Forchheimer flow regime. The porous dam was kept at the center of the tank
and a uniform grid size of 0.5 cm is applied which resulted in a total of 10680
grid cells. The total simulation is done for 4 secs and is then compared to the
experimental data obtained from Lin (1999). The porous dam is made out of
spherical glass beads in the experiments with a diameter of 3 mm and porosity
of 0.34. As a start, the first simulation is done using the same calibrated values
crushed rock which is α= 650 and β= 2.2. Very poor agreement is found between
the numerical and experimental data especially for the evolution of free surface
inside the porous medium. This just proves that these empirical coefficients
indeed depend on the the Reynolds number, the shape of the stones,the grade
of the porous material, the permeability and the flow characteristics.

Due to this poor agreement a simulation is done with the suggested empirical
coefficients by van Gent (1995), α= 1000 and β= 1.1. The results are show in
figure 4.6. The agreement is now better than those with α= 650 and β= 2.2,
mainly for the free surface inside the porous medium. Based on the comparison
of the numerically simulated free surface and experimentally obtained free sur-
face, an important observed feature is that the seepage process is slower in glass
beads compared to the seepage in crushed rock. This influence is also noticeable
at later time instants where water takes longer duration to percolate through
the dam. As mentioned earlier the agreement of the results has improved and
the water surface levels show no significant differences at both the sides of the
porous dam. The free surface on the right side of the tank i.e. after the porous
dam shows good agreement except for t = 4 secs. This indicates that the return
flow near the back side of the dam is well captured in the numerical model. Im-
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provement of this overall agreement between the numerical and experimental
results will be discussed next.
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Figure 4.4: Comparison of free surface profiles for flow passing through porous
medium - Glass beads with water level of 14 cm and with α= 1000 and β= 1.1.
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In order to obtain a better agreement the α and β needs to be modified. Since
the flow regime corresponds to a Forchheimer regime, a strong dependency on
the α parameter is expected. From the simulation done using the α= 1000 and
β= 1.1 which is suggested van gent(1995), the value for β is retained since it
generates good results and the α needs to be modified. It should be also noted
that the the size of glass beads are out of the test range of Van Gent (1995).

The calibration is again done by completing a simulation matrix, where the
α coefficients is varied as α = [25, 50, 75, 100, 200, 300, 500, 650] and β is kept
as 1.1. After the simulation of flow for all the possible combination selected
through the simulation matrix, α= 100 and β= 1.1 gave the best agreement.
Free surface levels shows decent match with no significant differences at both
sides of porous dam and within the porous obstacle as shown in figure 4.5.
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Figure 4.5: Comparison of free surface profiles for flow passing through porous
medium - Glass beads with water level of 14 cm and with α= 100 and β= 1.1.

It is to be noted that the coefficient α is reduced by a factor of 10 , i.e. α=
100 from the originally proposed value bu van Gent (1995). This reduction is
justifiable as the original coefficient (α= 1000) has been obtained from tests
where viscous effects were almost negligible and can contain errors. From figure
4.5 the agreement in general is very good, but still there are some discrepancies
in the agreement. So this suggests that a better method of calibration of the α
is necessary when we are dealing with flow situations with low Rep where linear
frictional forces are negligible. One explanation for disagreements between the
experimental and numerical results are because during the lab experiments the
free surfaces in the porous dam have been found to stick on the glass wall at
some locations ([28]). This is probably caused because of the surface tension
and capillary effect and which may result in overestimating the free surface
inside the porous dam. The simulated case in the numerical model is shown in
Fig.

(a) 0 s (b) 0.4 s
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(c) 0.8 s (d) 1.2 s

(e) 1.6 s (f) 4.0 s

Figure 4.6: Pressure variation and free surface in 2D Dam break - glass beads
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4.3 Three-dimensional interaction of waves with

a porous structure

In the last section, the capabilities of the model have been proven to work
in two-dimensional cases. In this section, the simulations are extended to full
three-dimensional domain. The interaction of a solitary wave with a vertical
porous structure is simulated here.

4.3.1 Experimental Setup

The experiments carried out by Lara et al. (2012) [25] in the wave basin at
University of Cantabria is used for validating the numerical model REEF3D.
The basin was 17.8 m long, 8.6 m wide and 1.0 m high. A porous structure is
built with a metallic mesh and is filled with granular material to allows water
to flow across. The porous structure is positioned at right angles to the wave
propagation direction. This porous structure is 4.0 m long, 0.5 m wide and 0.6
m high. The mean stone diameter is 15 mm and have a porosity of 0.51. This
porous structure is attached to one of the lateral walls with it’s seaward face
being 10 m away from the wave maker. The waves are created by a piston-type
wave-maker which is used in the experiments. The plan view of the set up used
in the experiments in shown in Fig. 4.7.

17.8 m

8.6 m

4 m

Porous Structure

0.5 m

W
av

em
ak

er

Figure 4.7: Setup for porous abutment in wave basin

All the experiments carried out in the basin is composed of three completely
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reflective vertical walls. The water depth is kept constant and equal to 0.4 m.
Both solitary waves and regular waves are tested in the experiments.

4.3.2 Numerical validation using REEF3D

In order to replicate such a wave tank of these dimensions numerically, it requires
very high computational power and space. The use of a grid size of 0.01 m would
result in more than 90 million cells. So the dimensions of the tank are reduced
in order to make it computationally feasible. The total length of the tank was
reduced to 11 m, width to 6.0 m and height to 0.6 m. The porous abutment
retained its original dimensions. The seaward face of the porous structure was 6
m away from the wave maker. The location of wave gauges needed to adjusted
according to the new dimensions of the wave tank. The new arrangement of
wave tank used in numerical model with the location of wave gauges is shown
in Fig. 4.8.

Two wave gauges (wave gauge 1 2) are kept in front of the porous structure
(seaward face) and two wave gauges (wave gauge 4 5) after the porous struc-
ture (leeward face). In addition 1 wave gauge is also kept in between the tip
of the porous structure and glass walls. Experiments are done for a duration
of 20 sec and it was reported in Lara et al. (2012) [25] that the solitary waves
get reflected at several locations on the basin. The solitary wave gets reflected
from the end wall, the lateral walls and also from the wave maker. Since in the
numerical model the wave tank was scaled down to 11 m, the accuracy of the
results for a longer duration will be less due to all the possible reflections. So
for this case, the total simulation is done for 10 sec.

Location of wave gauges are given in Table 4.2. The simulated case is for a 5th
order solitary wave with a wave height of 0.09 m. The size of the stones and
porosity of the the porous structure was similar to the values used in the dam
break case with crushed rock. So the starting point for resistance parameters
for this case was α= 650 and β= 2.2 which are calibrated values for the dam
break case. The general agreement using these values were satisfactory but,
more accurate results are found for α= 750 and β= 2.2 and is shown in Fig.
4.9.

Table 4.2: Location of wave gauges

Wave Gauge x dist. (m) z dist (m)
1 5.0 1.0
2 5.0 3.0
3 6.25 5.0
4 7.5 3.0
5 7.5 1.0
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Figure 4.8: Setup for porous abutment in numerical wave tank

4.3.3 Results

The VARANS method implemented in REEF3D is proven to reproduce the
relevant hydraulic process in wave-structure interaction in a three-dimensional
domain. The solitary wave validation shown in Fig. 4.9 shows good agree-
ment between the experimental and numerical results. The numerical results
are simulated for a grid size of 0.025 m which resulted over 4 million cells in the
domain. The model simulates the energy reflected at the porous structure quite
well which can be seen for wave gauge 1 and 2 (Fig.4.9a and Fig.4.9b), which
is located seawards and close to the porous structure. The transmitted wave
heights at the leeward side of the porous structure is also reproduced numeri-
cally. There was a phase lag between the experimental and numerical results
due to rescaling of wave tank in the numerical model.

The only major disagreement is between the free surface trough of the reflected
wave in wave gauge 2 (Fig.4.9b). It is reported by Lara et al. (2012) [25] that
during the experiments it was revealed that at least half of the water column was
affected by trapped air. Wave gauge 4 in this simulations is not only affected
by diffraction but also by wave transmission across the porous medium. The
degree of accuracy of the model reproducing the combination of both processes
is observed to be good.
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Figure 4.9: Comparison of free surface profiles for porous abutment with α= 750 and
β= 2.2.

4.4 Regular wave interaction with porous break-

water

From the good agreement between the experimental and numerical results for
porous structures using the VARANS method, a porous breakwater case is sim-
ulated in REEF3D. This tests was done as a starting point for further improve-
ment and added applications in the CFD model REEF3D. One of the challenges
in simulating wave interaction with porous breakwater is that it needs multiple
αand β values based on the type of porous material. As of now REEF3D doesn’t
have that function to call multiple αand β values, which means implementing
multiple porous layers is not possible. So a simple breakwater geometry is con-
sidered here. A breakwater with non porous inner core with one single porous
layer on top of it. Changes in free surface through the porous medium and the
damping out of waves as it reaches the lee side of the breakwater is discussed
here.

The main factor in simulating wave interaction with a porous breakwater is to
manage the wave transformation processes that encompass with the interaction
with the structure. These wave transformations includes reflection in front of
the structure and also wave damping inside the porous medium. The simulated
results are shown in Fig. 4.10 where t = 5 to 9 sec shows one wave breaking on
the breakwater slope and t = 11 to 15 sec shows the breaking of second wave.
Fig. 4.10b and Fig. 4.10c shows the damping of free surface inside the porous
medium which results in a more or less calm condition on the lee side of the
breakwater. In case of breakwaters with multiple porous layers, the damping
effects will large. But this needs correct and accurate representation of the
resistance parameters, α and β which is still under research.
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(a) t=5 sec

(b) t=7 sec

(c) t=9 sec
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(d) t=11 sec

(e) t=13 sec

(f) t=15 sec

Figure 4.10: Change in free surface in presence of porous breakwater
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Chapter 5

Conclusions and outlook

5.1 Conclusions

The main focus of this thesis was to validate the implemented VARANS method
in REEF3D for solving the porous flow. A brief overview of the basic concepts
of CFD and the methods employed in the CFD model REEF3D has been dis-
cussed in Chapter 2. It was important to validate the numerical model before
simulating porous medium cases to check the wave generation, change in wave
kinematics in presence of structures, water particle velocities and absorption
capabilities.

The numerical wave tank in REEF3D is validated by conducting lab experi-
ments in the wave flume. Three set of experiments were done in the lab. Tests
with no obstacles, with a step structure and an abutment structure was per-
formed in the wave flume. Results from validation and performance testing of
the wave tank are very promising. This study used the wave tank to simulate
unidirectional regular waves. Different grid sizes were used in the study to know
about the accuracy variation in results. A brief overview about the tests and
the predictive capabilities of the model is presented below.

In the first scenario, a basic flat-bottom 2D wave tank with no structures was
simulated to know the working conditions of the flume and also to show the
quality of the generated waves when compared to the reality. Both free surface
and velocities were compared for this case and an extremely satisfactory agree-
ment was seen between both the sets of results. In the second scenario, test were
done with the presence of a step structure in the flume to assess the capability
of REEF3D in generating and absorbing the wave and also the changes in wave
kinematics are accurately presented in the numerical model. This case was as
a two-dimensional simulation to ease up the computational efforts. The effect
of wave generation and absorption methods available in the numerical model
REEF3D is studied for a same case. Wave generation methods like Relaxation
methods and Dirichlet method based on shallow water theory and intermediate
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water theory was tested. Similarly wave absorption methods like relaxation
method and active wave absorption methods were also tested since the absorp-
tion capabilities of the wave flume was uncertain. From the simulated cases
with the step structure it was concluded that the best agreement between the
experimental and numerical results were found by using the Dirichlet method
for wave generation and active absorption for wave absorption. From tests with
no obstacles in wave tank, as relaxation zone worked did work well. The Dirich-
let generation provides the best match only because the wavemaker in the wave
flume does not have active absorption. Due to this the wave reflected from the
structure travel between the wavemaker and the structure, undergoing multiple
reflections and affecting wave generation. The recommended grid size is of 0.005
m. These combinations were again tested for a case with step structure but now
with a higher wave height and the results showed good accuracy.

The 3rd and final simulations was done with an abutment structure in the
numerical wave tank with the use of methods and grid sizes mentioned above.
Comparisons for surface elevation and velocities was good and some mismatches
in the peaks were solely due to the reflections generated in front of the abutment
which have influenced the generated waves approaching the structure. The
choice of wave heights and wave periods used for the tests were limited due to
reflections, size of the flume and data acquisition of wave gauges. Through this
validation cases, it shows that REEF3D has the capability of correctly modeling
of regular wave propagation both in generation and absorption of the waves as
well as simulating the wave behavior interacting with structures.

Chapter 4 deals with the investigation of porous media flow based on a volume-
averaging approach of the RANS equation. First the equations representing the
porous media flow is presented and the VARANS method is introduced. In the
first validation case, the flow in porous media is simulated for two dimensional
dam break case. The experimental data was taken from the tests conducted
by Lin (1999) [28]. Two types of porous materials was used in the porous
medium. First simulation was done for a porous medium consisting of crushed
rock with D50 of 15.9 mm and porosity (n) of 0.49. In this section, emphasis
was put on calibrating the resistance coefficients α and β. A simulation matrix
was completed in order to calibrate the α and β values. The best match of
results was found for α= 650 and β= 2.2. For the second case, porous media
was represented by glass beads with D50 of 3.0 mm and porosity (n) of 0.39.
Calibrated α and β for the tests with crushed rock was used as a starting point
for this case. Due to less agreement between the results, coefficients proposed by
van Gent (1995) which was α= 1000 and β= 1.1 was used and the results showed
decent agreement. There were still mismatches between the experimental and
numerical results and again a simulation matrix had to be completed for better
agreement. The resistance parameters was calibrated as α= 100 and β= 2.2.

In the situation with a crushed rock due to a larger nominal diameter a larger
Reynolds number has been observed. The non linear drag coefficient appears to
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be the most important parameter. For the case with glass beads the linear drag
parameter has the largest influence because the Reynolds number decreases.
The seconds validation case was done for a porous abutment in a wave tank.
This was modeled as a three-dimensional simulation with wave gauges to mea-
sure the free surface both in front and back of the porous abutment. The type of
the porous material and porosity used in this case and for crushed rock in dam
break case was similar. So the resistance coefficients used for crushed rock was
used as a start and was tweaked to get a better agreement. Results for solitary
waves interacting with the porous medium show a high degree of accordance
with the laboratory data.

In the final part of this study, porous breakwaters are tested in the numerical
model. This tests was done as a starting point for further improvement and
added applications in the CFD model REEF3D. The model already shows good
promise in case of breakwaters with single porous layer. Implementing multiple
α and β values for different breakwater layers should be next priority.

Different flow regimes of porous media flow have been correctly modeled, demon-
strating the model capabilities. In general the numerical and measured free
surface agree well for both the porous media which was tested. Porous flow
parameters have been found to be different because of the type of flow in both
the cases. The model was found to correctly predict interactions with both two
and three dimensional structures.

5.2 Outlook

The study presented in this thesis shows that REEF3D has promising results for
wave interaction with porous structures. This study dealt with validation of two
porous structures, in both two-dimensional and three-dimensional domain. It is
recommended to validate more cases with porous structures in case of solitary
and regular waves. The potential of the model can thus be further enhanced to
study a more complex wave- porous structure interaction, for ex. breakwaters.
Based on the observations for the breakwater simulations, it is recommended
to include functions to represent breakwaters with multiple porous layers of
different stone diameters and porosity. This should be validated by comparing
the numerical results to the experimental results. Since it is much less time
consuming changing geometry and material properties in a numerical model
than in a physical model (certainly at large scale), it would make sense to firstly
perform a numerical study on such problems. And, in future with these added
features, REEF3D can prove to be a efficient tool to deal with such complex
coastal engineering problems.
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