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1. Introduction

Network has become a common and effective description for 
many engineering systems such as transportation, communications, 
and gas-pipeline systems. In graph theory, the network is usually de-
noted as G=(V,E), where V is the vertex set representing terminals 
(bus stop, switchboard, etc.), and E is the edge set representing links 
(road, cable, etc.). Graph theory further classifies edges into directed 
and undirected edges. Communication networks, as well as transpor-
tation systems, are typical examples of undirected networks. In litera-
ture, networks structures normally remain unchanged during the entire 
mission. However, changing network structures and varying stress on 
components have become increasingly common in many engineering 
applications. This kind of systems can be termed as the multi-phase 
network systems (MPNS) in comparison to traditional single-phase 
network systems (SPNS). A typical example of MPNS is the satellite 
telemetry, tracking and control (TT&C) system which is responsible 
for the data transmission between satellites and ground facilities. In 
satellite TT&C systems, communications between a certain ground 
station and a target satellite usually rely on many relay satellites. As 
different relay satellites fly over the ground station, the communica-
tion networks changes its link structures and constitutes a MPNS.

Two-terminal reliability (or terminal-pair reliability) is one of 
key concern in the design and maintenance of network systems. Take 
communication systems for instance. The two-terminal reliability can 
be considered as the probability of successfully transmitting data from 

one source to one receiver. Researches on two-terminal reliability of 
single-phase networks have been extensively conducted since 1970s. 
Early methods are mainly based on the enumeration of minimal paths/
cuts, or based on the factoring theory. In minimal paths/cuts meth-
ods [2, 9, 16, 23, 25, 28], the reliability is evaluated by enumerating 
all minimal paths/cuts and summing the probabilities of their disjoint 
forms. A path is a set of network components (edges/vertices) such 
that if these components are operational, the system is up. A path is 
minimal if it has no proper subpaths. Conversely a cut can be consid-
ered as a set of network components such that if these components 
fail, the system is down. Literature [1, 22] shows that the number of 
cuts is usually much smaller than the number of paths for many prac-
tical systems, meaning that cut-based methods (i.e. to calculate the 
unreliability) have better performance. However, both paths and cuts 
based method have difficulties in applying to large networks since the 
number of paths/cuts may grow exponentially with the network size.

In contrast to paths/cuts based approaches, factoring methods (or 
decomposition/ topology methods) may exhibit better performance, 
especially combined with some reduction techniques [27, 30, 31, 38]. 
In factoring methods, a certain component of the network is chosen 
and then the network is decomposed into two subnetworks. One sub-
network assumes the component is up and the other subnetwork as-
sumes the component is down. Another version of this method does 
not choose a single component, but replaces some special substruc-
tures by smaller ones [8, 12]. Some experiments [32, 43] show that 
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Większość badań niezawodności sieci ogólnie przyjąć, że struktury systemu nie zmieniają się w czasie. W artykule przedstawiono 
koncepcję systemów sieciowych wielofazowych (MPNS) rozpatrywanie dynamicznych właściwości sieci i analizy niezawodności 
MPNS. MPNS niezawodność jest oceniany przez cross-fazowego schematu decyzyjnego binarny (BDD). Algorytm z siedzibą w 
BDD może działać jako platforma do rozważenia różnych komponentów zachowań, takich jak naprawy i rosnącej presji. Studium 
przypadku pokazuje, że proponowana koncepcja MPNS jest skutecznym opis niektórych praktycznych sieci komunikacyjnych, a 
cross-fazowego modelu BDD jest skuteczny w analizie MPNS niezawodność.
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factoring methods (with reduction) are more effective than classical 
minimal paths/cuts methods.

Methods for network reliability analysis are normally based on 
Boolean algebra [36], fault tree [40], digraph [4, 5, 18, 19], and BDD 
[37, 45, 49]. Kelly and Bartlett [4, 5, 18, 19] compare the digraph 
methods with the fault-tree methods in system fault diagnostics. In the 
1990s, binary decision diagrams (BDD) based approaches [11, 14, 15, 
19, 22, 33, 47] became increasingly popular for network analysis. A 
strength of BDD-based methods is that the BDD provides a succinct 
and disjoint description of system success/failure. Another strength 
is that BDD can act as a platform to consider various engineering 
problems such as common cause failure (CCF) [47], imperfect ver-
tices [22], k-terminal network reliability [15], etc. The efficiency of 
BDD methods are measured by the BDD size which depends heavily 
on the chosen orderings of BDD variables. Hence, a big challenge 
facing BDD-based methods is the determination of the optimal order-
ings strategy and the automatic generation of BDD for large systems. 
Although literature [6] shows that improving the variable ordering of 
BDD is NP-complete, Friedman [11] proposes an algorithm (of time 

complexity 2( 3 )nO n ) to find the optimal variable ordering. For small 
networks, existing ordering algorithms (such as breadth-first search-
ing [19, 44]) can usually generate a BDD which is succinct enough for 
reliability computation.

From literature it can be seen that extensive efforts have been 
expended to evaluate the reliability of single-phase network. Never-
theless, we can hardly find the solution to analyze MPNS reliability. 
Some approaches [10] may consider changes in network connectivity, 
but they seldom make allowance for multi-phase characteristics such 
as the varying system configuration, changing failure rates, and repair 
activities of network components, etc. Based on the BDD merging 
technique, this paper proposes a non-simulation approach to analyze 
the MPNS reliability. Additionally, the proposed method uses “o an-
alyze the ration, changing component-behavior model” to consider 
phenomena such as the components repair, changes in failure rates, 
and multi-state components. Our method can be extended to consider 
unreliable vertices by minor modification to the algorithm.

The remainder of the paper is organized as follows. In Section 
2, readers are briefed on the basics of phased-mission systems and 
BDD. In Section 3, the proposed BDD-based algorithm is presented 
as the mean to evaluate MPNS reliability. In Section 4, we insert the 
component-behavior model into the BDD-based method to analyze 
MPNS with repairable edges/vertices. Section 5 depicts two cases to 
show that MPNS is effective in analyzing the reliability of communi-
cation systems. Finally, we draw the conclusions in Section 6.

2. Preliminary knowledge

2.1. Brief of phased-mission-system reliability

The phased-mission systems (PMS), or multi-phase mission sys-
tems, describe the systems in which the components stress and system 
structure may change from phase to phase. An example of PMS is the 
rocket launching mission where the boosters, engines, and solar pan-
els are used at different time, resulting in different system structures in 
different phases. A challenge facing the reliability evaluation of PMS 
is the dependency problem which means a single component may ap-
pear repeatedly across phases. As consequence, the reliability of PMS 
is not the simple multiplication of the reliability of each phase. Such 
challenge does not appear in single-phase systems. 

Researches in the field of PMS reliability are prevalent. Existing 
non-simulation approaches are normally based on Boolean algebra 
[36], fault tree (FT) [40], BDD [37, 45, 49] and Markov chains [3, 18, 
34, 35, 50], etc. Markov-chains based approaches  are mainly used to 
analyze PMS with repairable components. In contrast, the BDD, FT, 

and Boolean-algebra based algorithms are relatively more efficient in 
analyzing non-repairable components. A significant challenge facing 
most existing PMS researches is that they cannot be applied to large 
PMS (contain up to 100 components & phases). For large systems, 
most PMS approaches will encounter various explosion problems, 
such as the state-space explosion for Markov-chain models and the 
BDD-size explosion for BDD models. 

Fortunately, methods analyzing small-scale PMS reliability are 
relatively mature (especially the BDD and Markov-chain based meth-
ods). These methods have been expanded to consider various engi-
neering problems, such as the imperfect coverage [46], combinatorial 
phase requirements [24], and CCF [45, 46] etc. For PMS reliability, 
a remarkable algorithm is the BDD-Markov combined method [41] 
which builds a separate Markov chain for each component. The 
separate Markov chain and associated matrices manipulation can be 
termed as the “component behavior model” [24] which is able to de-
pict various components’ failure and repair activities in a given phase. 
One strength of the component-behavior model lies in its efficiency 
in analyzing PMS with many repairable components, while traditional 
Markov-chain models are difficult to deal with such PMS. This paper 
uses the component-behavior model to allow for various component 
activities (such as repair and idle) and their effects on network reli-
ability.

A noticeable difference between PMS and MPNS is that some 
PMS approaches cannot be applied to MPNS. For instance, the re-
liability block diagram (RBD) based methods and the FT methods 
are inapplicable to MPNS. This paper uses the BDD-based method to 
analysis MPNS reliability.

2.2. BDD method for reliability evaluation

BDD or ordered BDD (OBDD) based methods [14, 15, 19, 22, 
33, 47] have been widely used in analyzing network reliability since 
1990s. BDD is a directed graph based on Shannon decomposition. 
The Shannon decomposition for a Boolean function f  is defined as:

 1 0x xf x f x f= == ⋅ + ⋅  (1)

where x  is one of the decision variables, and 1xf =  is the expression 
of f  at 1x =  (i.e. x  is true). By choosing an ordering over all vari-
ables, a given Boolean expression (such as Eq. ) can be expressed as a 
binary tree by recursively applying the Shannon decomposition. Such 
decomposition may result in a space-consuming BDD if no proper 
variable ordering is chosen. Basically, reliability evaluation based on 
BDD contains the following two steps.

Step (1) – Choose an ordering strategy for network components, and 
generate BDD according to the chosen ordering. The chosen order-
ing strategy should ensure the resulting BDD as succinct as possible 
as the size of BDD depends heavily on the ordering. Readers may 
refer to [7, 17, 29] for an overview about the existing ordering 
methods.

Step (2) – Calculate the network reliability based on the BDD.
In general, reliability evaluation based on BDD can be catego-

rized into two types: one is the bottom-up algorithm which traverses 
all BDD nodes; the other one is the top-down algorithm which enu-
merates all BDD paths. In the bottom-up algorithm, we calculate the 
probability associated with each node, from the bottom node to the 
top node using a recursive method based on the Shannon Decompo-
sition of Eq. . The probability of the top node equals to the system 
reliability. For instance, assume the reliability of each edge ( a , b ,
j  ) is 0.9 (independent of time). The bottom-up evaluation of BDD 

is illustrated in Fig. 1.
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On the other hand, the top-down algorithm calculates the prob-
ability of each BDD path which connects the top node with the bot-

tom node 1 . And then it sums up the probabilities of these paths to 
obtain the system reliability. For the system in Fig. 2, there are two 

paths form j  to 1  (see Fig. 2), therefore the system reliability is 

Pr{ } Pr{ }R j j a b= +  where j  represents that j  fails during the 
mission.

Compared with the top-down algorithm, the bottom-up algorithm 
may be more efficient to traditional (single-phase) systems as the 
number of BDD nodes is normally smaller than the number of BDD 
paths. However, for PMS, just the opposite is true. That is because 
the bottom-up algorithm is applicable only to BDD where nodes of 
the latter phase are placed higher than (or in front of) nodes of the 
former phase. For PMS, such BDD are almost too complex to gener-
ate. Hence the algorithm in the next section uses the top-down algo-
rithm which is applicable to a variety of BDD.

3. BDD analysis for MPNS

In this section, a BDD-based method is proposed to analyze MPNS 
reliability. Generally it contains two steps: the first step is to produce 
the cross-phase BDD of MPNS; the second step is to calculate MPNS 
reliability based on the cross-phase BDD.

Step 1: BDD generation for the entire MPNS

The algorithm begins with the separate generation of BDD for every 
phase with classical methodologies [44]. And then these BDD are 
integrated together to form the final BDD of the entire MPNS. To il-
lustrate the algorithm, consider a 3-phase MPNS which is illustrated 
in Fig. 3.

There are plentiful methods of generating BDD for networks in 
Fig. 3. Here we use the generation algorithm in [44]. Take the bridge 

network in Fig. 3 (first phase) for example, minimal paths are ab , 
aed , cd , and ceb ; hence the Boolean function of the phase-1 net-
work is:

 1phaseF ab aed cd ceb= + + +  (2)

In Eq. (2), let ( )L x  be the length of Boolean variable x . ( )L x  is 
defined as the length of the shortest minimal path containing x . For 
instance, the length of Boolean variable a  is ( )L a =2 because the 
shortest minimal path containing a  is ab  ( aed  is not shortest); simi-

larly ( )L b = ( )L c = ( )L d =2, and ( )L e =3. And then 1phaseF  is de-
composed by the Boolean variable whose length is shortest, meaning 
that a  is chosen ( b , c , and d  are also appropriate here), i.e.:

 
1

0

a

a

F b ed cd ceb
F cd ceb

=

=

= + + +

= +  (3)

When there are more than one Boolean variables whose lengths 
are shortest, we choose the variable which appears most frequently in 
Eq. (2). Above decomposition process (Eq. (3)) will repeat to form 

the BDD of each phase, as shown in Fig. 4. In Fig. 4, BDD node ix  

represents the behavior of edge x  during phase i . For instance, 2j  
represents the behavior of edge j  during phase 2. In this section, the 
assumption that all network vertices are perfectly reliable excludes 
network vertices from BDD.

Next, we integrate above BDD one-by-one to form a large BDD 
of the entire MPNS. To do this, we combine the top node in the next-

phase BDD with the bottom node 1  in the former-phase BDD (see 
Fig. 5), based on the assumption of AND logic between phases (i.e., 
the system can progress into the task of the next phase only when it 
successfully finishes the previous-phase task.). In case studies read-
ers will find this assumption common in practical MPNS. The new 
cross-phase BDD represents the system behavior (success/failure) 
from phase 1 to phase 2. Although the BDD combining solution can 

Fig. 1. Bottom-up reliability evaluation based on BDD nodes

Fig. 2.  Top-down reliability evaluation based on BDD paths

Fig. 4.  BDD of phase 1, 2, and 3

Fig. 3.  MPNS example with 3 phases and duplicating components
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be found in [41], it is applied to network systems for the first time. 
After the last-phase BDD is merged, we obtain the final BDD of the 
entire MPNS, which is shown in Fig. 6.

Step 2: Reliability evaluation after the cross-phase BDD is gener-
ated

As mentioned in section 2, there are two algorithms available to 
the BDD-based evaluation. One is the bottom-up algorithm which 
traverses all BDD nodes, while the other one is the top-down algo-
rithm which enumerates all BDD paths. Here, we use the top-down 
algorithm because it is applicable to a wide range of BDD (i.e., it does 

not requires that latter-phase nodes are placed higher than former-
phase nodes.).

In order to evaluate MPNS reliability, we first find 20 paths from 

node 1a  to 1  ( 20 5 2 2= × × ; 5 paths for phase 1; and 2 paths for 
phase 2-3). And then the system reliability is the sum of probabilities 
of these 20 paths, i.e.:

 
20

1Pr{ }MPNS mmR path== ∑  (4)

In Eq. (4), Pr{ }mpath  is the probability of the thm  BDD path. 

For instance, the 2path  ( 1 1 2 2 2 3a b j a b j , 1
1a → 1

1b → 2
0j → 2

1a →

2
1b → 3 11j → ) indicates that edges a  and b  should keep opera-

tional during phase 1 and phase 2; meanwhile j  fails and is repaired 

during phase 2, and then functions successfully during phase 3. By 

assuming edges are independent we have:

 2 1 2 1 2 2 3Pr{ } Pr{ } Pr{ } Pr{ }path a a b b j j= ⋅ ⋅  (5)

Eq. (5) is easy to calculate when specific probability distribution 
functions of edges are provided. However, calculation based on Eq.  
will be complex when the number of phases increases and edges be-
come repairable. In the next section we present the component-behav-
ior model to solve this problem.

4. Method Expansion

In this section, we show that some new techniques can be inserted 
into the proposed method to consider various engineering problems. 
The first challenge presented in this section is the multi-phase repair 

Fig. 5. Generation of  BDD for phase 1-2

Fig. 6. Generation of the final BDD for the entire MPNS

Fig. 7. Twenty paths connecting the top node with the bottom node
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of network components. The second challenge is the failure occurred 
in network vertices. Both problems are common in engineering ap-
plications.

4.1. Challenge 1: repair in MPNS components

Here, we present a component-behavior model [24] to allow for 
the complex multi-phase repair/failure activities of components, based 
on the following assumptions.

(1) Repaired components are reused only in the next phase. (i.e., 
repaired components cannot be reused immediately until the next 
phase begins.)

(2) Components’ life and repair time are independent variables of 
exponential distributions.

The component-behavior model is valuable because the tradition-

al approach is too complicated to analyze multi-phase repair. For in-

stance, consider the BDD path 1 2 3 4j j j j  which indicates that the state 

of j  is down sometime during phase 1 (the same happens in phase 

2 and 3), but the state of j  is always up during phase 4. Traditional 

methods usually need to discuss 1 2 3 4Pr{ }j j j j  in a way like Eq. (6).

1 2 3 4 1 2 3 4 1 2 3 4

1 2 3 4 1 2 3 4

Pr{ } Pr{ }Pr{ }Pr{ } Pr{ } Pr{ }Pr{ }Pr{ } Pr{ }

Pr{ }Pr{ }Pr{ } Pr{ } Pr{ }Pr{ }Pr{ } Pr{ }

j j j j X Y Z j j j j XYZ X Y Z j j j j XYZ

X Y Z j j j j XYZ X Y Z j j j j XYZ

= ⋅ + ⋅ +

⋅ + ⋅

(6)

where events X , Y , Z  represent that j  is repaired during phase 1, 2, 
3, respectively. Events X , Y , Z  represent that j  is not repaired (after 

failure) during phase 1, 2, 3, respectively. The event 1 2 3 4j j j j XYZ  
represents that the state of j  is never repaired during phase 1 and 2; 
in phase 3 j  is repaired sometime but fails again; finally j  stays 
operational in phase 4. Apparently such decomposition is too cumber-
some to implement.

 In order to provide a concise approach, we propose the 
“component-behavior model” [24] which is effective in analyz-
ing various behavior of components. Take the system in Fig. 2 for 

instance, matrices ( )k
iU  and ( )k

iD  (represent k  is up and down in 
phase i , respectively) replace the constant edge reliability (0.9), as 
shown in Fig. 8.

In Fig. 8, the initial state vector ( )
0
kv = (1,0)  for initially opera-

tional binary-state edge k . The column vector T1 = (1,1)T . In Fig. 8 

we use a matrix ( ( )k
iC ) to represent the behavior of certain network 

edge k  during phase i . i.e.:

( )

( )

( ) ( )

( )

,     if the state of  is either operational or down in phase 

,     if component stays operational during phase 

,      if component is down sometime in phase 

,     if component

k
i

k
i

k k
i i

k
i

k i

k i

k i=

E

U

C D

R continues repairs in phase 
,          if the state of remains unchanged in phase 

k i
k i











I

(7)

In Eq. , the expression of ( )k
iE , ..., ( )k

iR  can be found in [24]. For 

instance, ( )k
iU , ( )k

iE , and ( )k
iD  are of the form:

( )
1

1 0
exp( )

0 00 0

k k
k i i

iTλ λ   −= ⋅ ⋅   
    

U , ( )
1 exp( )

k k
i ik

ik k
i i

T
λ λ

µ µ

 −
 = ⋅
 − 

E , ( ) ( ) ( )
1 1 1
k k k= −D E U

(8)

where k
iλ  is the failure rate of k  during phase i  ( k

iµ  is the repair 

rate); iT  is the duration of phase i . By applying the evaluation algo-
rithm (Fig. 8) to the cross-phase BDD of MPNS, we can evaluate the 
reliability of MPNS with repairable edges easily. It should be noted 
that the method in this section is effective even when components 
becomes non-repairable (At this case let 0k

iµ = ).

For instance, reconsider the BDD path 1 1 2 2 2 3a b j a b j  which is 
mention in Eq.  (see Section 3). We have:

 

( ) ( ) ( ) ( )
1 2 0 1 2 3

( ) ( ) ( ) ( )
1 2 0 1 2 3

( ) ( ) ( ) ( )
2 3 0 1 2 3

Pr{ }

Pr{ }

Pr{ }

a a a a T

b b b b T

j j j j T

a a

b b

j j

= ⋅ ⋅ ⋅ ⋅

= ⋅ ⋅ ⋅ ⋅

= ⋅ ⋅ ⋅ ⋅

v U U E 1

v U U E 1

v E D U 1

 (9)

The probability of 1 1 2 2 2 3a b j a b j  can be expressed as:

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 2 2 2 3 0 1 2 3 0 1 2 3 0 1 2 3Pr{ } ( ) ( ) ( )a a a a b b b b j j j jT T Ta b j a b j = ⋅ ⋅v U U E 1 v U U E 1 v E D U 1

  (10)

In fact, 1 1 2 2 2 3a b j a b j  does not clarify the behavior of the edge j  

during the first phase. Hence in Eq.  the matrix ( )
1

jE  is used to repre-

sent that j  may fail even if it is not used during phase 1. Conversely 

we can replace ( )
1

jE  with the identity matrix I  based on the assump-

tion that j  will maintain its initial state (operational) during phase 1. 

In this case Eq. (11) becomes:

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 2 2 2 3 0 1 2 3 0 1 2 3 0 2 3Pr{ } ( ) ( ) ( )a a a a b b b b j j jT T Ta b j a b j = ⋅ ⋅ ⋅ ⋅v U U E 1 v U U E 1 v I D U 1  

(11)

From Fig. 9 we can see it is easy to interpret BDD paths into cor-
responding matrices, making it practical to implement in computer 

Fig. 8. Component-behavior model integrated with BDD

Fig. 9. BDD path interpretation according to the component-behavior model
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languages. By summing the probabilities of all BDD paths we can 
obtain the reliability of MPNS, i.e.:

 1Pr{ }s
MPNS mmR path== ∑  (12)

where s  is the number of paths linking the top node with the bottom 

node 1  in the cross-phase BDD. In summary, the algorithm proposed 
in this section can be illustrated by Fig. 10.

4.2. Challenge 2: unreliable vertices

In many realistic engineering applications, network vertices may 
fail as well as edges. These vertices are termed as unreliable vertices 
(or imperfect vertices). In literature we can find some researches [22, 
26, 40, 39] allowing for unreliable vertices. Kuo et. al. [22] replace 
edges with the entities which combines both edges and vertices, and 
use the entities to build BDD. This approach is called “Incident edge 
substitution”. In factoring-theorem algorithms, unreliable vertices are 
taken into consideration by factoring on vertices as well as on edges. 
In our approach, both vertices and edges are considered as BDD vari-
ables, and meanwhile the BDD generation algorithm [44] is applied 
to both of them. 

Consider the MPNS in Fig. 3, the BDD generation technique [22] 
is applied to both networks edges and vertices, resulting in BDD of 
Fig. 11. Next, three BDD are combined one-by-one as we did in Sec-
tion 3.1 to generate a final cross-phase BDD of MPNS. Based on the 
cross-phase BDD we can evaluate the reliability of MPNS. In the 

next section we propose two practical cases which consider repairable 
components and unreliable vertices, respectively.

5. Case study

5.1. Satellite telemetry, tracking & control (TT&C) mission

In the satellite telemetry, tracking & control (TT&C) mission, 
high reliability is one of the top concern for communication-system 
designers. To ensure reliable communications, some on-orbit satel-
lites usually act as the repeater between the source ground station and 

the target satellite. For instance in Fig. 12, a relay satellite 1Sat  may 

retransmit signals when the target 2Sat  is not directly visible to the 

ground-station facility 1Fac .

For practical satellite navigation systems, there exist several data-
relay alternatives. By considering relay satellites as vertices, the com-
munication scheme can be interpret as a network which is shown in 
Fig. 13.

As different non-geostationary satellites fly over the source 
ground station. Data links in the previous phase may become invalid 
as the original relay satellites are no longer invisible to the ground 
facility. Hence it leads to the changing communication structures in 
different phases, as shown in Fig. 14. This changing system structure 
can be extracted as a MPNS model (see Fig. 15).Fig. 11. Network BDD considering vertices & links failure

Fig. 12. Relay satellite between the source ground facility and the target satel-
lite

Fig. 13. Relay satellites and combination links in a certain phase

Fig. 10. BDD and component-behavior combined method for MPNS reliability 
analysis
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In order to evaluate the reliability of MPNS, we generate BDD 
(Fig. 16(a)) for different phases according to the algorithm in Section 
3 [44]. These BDD are combined together to form a cross-phase BDD 
of MPNS (Fig. 16(b)). The reliability of MPNS is evaluated by the 
top-down algorithm. For the cross-phase BDD, there are 28 vectors 

which correspond to 28 paths from 1a  to 1 . (7 paths for phase 1; 2 
paths for phase 2, and 2 paths for phase 3; we have 28 = 7× 2× 2 paths 
for the cross-phase BDD.)

For instance, the probability of 1path  ( 1
1a → 1

1b → 1
1f →

2
1h → 3

1h → 1 ) is:

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 0 1 0 1 0 1 0 1

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0 1 0 1 0 1 0 1 2 3

Pr{ } ( [1,1]') ( [1,1]') ( [1,1]') ( [1,1]')

( [1,1]') ( [1,1]') ( [1,1]') ( [1,1]')

a a b b c c d d

e e f f g g h h h h

path v v v v

v v v v

= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

U U E E

E U E I U U

(13)

where ( )
1
aU  indicates that edge a  keeps operational during phase 1. 

( )
1
cE  indicates that the behavior of c  in phase 1 is either up or down. 

( ) ( ) ( )
1 2 3
h h hI U U  indicates that the state of h  remains unchanged dur-

ing phase 1 , and keeps operational during phase 2 and phase 3. The 

MPNS reliability is the sum of all Pr{ }ipath , i.e.:

 Pr{ }MPNS i
i

R path= ∑  (14)

In order to verify the above algorithm, we compare results of 
our method and that of the simulation method under two scenarios. 
The first scenario considers all communication links as nonrepairable 
and their life are independent variables of exponential distributions, 

failure rates [ , ,..., ]a b hλ λ λ = [0.2, 0.22, 0.24, ...,0.34]  (unit: prob-
ability per hour), and failure rates do not change across phases. Let 

1 2 3[ , , ]T T T  = [1,1,1]  (hour) be the duration of phase 1-3. System reli-
ability calculated by our approach and the simulation approach are 
shown in Table. 1. 

Figures in Table. 1 show that our result is very close to the sim-
ulation result. The Monte Carlo simulation is carried out with the 
software of Windchill Quality Solutions (formerly Relex) [42]. The 
number of simulation iteration is 610 . Additionally, results of Monte 
Carlo simulation is very close to the Petri-net simulation results of the 
GRIF software [13]. From the 5th row data of Table. 1 we can see that 
the proposed method is able to detect the sudden reliability drop at the 
phase-transition moment. 

In the second scenario, we suppose all communication links are 
repairable (exponential distributed repair time) and their repair rates 
[ , ,..., ]µ µ µa b h  = [0.4, 0.42, 0.44, ..., 0.54] (μi do not change across 

phases, and other parameters equals to that in the scenario 1.). Figures 
in Table. 2 show that results of our method (1st column data) are slight-
ly different from that of the simulation method (3rd column data).

When the system contains repairable components, the proposed 
method generates accurate results only on the assumption that re-
paired units can be reused only in the next phase (cannot be reused 
immediately until next phase). Without this assumption our method 
only provides an approximate result (i.e., data differences between 
1st column and 3rd column in Table 2). In Monte Carlo simulation, 
no such assumption exists and thus simulation approach generates a 
more accurate (higher) result than our method. Fortunately the impact 
of our assumption can be diminished by dividing one mission phase 
into multiple ones. We divide one phase into four phases and obtain 
more accurate results which is shown in the 2nd column of Table. 2. 
Figures in the 2nd column are close to the simulation results, partly 
demonstrating the effectiveness of the proposed method in analyzing 
repairable components.

Fig. 16. BDD for the satellite TT&C systems

Fig. 15. MPNS of the spaceflight TT&C mission

Fig. 14. Changing communication links in the spaceflight TT&C mission

Table 1. Reliability of MPNS with nonrepairable links

time
System Reliability

Proposed 
method Monte Carlo simulation

0     (Start of phase 1) 1 1

1     (end of phase 1) 0.85400 0.85394

1.001  (Start of phase 2) 0.85399 0.85390

2     (end of phase 2) 0.71389 0.71386

2.001  (Start of phase 3) 0.69466 0.69458

3     (end of phase 3) 0.57323 0.57334

Table 2. Reliability of MPNS with repairable links

time

System Reliability

Proposed 
method 
(Original 
system)

Proposed method 
(more accurate) 

(divide 1 phase into 
4 phases)

Monte Carlo 
simulation

0  (Start of phase 1) 1 1 1

1  (end of phase 1) 0.8540 0.8656 0.8715

2  (end of phase 2) 0.7213 0.7415 0.7510

3  (end of phase 3) 0.5905 0.6164 0.6231
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5.2. Speed-monitoring mission

In railway systems, speed detection has become an indispensable 
security measure to avoid clashes and delay. A common speed-mon-
itoring equipment is the radar speedometer which uses the Doppler 
effect to analyze the speed of trains. In addition, laser speedometers 
are normally installed near railway stations as an alternative to super-
vise the incoming train. Consider a train P  scheduled to move across 
Station α , β , and γ , as shown in Fig. 17. Radar speedometers 
M  and N  measure the speed of the train and directly transmit data 
to the control center Q . In addition, laser sensors A ~ F  measure the 
speed when P  approaches railway stations. Data from A ~ F  can be 
directly transmitted to Q , or gathered at specific sensors to be trans-
mitted together. 

Our aim is to analyze the reliability of the speed-monitoring sys-
tem when the train approaches stations. Apparently MPNS is an effec-
tive description for the system. We decompose the mission into three 
phases to obtain a MPNS which is shown in 

Fig. 18. Suppose both edges and vertices are prone to failure (ex-
cept P and Q ), the proposed algorithm generates the BDD for each 
phase (Fig. 19 considers uMv  or sNt  as an entity) and combines 
them together to form a cross-phase BDD. The system reliability is 
the sum of probabilities of all BDD paths. (There are 392 7 8 7= × ×  
paths in the cross-phase BDD; 7 paths for phase 1; 8 path for phase 2; 
and 7 paths for phase 3)

By setting the following parameters we can compare our results 
with simulation results (generated by Windchill [42] and GRIF soft-
ware [13]), as shown in Table. 3. 

(1) Failure rates of all components 0.1λ =  (failure rates remain 
unchanged across phases; life of components are exponentially dis-
tributed independent variables.);

(2) All components are non-repairable;

(3) Phase duration 1 2 3[ , , ]T T T = [1,1,1]  hour.

From cases in this section it can be seen that MPNS is a useful tool 
to model some communication projects. Figures in Table. 3 show that 
the proposed evaluation method can calculate an accurate reliability 
of multi-phase networks. 

6. Conclusion

The paper proposes an BDD-based algorithm to evaluate the reli-
ability of MPNS. From literatures we find existing methods do not 
take dynamic characteristics of networks into consideration. Hence 
this paper introduces the concept of MPNS to consider some dynam-
ic characteristics which include the varying system configuration, 
changing components’ failure rates, and repair activities during the 
mission. From case study it can be seen that MPNS is the effective 
description of many communication systems.

The reliability of MPNS is evaluated with the cross-phase BDD 
which is generated by merging BDD of different phases. When the 
number of phase in MPNS increases, the merging step is easier to 
implement in computers compared to the backward ordering in [49]. 
Another strength of the BDD-based approach is that it can be further 
expanded to consider repairable edges and failure in vertices. 

Future efforts will focus on the k-terminal reliability analysis of 
MPNS, and the reliability analysis of directed MPNS with CCF. Ad-
ditionally, truncation of the cross-phase BDD can also be taken into 
consideration to make our approach applicable to large MPNS.
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Fig. 17.  Train-speed monitoring mission.

Fig. 19.  BDD of each phase in MPNS

Fig. 18.  MPNS model for the train-speed monitoring system.

Table 3. Reliability of the speed-monitoring system

time
System Reliability

Proposed method Monte Carlo simulation

0  (Start of phase 1) 1 1

1  (end of phase 1) 0.98543 0.98544

2  (end of phase 2) 0.97908 0.97909

3  (end of phase 3) 0.95445 0.95449
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