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leads to the most accurate results. Additionally, the results or the total reconstruction error of
symmetric three-cameras, and both of the four-camera setups showed in figures 4.10b to 4.11b,
are seemingly equal. Obtaining similar results as Maas [12] can therefore be concluded.
Interestingly is the large error obtained for an asymmetric three camera setup. From figure
4.10a, the minimum value at 8 = 15° does not reach an error below 0.05 mm, while the other
results obtain almost zero reconstruction error at their minimum point. Not applying this kind
of camera setup of a tracking procedure is therefore of preference in future calibration experi-

ments.

4.3 Point tracking experiment

The point tracking experiment was performed to establish how well the path of a rotating plank
could be reconstructed. That included reconstruction of the path radius and depth, and to check
for vibrations of the plank during rotation. Experimental results from reconstructing the path of
the plank are provided in this section. The results reflects tracking of a point glued to the plank
of diameter 9.5 mm and 5.5 mm as described in section 3.3. Primarily, the results from tracking
of an arc of the rotation are presented. Secondly, results from the whole rotational sequences
are provided. Important results from both procedures are the reconstructed radius of the path,

and how well it corresponds with the actual radius, and depth estimation.

4.3.1 Arcofrotation

Three different arc tracking sequences was performed. Within each sequence, two comparable
series with equal radius, point size and frequency were conducted. In all sequences, the dis-
tance from the camera traverse to the tracking object was 130 cm. The plank was rotated in
the xy-plane approximately parallel to the camera traverse, meaning the rotational plane not
having significant depth difference in z-direction. Recalling table 3.4 in section 3.3, the main
parameters separating the three experiments were: the camera locations; and the size of the
traceable point. In table 4.3, the results from the three different sequences are presented with
values of mean radius and depth predicted.

The real radius R;ey is the measured distance between the center of the rotational axis of
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the plank and the center of the tracking point. The estimated radius Regtimated hOWever, is the
calculated radius of a circle fitted to the tracked path, i.e. experimental results. Fitting a circle
to the arc is obtained through a multi-step procedure. This procedure is used for both the arc
reconstruction, and reconstruction of the full rotation presented in the next section. The steps

are the following:

e A plane is first fitted to the reconstructed center points through a least squares fit.

* If the fitted plane is not located accurately in the xy-plane, a rotation is applied to the

center points.

* The rotation matrix is obtained through the calculation provided in Appendix section 22,

using normal vectors.

» After rotating the fitted plane and center points onto the xy-plane, a 2D circle can be fitted

to the "new" center points. The code used for circle fit was written by Bucher [2].

Plots of the reconstructed paths of the parallel xy-plane are depicted in figures 4.12, 4.14
and 4.16. Each figure displays two plots being results from a sequence with equal actual radius,
equal point size and same camera distance. Figure (a) corresponds to the first row of data in
each arc sequence in table 4.3, and similarly (b) corresponds to the second row.

Figures 4.13, 4.15 and 4.17 shows the fitted plane rotated onto the xy-plane. The corre-
sponding rotated points are plotted as the fluctuating graph on the plane. These fluctuating
values would follow the plane accurately if the path reconstruction was perfect, and the rotating
plank was non vibrating. However, this is not the case, and the variations of depth is here illus-
trated as errors. The mean values of the errors and the standard deviations are provided in table

4.3. Each plot corresponds to the same series, (a) and (b), as described for the path plots above.

Table 4.3: Tracking results from reconstruction of arc

SEQUENCE | NO Rieal Restimated STD. R MEAN DEPTH | STD. DEPTH
Arc 1 (@ | 195mm | 195.7 mm | £0.093 mm 0.12 mm +0.15 mm
(b) | 195mm | 196.1 mm | +0.141 mm 0.22 mm +0.32 mm
Arc 2 (@ | 195mm | 194.0 mm | +0.107 mm 0.13 mm +0.10 mm

(b) | 195mm | 193.1 mm | £0.179 mm 0.11 mm +0.09 mm
(@ | 195mm | 195.3mm | +£0.070 mm 0.18 mm +0.15 mm
(b) | 195mm | 193.8 mm | £0.075 mm 0.16 mm +0.13 mm

Arc3
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Figure 4.12: Projected paths of sequences of Arc 1
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Figure 4.13: Fluctuating depth values of reconstructed points in sequences of Arc 1

Arc1

Starting with the results from sequence Arc 1. The distance between the cameras was 120 cm,
and the distance from the camera traverse to the plank was 130 cm. The calibration estimated a
total angle of 50° between the cameras, corresponding to a 8 of 25° compared with the numeri-
cal analysis in section 4.2. The diameter of the tracking point was 9.5 mm, the largest point used
in all sequences.

The reconstructed paths plotted in figure 4.12 are visually showing very similar results. Se-
quence Arc 1 (a) are showing best results in both estimating the radius, and the depth as seen
in table 4.3. The radius estimation of (a) being 195.7 mm is only 0.7 mm larger than the actual

radius. Sequence (b) estimated the radius to be 196.1, which is 1.1 mm larger than the actual
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radius.
Comparing figures 4.13a and 4.13b, the depth error of (a) is slightly smaller than the error
estimated in (b). This can be seen of the plots from the large fluctuations, and is also provided

in table 4.3 where the difference between the mean values are 0.1 mm.

Arc2

The two sequences of Arc 2 were captured in two different ways, in order to find out how the
inner vibration affects the accuracy of the depth estimation. In sequence (a), the stepper mo-
tor was run by the controller, and a number of 300 images was captured by each camera. In
sequence (b) however, the stepper motor was not started, but physically moved one step at a
time between each frame capturing. This resulted in a total of only 47 frames per camera, and
no vibrations caused by the motor.

The results from sequence Arc 2 are provided in figure 4.14 and 4.15. As seen from the pro-
jected paths in figure 4.14, the two plots corresponds very good. Sequence (a) predicts the radius
slightly better than sequence (b). The two radii are 194 mm and 193.1 mm, being different from
actual radius by 1 mm and 1.9 mm, respectively. In figures 4.15, the depth fluctuations are pro-
vided. It is clear from figure 4.15b that less images are used in the reconstruction of the path,
and the extremal values looks smaller than in figure 4.15a. The depth fluctuations have a mean
of 0.11 mm and standard deviation of +0.09 mm. Sequence (b) predicts a mean depth error of

0.13 mm with a standard deviation of £0.10 mm, and are only 0.02 mm larger than (b). These

y-direction y-direction
100 50 0 -50 -100 -150 100 50 0 -50 -100 -150
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Figure 4.14: Projected paths of sequences of Arc 2
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Figure 4.15: Fluctuating depth values of reconstructed points in sequences of Arc 2

values are the smallest depth errors obtained from all three arc tracking experiments.

Arc3

The results from the last arc tracking series, Arc 3, are depicted in figure 4.16 and 4.17. Arc
3 differ from Arc 1 and 2 by having a smaller angle between the cameras, meaning a shorter
distance between the cameras on the traverse. The angle and distance between the cameras
were 18° and 86 cm, respectively. Moreover, the diameter of the tracking point was 5.5 mm.
From table 4.3 the radius estimations are 195.3 mm with a standard deviation of +0.07 mm

from sequence (a) and 193.8 mm and standard deviation of £0.075 mm from sequence (b). The
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Figure 4.16: Projected paths of sequences of Arc 3
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Figure 4.17: Fluctuating depth values of reconstructed points in sequences of Arc 3

two plots of the reconstructed path can be seen in figures 4.16a and 4.16b. The depth estima-
tions are quite similar in both sequences, and can be seen in figures 4.17a and 4.17b. The mean
depth estimations are 0.18 mm and 0.16 mm, with standard deviations of +0.15 and +0.13 mm

for (a) and (b) respectively.

4.3.2 Discussion of arc tracking

The aim of reconstructing the path of the arc has been reached. In the figures plotted of the
arcs, its trajectories were well reconstructed visually and dimensionally. All of the sequences
predicted the radius within 99.4% of the actual radius. The best prediction of radius was given
from sequence Arc 3 (a) and was only 0.3 mm away from the actual radius. Recalling the calibra-
tion results from section 2.2, the expected error in x and y-direction was 0.05 mm and 0.04 mm,
respectively, implying a small error is expected in both directions from the calibration alone.
Additional error can be resulted by the circle detection of the tracking point. If the center of
the point is not determined properly, an error corresponding to pixel size is obtained. In these
experiments the size of each pixel corresponds to 0.5 x 0.5 mm, and an error of similar size can
be expected. Furthermore, measurements of the actual radii were done with a measuring tape.
Inaccuracies of measuring the actual radius from the center of the point to the center of the
rotating axis, are not excluded as a source of error. More exact measurements of actual radius

should therefore be conducted in future experiments, to exclude this source of error completely.
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More information on error analysis are provided in the last section of this chapter.

Depth estimation are showing most deviating results from actual plane depth. Samper et
al. [22] concluded with largest reconstruction errors in z-direction, and suggested extra care
taking when estimating the camera parameters in depth. No special care was taken of these
parameters during calibration, but can be enhances in future work by calibrating the cameras
using 3D objects. Results from the camera calibration of this thesis, provided in section 4.1
however, implies an expected error in z-direction of 0.1 mm. Accounting for an error of 0.1 mm
due to calibration, the results of the tracking implies much better accuracy of depth estimation
in all sequences.

Arc 2 was conducted to check if vibrations of the stepper motor caused higher errors in either
x, y or z-directions. The extremal values depth reconstruction of Arc 2 (b) were seemingly lower
than for the comparable sequence Arc 2 (a). However, the mean error value of 0.11 mm did not
stand out from the other results. If this is trustworthy results or not can and should be tested in
a future experiment. An easily implemented method to check for this accuracy, can be to track
the plank from the side. More elaborated description of the method is provided in next chapter
as future work.

Using a large tracking point contra a small tracking point did not results in better accuracy
neither in radius estimation nor depth prediction. The results are seemingly equal, and using

one point size rather than another, should therefore not change results significantly.

4.3.3 Full rotation tracking

In the full rotation tracking experiments the rotation axis of the plank is shifted an angle away
from the parallel xy-plane, seen from figure 3.10b. This is done to get a variable depth of the
circular trajectory to check how well the reconstruction of the depth can be done, and how this

affects the radius estimation.

Table 4.4: Tracking results from reconstruction of circular path

SEQUENCE | ANGLE Rieal Restimated STD. R MEAN DEPTH | STD. DEPTH
Circle 1 20° 195mm | 193.3mm | +0.44 mm 0.14 mm +0.18 mm
Circle 2 35° 195mm | 193.3 mm | +0.35 mm 0.15 mm +0.21 mm
Circle 3 45° 195mm | 1929 mm | +£1.41 mm 0.21 mm +0.28 mm
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Recalling table 3.4, the distance between the camera traverse and tracking object was in-
creased from 130 cm to 160 cm. The rotation plane was shifted 20°, 35° and 45° clockwise from
the earlier parallel path, and were divided into three sequences: Circle 1, Circle 2 and Circle 3,
respectively. Unlike the arc tracking, only one series was performed per sequence. Results from

radius and depth estimations from all sequences are provided in table 4.4.

The three sequences will be compared with each other to establish how the different angles
affect the accuracy of the tracking. To estimate the radius of the circular path, the approach of
rotating center points onto the xy-plane as described in the previous section, is applied. Plots

of the circle fittings are provided in figures 4.18a, 4.18b and 4.18c. The blue circle reflects the
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Figure 4.18: x and y coordinates of rotated tracking results in xy-plane.
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tracked path, and the red circle is the fitted circle with radius equal to Restimateq provided in

table 4.4. The red star reflects the center point of the fitted circles.

Both results from Circle 1 and 2 matches the fitted circle seemingly well. This can be seen
from no significant amount of blue color visible outside the fitted red circles. Looking at Circle
3 in figure 4.18c however, the blue path alternate of being inside and outside the red circle.
This error can be associated with the large standard deviation of +£1.41 mm of estimated radius.
Nevertheless, comparing the mean error values, the difference between the three sequences are
less than 0.2 mm. The radii estimation of Circle 1 and 2 are giving equal results of 193.3 mm, but

have slightly different standard deviation of +0.44 and +0.35 mm, respectively.
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Figure 4.19: Fluctuating depth reconstruction of full rotation tracking
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Fluctuations of depth reconstructions are plotted in figure 4.19. Visually, the errors of Center
1 are showing best results. The extremal values of figure 4.19a are -0.56 and 0.64 mm, being
smaller than the spikes seen in figures 4.19b and 4.19c of magnitudes close to £1 mm. The
mean and standard deviations provided in table 4.4 on the contrary, are very similar. Circle 1
and 2 have means separated by only 0.01 mm, and standard deviations separated by 0.03 mm.

Circle 3 are estimating largest reconstruction errors in both radius and depth reconstructions.

4.3.4 Discussion of full rotation tracking

The results from the reconstruction of the rotational path of the plank shows good radius esti-
mation in all sequences. The worst predicted mean radius, done by Circle 3, was only 98.92%
wrongly estimated. Expectingly, this error occurs when the plane is rotated most, i.e. 45°. Rea-
sons for this can be caused by the circle detection struggling to detect the exact circle when
viewed from an angle. The tracking point viewed from the one camera, will be skewed and
not completely circular as showed in figure 4.20. The circle detection code estimate the cen-
ter point, hence, the possibility of miscalculation of the point may increase when the point is
skewed. Similar phenomena can also be found in depth estimation in figures 4.19b and 4.19c.
The fluctuations are more extreme at low values in y-direction. When y has smallest value, the

plank is located as showed in figure 4.20, and the tracking point resembles an ellipse more than

Figure 4.20: Illusration of skewed tracking point when viewed from angle
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a circle.

Enhancement of this error can be done by using different recognition tools for detecting the
tracking point. In PIV and PTV, the particles are found by scanning through each image pixel
and detect intensities higher or lower than a certain threshold. Applying this method to this
thesis’ approach requires the surroundings of the object to be a solid color without objects of
equal intensity as the point intensity.

Furthermore, similar discussion as for the arc tracking can be applied for the full rotation
tracking. Applying expected calibration errors from section 4.1 to each directions enhances the
results slightly. However, the extremal values are still quite high, and other causes may be of
more significance, as for instance the circle detection discussed above. Additionally, the phys-
ical errors due to wrongly measured distances of real radius, can be questioned if are of more
importance in the full rotation results than the arc results. All of the three reconstructions of
radii spans over 0.4 mm from 192.9 to 193.3 mm. If 0.5 mm error can be expected from each end
of the distance measured, a total of 1 mm can have been wrongly measured. Better tools than a
measuring band could have been used in order to reduce this possible source of error.

Comparing the accuracy of the arc tracking and the full rotation tracking, the arc tracking
are showing better results for the radii estimation. The mean depth errors does not differ sig-
nificantly. However, extremal values illustrated in the plots of depth fluctuations, indicates a
larger variations of depth in the full rotation reconstruction. To establish how an angled object
may cause less accurate results, a full rotation experiment parallel to the camera traverse should

have been performed.

4.4 Uncertainty analysis

This thesis, may in general, be interpreted as an uncertainty analysis of this particular tracking
procedure with cameras. All the experiments conducted are to evaluate accuracy, and the nu-
merical analysis is performed to establish an optimal camera setup. However, there will still be
some errors related to the equipments used, and human errors related to for example measur-
ing. Some sources of error are already mentioned in the previous discussion sections, but will

be included here to get an overview of all uncertainties relevant for the results.
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The sources related to reconstructing the path of an object with cameras can be

* Wrongly measured distances of radius. This will cause the error of the reconstructed radii

to be higher or lower than the actual error.

* Badly recognised tracking point in image frames. The center point can be slightly wrong,

[mm]
pixel *

causing an error of nxwrong pixels x

* Movements of camera traverse during imaging. The traverse was located at a table next to

the computer, which was vibration-sensitive to movements close to the table.

* Reconstruction errors related to individual calibrations. Expected errors from calibration
are often individual. The results from the first calibration experiment in section 4.1 are

therefore guiding, but not completely representative for each tracking sequence.
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Chapter 5

Conclusion

The work of the thesis are presented in the earlier chapters. In this last chapter, the most im-
portant findings are repeated, and a conclusion is drawn from the objectives stated in the in-
troduction. Additionally, suggestions for further work are thereafter given, meant as a possible

continuation of the work conducted in this thesis.

5.1 Conclusions

The path of arotating object has been tracked in the 3D world space. Its circular trajectories have
been reconstructed and analysed to estimate the accuracy of the tracking. A camera calibration
experiment was performed to estimate expected reconstruction errors that may be caused due
to inaccuracies of the calibration. To determine the sensitivity of positioning the cameras used
in the tracking procedure, a numerical investigation was performed. Both number of cameras
to use and the angle between them, were numerically studied. Last, tracking experiments of
different setups were conducted to establish the accuracy of reconstructing the trajectory and
the depth variation of the path of a rotating plank.

Both image capturing methods of the camera calibration experiment predicted approxi-
mately equal reconstruction errors of mean and standard deviations. The errors, resulted in
0.05 mm in x-direction, 0.04 mm in y-direction, and 0.1 mm in z-direction. The error in z-
direction was obviously the largest error, coinciding with literature study of calibration accuracy

[22]. Small errors are therefore to expect in all directions when reconstructing world points from
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image coordinates. To decrease the sensitivity of the depth estimation, using 3D calibration ob-

ject is suggested.

The numerical study of finding the optimal camera positioning in space, by varying the num-
ber of cameras and the angle between them, resulted in smallest errors of an asymmetric four
camera setup as depicted in figure 3.7. However, insignificant differences in error values was
seen for the symmetric four camera and symmetric three camera setups, coinciding with results
from Maas [12]. Expectingly, using two cameras gave highest errors. However, the asymmetric
three camera setup resulted in almost as bad errors, concluding with applying a symmetric se-
tups when only three cameras are available. Furthermore, all of the camera setups resulted in an
optimal angle @ = 45°. The majority of the results did not depend on 8, implying the positioning

in xz-plane, or vertical direction, being of most importance.

Results from the tracking experiment obtained good estimations of the shape of the rotating
trajectory. The radius of the arc tracking path being parallel to the camera traverse estimated
the radius within 99.4% of the actual path radius. Turning the rotational plane away from the
parallel plane 20°, 35° and 45° resulted in radius estimation accuracy of 99.1%, 99.1% and 98.9%,
respectively. The depth fluctuations of the two experiments did not differ significantly in mean
values. However, from the plots, the scale in z-direction implied higher extremal values when
reconstructing the full rotation. Best results are therefore to be expected in plane rotation par-
allel to the camera traverse. Reasons for the fluctuations of depth caused by vibrations, can not
be concluded with from these experiments. Arc 2, sequence (a) which was the non-vibrating
series, did not result in significantly different mean errors or standard deviations in z-direction
compared with Arc 2 (b). Nevertheless, closer investigation of the vibrations of the plank caused

by the stepper motor should be conducted as further work.

Applying the knowledge to the water tank facility experiment, one can conclude with the
use of four cameras being optimal and resulting in best accuracy. Locating the cameras in a
symmetric or an asymmetric setup, will not change the accuracy significantly. The angle in
vertical direction, however, should be 45°, and the calibration of the cameras should include

images of the checkerboard at different orientations covering also the corners of camera frames.
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5.2 Recommendations for Further Work

In this section, suggestions for further work are presented. The suggestions are related to the
work that has been conducted in this thesis, and are either enhancement of methods or contin-
ued study with the applied methods.

Recalling the aim of the thesis being to reconstruct the trajectories of a rotating object using
cameras. This objective had the purpose of being applied to a future water tank experiment in
the Fluids Department at NTNU. How the work from this thesis can be applied to this experi-
ment are elaborated in upcoming section 5.2.1.

Furthermore, suggestions for other experimental approaches of the tracking procedure are
proposed to obtain better accuracy and minimize the uncertainties related to the analysis. These

recommendations are provided in section 5.2.2.

5.2.1 Water tank experiment

The natural extension of the thesis is to perform the water tank experiment planned in the Fluids
Department at NTNU. Unfortunately, time for construction of the tank exceeded the time of this
master thesis, and the planned experiments in the tank was not performed. However, objectives

for this experiment are suggested to be

 Track the helical path of the rotating turbine blades
* Identify vibrations or uneven trajectories of the turbine

* Visualize the wing tip vortices and the evolution of the wake

The experimental facility will become as depicted in figure 5.1. It consists of two main parts:
the water tank; and the traverse with two stepper motors to rotate and translate the turbine
blades. The tank has a cylindrical shape, but consists of 12 vertical Plexiglas plates glued prop-
erly together around the baseplate. This implies an angle of 30° between the views orthogonal
to the 12 wall plates, and towards the center of the tank. This information is necessary in order
to locate the cameras around the tank without compensating for radial shift in multimedia (air,

Plexiglas and water) geometry [12]. Since camera angles solely was dependent on the angle in
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the vertical direction, positioning the cameras orthogonal to the glass plates should not affect

the accuracy of the tracking.

2 A
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/é%::- Stepper motors:
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;2 m
Turbine blades
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045 m
B SR i > \:(
2m

Figure 5.1: Experimental Towing tank rig

Primarily, preparations already conducted to run the water tank experiments, but not used

in the thesis, are

* Writing a risk assessment report

e Writing a Labview script for controlling the stepper motors

Moreover, codes for camera calibration and tracking of a point in an image sequence has been
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written. The codes are used in the experimental tracking of this thesis, and are provided in
Appendix section C.1 and C.3.

The risk assessment report can be used further as a guideline for creating the new risk report
by the next user. Relevant parts of the report are provided in Appendix section D, and contains
evaluation of the risks assessed as important for the water tank facility in figure 5.1. Controlling
the stepper motors can be done with Labview through a DAQ-device with both digital input-
s/outputs and counters. The Labview script providing signals for the stepper motor controller
are provided in Appendix section C.4.

These preparations are only guidelines of how this experiment can be done, and no solution
manual. For instance, a new risk assessment must be conducted by the next scientist, and the

codes written may not be suitable for all applications.

Track helical path of turbine blades

The first objective suggested is reconstructing the helical path of rotating and translated turbine
blades. This implies applying the same method as for tracking a point of a rotating object de-
scribed in section 3.3, in terms of the calibration and tracking code. The number of cameras to
be used and how they should be located, can be interpreted from the results in chapter 4. Hav-
ing four cameras available is therefore optimal in terms of accuracy, and locating them with a
vertical angle 2 x a of 90° between them will result in the most accurate tracking results. Con-
necting the stepper motors to a computer and controlling them with the Labview script would
be the next step.

Regarding the turbine blades, it would be interesting to test the procedure for actual wind
turbine blades. However, starting by assembling simplified flat blades are a good way to check
the tracking method and setup of the rig. Real turbine blades can be tested when the simplified

ones shows good results of reconstructing their trajectories.

Identify vibrations of turbine blades

The second objective is to identify possible vibrations of the turbine blades in vertical direction.
This phenomena will occur if the turbine blades are of a flexible material, or if the rod connect-

ing the blade and the traverse moves in horizontal direction. For this to be measured, cameras
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can be placed to capture one image frame of a point on the blades at every rotation. Being able

to capture the frame at the same blade position, the rotational speed of the turbine is necessary.

Visualize wing tip vortices and wake evolution

The previous objective can be connected to why visualization of the wing tip vortices are of in-
terest. If vibrations of the blades are found, investigation of how these vibrations affects the
wake evolution is an interesting topic. A method for how the visualization easily can be per-
formed is by having dye exiting the tips of the blades. The dye must be neutrally buoyant, and
will then follow the flow downstream of the blades and show the flow of the wake. Limitations
by using this visualization method is that the tank holds a volume of about 6000 litres of water,

that must be drained between each experimental sequence.

5.2.2 Tracking enhancement

Enhancement of point tracking will mostly be dependent on the camera calibration and their

setups. Therefore, objectives to be studied further in terms of accuracy are

* verification of the numerical accuracy analysis of camera positioning
e perform camera calibration with a 3D calibration object

e estimate vibrations of tracking object

Due to limitations of cameras available in the experiments, the different camera setups nu-
merically investigated were not verified experimentally. Conducting an experiment with the
camera orientations of three and four - symmetric and asymmetric - camera setups can be done
to verify the numerical analysis. These experiments depends on camera availability and variable
scaffolds to mount the cameras onto.

Performing the camera calibration with 3D calibration objects may be performed to enhance
the accuracy of the calibration slightly, see [22]. An object with three dimensional geometry are
therefore necessary. These objects are expensive to make, and not as easily applicable as the

checkerboard used in this thesis.
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To neglect errors due to instrumental causes, a procedure of evaluating the vibrations of the
apparatus can be conducted. This can be done, as presented in section 4.3.2, by imaging the
tracking object from the side. If a sideways tracking is performed, it will change the coordinate
system primarily being the xz-plane, to be the x y-plane. Earlier mentioned literature of Samper
et al. [22] states smaller reconstruction errors in x and y-directions, making the predictions of
the vibrations more accurate from the side. In this experiment, capturing more than 50 fps could

be necessary to investigate the movements thoroughly.
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Appendix A
Additional Information

Additional information of theory is provided in this chapter.

A.1 Derivation of equation 2.15 in section 2.3

Starting with equation 2.14 and applying the relationship between the camera center and trans-

lation vector and rotation matrix given in equation 2.11, we can write
Am=PM=A[R t|]M=A[R -RC|M

writing M = ( ), we get

—~IN~

X
Am=A[R -RC] (%)
1

Since Ris a 3 by 3 matrix and —RC is a 3 by 1 matrix, it follows

)th:AR(

N~

| -ARC
Multiplying with the R"!A~! on both sides of the equation

RIA ! Am = R_IA_IAR(%() “RIAARC = (

N~

|-c

i



A.2. SETTING PARAMETERS OF IMFINDCIRCLES APPENDIX A. ADDITIONAL INFORMATION

which leads to the wanted equation 2.15 for the world point

(

|=c+R'A "

N~

A.2 Setting parameters of imfindcircles

e circle radius span [7,in Tmaxl- This makes the function only search for circles with radius

within the minimum and maximum value.

* ObjectPolarity must be set to determine weather the circle is bright or dark in compar-

ison with the image background.

* Sensitivity. If the circle can be difficult to detect, the Sensitivity of detection can be
increased. This is a value between 0 and 1, where a high value may detect more circular

objects. Setting a high Sensitivity may also result in false circle detections.

* computational Method can be chosen between two different types; Atheron and Kerbyson'’s

PhaseCode method, or the method used in TwoStage circular Hough transform.

* EdgeThreshold, which sets the gradient threshold for determining the edge pixels in the
image. The value can be set between 0 and 1, where a lower threshold value detects more

circles, and vice versa.
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Appendix B
Numerical parameters

In the following tables, all the rotation matrices used in the numerical angle analysis are listed.
Only the roll, pitch and yaw matrices are given, while the total rotation matrix for the camera is

the product of all three rotational directions in following order:

Rior = Ryaw Rpitch Ryo11

The camera positions are also presented as x, y and z-coordinates.
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APPENDIX B. NUMERICAL PARAMETERS

Table B.1: Rotation matrices and camera coordinates for numerical angle study of two cameras

CAMERA NO | CAMERA COORDINATES ROTATION MATRIX
1 0 0
x=rsin(—a) Ryon1 = [0 cos(0) —Sil’l(@)]
Camera 1 0 sin@) cosO)
cos(—a) 0 sin(—a)
y=rsin0) cos(—a) Rpitch = 0 1 0
—sin(—a) 0 cos(—a)
cos(0) —-sin(0) O
z=rcos0) cos(—a) Ryaw = [sin(O) cos(0) 0‘
0 0 1
1 0 0
x=r sin(a) Ryon = [0 cos(—0) —sin(-0)
Camera 2 0 sin(-0) cos(-0)

y=rsin(-0) cos(—a)

z=rcos(-0) cos(—a)

cos(—a) 0 sin(—a)
0 1 0
—sin(—a) 0 cos(—a)
cos(0) -sin(0) 0
Ryaqw = [sin(O) cos(0) O]
0 0 1

Rpitch =

iv



APPENDIX B. NUMERICAL PARAMETERS

Table B.2: Rotation matrices and camera coordinates for numerical angle study of three cameras
located in a symmetric triangle

CAMERA NO

CAMERA COORDINATES

ROTATION MATRIX

Camera 1

x=rsin(a)

y=0

z=rcos(a)

1 0 0
Ryon = [0 cos(0) —sin(0)
0 sin(0) cos(0)
cos(a) 0 sin(a)
0 1 0
—sin(ae) 0 cos(a)
cos(0) —sin(0) O]
Ryaw:[sin(O) cos(0) O

Rpitch =

Camera 2

x=rsin(—a)

y=rsin(0) cos(—a)

z=rcos(0) cos(—a)

0 0 1]
1 0 0 ]
Ryon = [0 cos(@) —sin(0)
0 sin(@) cos@) |
cos(—a) 0 sin(—a)
0 1 0
—sin(—a) 0 cos(—a)
cos(0) —-sin(0) 0
Ryaw = [sin(O) cos(0) 0]
0 0 1

Rpitch =

Camera 3

x=rsin(—a)

y=rsin(-0) cos(—a)

z=r cos(—0) cos(—a)

1 0 0
Rion = [0 cos(—0) —sin(-0)
0 sin(-0) cos(-0)
cos(—a) 0 sin(—a)
0 1 0
—sin(—a) 0 cos(—a)
cos(0) —sin(0) O
Ryaw[sin(O) cos(0) 0]

Rpitch =

0 0 1




APPENDIX B. NUMERICAL PARAMETERS

Table B.3: Rotation matrices and camera coordinates for numerical angle study of three cameras
located in an asymmetric triangle

CAMERA NO | CAMERA COORDINATES ROTATION MATRIX
1 0 0
x=rsin(a) Rion1 = [0 cos(0) —sin(0)
Camera 1 0 sin(0) cos(0)
cos(a) 0 sin(a)
y=0 Rpitch = 0 1 0
—sin(ae) 0 cos(a)
cos(0) —-sin(0) 0
z=rcos(a) Ryqw = |sin(0) cos(0) 0]
0 0 1
1 0 0
x=rsin(—a) Ryo11=10 cos(0a) -sin(0)
Camera 2 0 sin(0) cos(0)
cos(—a) 0 sin(—a)
y=0 Rpitch = 0 10
—sin(—a) 0 cos(—a)
cos(0) —sin(0) O]
z=rcos(—a) Ryqw=|sin(0) cos(0) 0
0 0 1]
1 0 0 ]
x=0 Ryo11=10 cos@) -—sin(@)
Camera 3 0 sin(@) cos@) |
cos(0) 0 sin(0)
y=rsin(0) Rpitch = 0 1 0
—sin(0) 0 cos(0)
cos(0) —sin(0) O
z=r cos(0) Ryqw = |sin(0) cos(0) 0
0 0 1
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APPENDIX B. NUMERICAL PARAMETERS

Table B.4: Rotation matrices and camera coordinates for numerical angle study of four cameras

located symmetrically

CAMERA NO

CAMERA COORDINATES

ROTATION MATRIX

Camera 1

x=r sin(a)

y=rsin(0) cos(a)

z=r cos(0) cos(a)

1 0 0
Ryon = [0 cos(0) —sin(@)]
0 sin@) cosO)
cos(a) 0 sin(a)
0 1 0
—sin(a) 0 cos(a)
cos(0) —sin(0) O]
Ryaw:[sin(O) cos(0) O
0 0 1)

Rpitch =

Camera 2

x=rsin(—a)

y=rsin(0) cos(—a)

z=rcos0) cos(—a)

1 0 0
Rion = [0 cos(@) -—sin(0)
0 sin(@) cos@) |
cos(—a) 0 sin(—a)
0 1 0
—sin(—a) 0 cos(—a)
cos(0) —sin(0) O
Ryqw = [sin(O) cos(0) 0‘
0 0 1

Rpitch =

Camera 3

x=rsin(a)

y=rsin(-0) cos(a)

z=r cos(—0) cos(a)

1 0 0
Ryon = [0 cos(—0) —sin(-0)
0 sin(-0) cos(-0)
cos(a) 0 sin(a)
0 1 0
—sin(a) 0 cos(a)
cos(0) —-sin(0) 0
Ryqw = [sin(O) cos(0) O]
0 0 1

Rpitch =

Camera 4

x=rsin(—a)

y=rsin0) cos(—a)

z=rcos@) cos(—a)

1 0 0
Ryon = [0 cos(—0) -—sin(-0)
0 sin(-0) cos(-0)
cos(—a) 0 sin(—a)
0 1 0
—sin(—a) 0 cos(—a)
cos(0) —-sin(0) 0
Ryaw:[sin(O) cos(0) 0]

Rpitch =

0 0 1
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APPENDIX B. NUMERICAL PARAMETERS

Table B.5: Rotation matrices and camera coordinates for numerical angle study of four cameras

located asymmetrically

CAMERA NO | CAMERA COORDINATES ROTATION MATRIX
1 0 0
x=rsin(a) Rion1 = [0 cos(0) —sin(0)
Camera 1 0 sin(0) cos(0)
cos(a) 0 sin(a)
y=0 Rpitch = 0 1 0
—sin(a) 0 cos(a)
cos(0) —-sin(0) 0
z=r cos(a) Ryaw = [sin(O) cos(0) 0]
0 0 1
1 0 0
x=rsin(—a) Rio11 = [0 cos(0) —sin(0)
Camera 2 0 sin(0) cos(0)
cos(—a) 0 sin(—a)
y=0 Rpitch = 0 1 0
—sin(—a) 0 cos(—a)
cos(0) —-sin(0) O]
z=rcos(—a) Ryqw = [sin(O) cos(0) O
0 0 1]
1 0 0 ]
x=r sin(a) Rion = [0 cos(@) -—sin(@)
Camera 3 0 sin(@) cos@) |
cos(a) 0 sin(a)
y=rsin(0) cos(a) Rpitch = 0 1 0
—sin(a) 0 cos(a)
cos(0) —sin(0) O]
z=r cos(0) cos(a) Ryaw = [sin(O) cos(0) O
0 0 1]
1 0 0 ]
x=rsin(-a) Rion = [0 cos(@) -—sin(0)
Camera 4 0 sin(@) cos@) |
cos(—a) 0 sin(—a)
y=rsin0) cos(—a) Rpitcn = 0 1 0
—sin(—a) 0 cos(—a)
cos(0) —-sin(0) 0
z=r cos(0) cos(—a) Ryaw = [sin(O) cos(0) 0]
0 0 1
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Appendix C
MATLAB and Labview scripts

MATLAB and Labview scripts used in the thesis are here provided.

C.1 MATLAB camera calibration code

Following matlab code used for camera calibration:

1 %$Camera calibration with a 2D obiject.

2 clear all; close all;

3 for i1 = numImages

4 imageName = sprintf ('left%d000001.tif"',1i);

5 imageNames{i} = fullfile('\imageFolder', imageName) ;
6 end

7 %General parameters:
8 squareSize = 25;%size of the checkerboard squares
9 %Extract calibration points and board size from the different images.
0w [iP, boardSize, imagesUsed] = detectCheckerboardPoints (imageNames) ;
$detect pattern and estimate u and v from image
11 imageNames = imageNames (imagesUsed) ;
12 %Generate known points corresponding to the calibration points in the world

13 %coordinate system.

14 WP = generateCheckerboardPoints (boardSize, squareSize);
15 calibrationPoints = size(iP,1); %how many points used for the calibration
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C.1. MATLAB CAMERA CALIBRATION CODE APPENDIX C. MATLAB AND LABVIEW SCRIPTS

16 [cameraParams, imagesUsed, estimationErrors] =

estimateCameraParameters (iP, wP,

17 'EstimateSkew', false, 'EstimateTangentialDistortion', false,
18 '"NumRadialDistortionCoefficients', 2, 'WorldUnits', 'mm');
19 R_transposed = cameraParams.RotationMatrices; %extract rotation

matrices from camera parameters
20 t = cameraParams.TranslationVectors; %extract translation vectors
21 A = cameraParams.IntrinsicMatrix; %$extract instrinsic parameters
22 numImages = size (imagesUsed,1);
23 [imagePoints, worldPoints, A, t, R, P] = fixParameters (iP, wP,

A,t,R_transposed, numImages, calibrationPoints);

Find parameters for all camera locations. Determine the lines of sight an calculate intersec-

tion point:

1 %% Determine the deviation from original point.

3 A = zeros(calibrationPoints, numImages);

4+ pointCoordinates2 = zeros(3,calibrationPoints, numImages);

5 AxX = zeros(calibrationPoints, numImages);

6 Ay = zeros(calibrationPoints, numImages) ;

7 az = zeros(calibrationPoints, numImages);

8 for 1 = l:numImages

9 for j = l:calibrationPoints

10 imagePoint_left2 = imagePoints_left(:, J,1); %pixel value of

point from left camera

11 imagePoint_right2 = imagePoints_right(:,j,1); %pixel value of
point from right camera

12 imagePoint_middle2 = imagePoints_middle(:, j,1i); S%pixel value of
point from middle camera

13 [worldPosition_left2, C_left2] = calculatelLinesOfsight (A_left,
R_left(:,:,1), t_left(:,1), imagePoint_left2);

14 [worldPosition_right2, C_right2] =
calculatelLinesOfsight (A_right, R_right(:,:,1), t_right(:,1i),

imagePoint_right2);




APPENDIX C. MATLAB AND LABVIEW SCRIPTS C.2. MATLAB NUMERICAL ANALYSIS CODE

15 [worldPosition_middle2, C_middle2] =
calculatelLinesOfsight (A_middle, R_middle(:,:,1),
t_middle(:,1), imagePoint_middle2);

16 pointCoordinates2(:, j,1) =
detectIntersectionPoint (worldPosition_left2,

worldPosition_right2, worldPosition_middle2);

17 ax(j,1) = (wP(3j,1l) — pointCoordinates2(1l,j,1));

18 Ay (j,1) = (wP(j,2) — pointCoordinates2(2,j,1));

19 Az (j,1) = (0 — pointCoordinates2(3,7j,1));

20 Aa(j,1) = norm([wP(]j,:)';0] — pointCoordinates2(:,3j,1));
21 end

22 end

C.2 MATLAB numerical analysis code

Code used in numerical angle analysis

1 close all; clear all;

2 S$Monte carlo of angle study

3 t2 = [15 30 45 601];

4 a = [10 15 20 25 30 35 40 45 50 55 607];

6 for 1 = l:length(t2)

7 for h = 1l:1length(a)
8 alphal = a(h);
9 thetal = t2(1);

1 for k = 1:1000

12 Numerical_angle3cam
13 end

14 end

15 end

17 $This function/script conducts a numerical study of diffetent angles




C.2. MATLAB NUMERICAL ANALYSIS CODE APPENDIX C. MATLAB AND LABVIEW SCRIPTS

18 %between cameras on a traverse. It needs a camera matix, as the intrinsic

19 $parameters of a camera, and then the extrinsic parameters, as the rotation
20 %$and camera position, are varied to simulate cameras at different angles.

21

2 A = [5386, 0, 494.6; 0, 5381, 444.5; 0, 0, 11;

23

24 %Generate checkerboard world points as reference points

25 row = [0 25 50 75 100 125];

26 row2 = [0 25 50 75 100 125 150];

27 for 1 = 1:7

28 worldPoints (((i—=1)*6+1) :((i-1)*6+6),1) = row2(i);
29 worldPoints (((i—1)*6+1):((i-1)*6+6),2) = row';

30 end

31

32 numberOfCameras = 4;

33

34 %$Need to define radius and angles to get camera position:

35 r = —1000; %1000mm from object, all cameras

36 alpha = alphal; %45;

37 theta = thetal;

38

39 %convert to radians

90 alpha_rad = alphax (pi/180);

a1 theta = thetax (pi/180);

42

43 %$Define rotation matrices for cameras, must be changed for each camera
setup:

14 R = zeros (3,3, numberOfCameras) ;

15 C = zeros (3,numberOfCameras);
46
47 Spitch = y—axis, roll = x—axis, yaw = z—-axis

48 %Tcam 1:
9 R_rolll = [1, 0, 0; 0, cos(theta), —sin(theta); 0, sin(theta), cos(theta)];
50 R_pitchl = [cos(alpha_rad), 0, sin(alpha_rad); 0, 1, O;
—sin (alpha_rad), 0, cos(alpha_rad)];
51 R_yawl = [cos(0), -sin(0), 0O0; sin(0), cos(0), 0; 0, O, 11;
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APPENDIX C. MATLAB AND LABVIEW SCRIPTS C.2. MATLAB NUMERICAL ANALYSIS CODE

52 R(:,:,1) = R_yawlxR_pitchl«R_rolll;

53

54 scam 2:

s55. R_roll2 = [1, 0, 0; 0, cos(theta), —sin(theta); 0, sin(theta), cos(theta)];

56 R_pitch2 = [cos(—alpha_rad), 0, sin(—alpha_rad); 0, 1, 0;
—-sin(—alpha_rad), 0, cos(—alpha_rad)];

57 R_yaw2 = [cos(0), —-sin(0), O0; sin(0), cos(0), 0; 0, 0O, 171;

s8 R(:,:,2) = R_yaw2+xR_pitch2«R_roll2;

59

60 sCam 3:

66 R_roll3d = [1, 0, 0; 0, cos(—theta), —sin(—theta); 0, sin(—theta),
cos (—theta) ];

62 R_pitch3 = [cos(alpha_rad), 0, sin(alpha_rad); 0, 1, O;
—sin(alpha_rad), 0, cos(alpha_rad)];

63 R_yaw3 = [cos(0), —-sin(0), 0; sin(0), cos(0), 0; O, 0, 11;

6 R(:,:,3) = R_yaw3*R_pitch3*R_roll3;

65

66 wscam 4:

67 R_rolld = [1, 0, 0; 0, cos(—theta), —sin(—theta); 0, sin(—theta),
cos (—theta) ];

68 R_pitch4 = [cos(—-alpha_rad), 0, sin(—-alpha_rad); 0, 1, O0;
—sin(—alpha_rad), 0, cos(—alpha_rad)];

6 R_yaw4 = [cos(0), —sin(0), 0O0; sin(0), cos(0), 0; 0, 0, 171;

0 R(:,:,4) = R_yaw4d*R_pitch4*R_roll4;

71

72 $camera position must be changed for each setup

73 %camera 1:

7 x(1) = r+«sin(alpha_rad);
75 y (1) = rxsin(theta) *cos(alpha_rad);
7% z(1l) = r*cos(theta)xcos(alpha_rad);

77
78 %camera 2:

79 X(2) = r+sin(—alpha_rad);

80 Yy (2) r*sin(theta) xrcos (—alpha_rad);

81 z(2)

rxcos (theta) xcos (—alpha_rad);

82

xiii




C.3. MATLAB POINT TRACKING CODE APPENDIX C. MATLAB AND LABVIEW SCRIPTS

83 %Scamera 3:
84 x(3) = r*sin(alpha_rad);

85 v (3)

rxsin(—theta) xcos (alpha_rad) ;
86 z(3) = r*cos(—theta)*cos(alpha_rad);
87

88 %camera 3 for 4 cameras:

89 xX(4) = r*sin(—alpha_rad);

90 y(4) = r*sin(—theta)xcos(—alpha_rad);
91 z(4) = r*cos(—theta)*cos(—alpha_rad);
92

s C = [x(1,:); y(1,:); z(1,:)1;

94

95 for 1 = l:numberOfCameras

96 $Translation vector

97 t(:,1) = =R(:,:,1)*C(:,1);

98 %$Projection matrix

99 P(:,:,1) = Ax[R(:,:,1) t(:,1)];
100 end

C.3 MATLAB point tracking code

Code for tracking after loading images and calibrating cameras:

1 %$Detect circle in image

2 %$Need to find approximate circle radius to make the detection faster
3 figure (1)

4 imshow (imagesl{1l})

5 d = imdistline;

6 %$Measure the radius of the point in image (in pixels)

7 %$delete(d);

s min_radius 'What is the minimum radius?';

9 max_radius = 'What is the maximum radius?';
1 startl = 'Give coordinates of startpoint 1:';
n rl = input (min_radius); %set minimum radii

Xiv




APPENDIX C. MATLAB AND LABVIEW SCRIPTS C.3. MATLAB POINT TRACKING CODE

12 r2 = input (max_radius); %set maximum radii
13 startPointl = input (startl);

1u figure (2)

15 imshow (images2{1})

16 start2 = 'Give coordinates of startpoin 2:';
17 startPoint2 = input (start2);

18 $Detect circles:

19 Centersl = zeros(nf,2);

20 Centers2 = zeros(nf,2);

21 Radiusl = zeros(nf,1);

22 Radius2 = zeros(nf,1l);

23 for i = 1l:nf

24 [centerl, radiil] = imfindcircles(imagesl{i}, [rl

r2], 'ObjectPolarity', 'dark', ...
25 'Sensitivity',0.86, 'Method', 'twostage');
26 [center2, radii2] = imfindcircles (images2{i}, [rl

r2], 'ObjectPolarity', 'dark’', ...

27 'Sensitivity',0.87, 'Method', 'twostage');

28 for 7 = l:size(centerl, 1)

29 if (norm(centerl(j,:) — startPointl) < 8 && centerl(j,1)z 0)
30 Centersl(i,:) = centerl(j,:);

31 Radiusl (i) = radiil(j);

32 startPointl = Centersl (i, :);

33 end

34 end

35 for k = l:size(center2,1)

36 if (norm(center2(k,:) — startPoint2) < 8 && center2(k,l) =
37 Centers2 (i, :) = center2(k, :);

38 Radius2 (i) = radiiz (k);

39 startPoint2 = Centers2 (i, :);

0 end

41 end

2 end




C.4. LABVIEW SCRIPT STEP MOTOR APPENDIX C. MATLAB AND LABVIEW SCRIPTS

C.4 Labview script step motor

Controlling the stepper motors to be used for rotating the shafts in the water tank, is done
through Labview. A PCI-6602 device from National Instruments is used to send square signals
to the stepper motor controller. The PCI-6602 device has 8 up/down, 32-bit counters and 32
digital I/0 lines.

The labview code starts and accelerate the motor, make it run on constant speed for a given
time period, and then decelerate it before it stops. These different sequences are devided into

different case structures. The block diagram of the code is provided below.
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Appendix D
Risk assessment

Most relevant information from the conducted risk assessment are here provided.
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