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Figure 3.5 iPOND from cells pulsed with EdU (30 min) together with different concentrations 

of MMS (0-4 mM). In addition, one sample was not EdU-labeled (neg) and one sample was 

followed by a thymidine-chase (45 min) after the pulse (30 min) (P+C). A) Pull-down of 

PCNA and hABH2. B) Quantification of the bond intensities in A).  
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3.2 NER Proteins Travel with Active Replication Forks 

XPA has recently been found to co-localize and interact with PCNA in replication foci, 

implying a connection between the replication machinery and NER (Gilljam et al., 

2012, submitted). It was therefore of interest to further study how close XPA is to the 

replication fork by performing iPOND with different times of EdU-pulse (0-15 min). 

One additional sample was followed by a thymidine-chase (30 min) after the pulse 

(15 min). The results are shown in Figure 3.6. PCNA is here a positive control for 

replisome proteins. XPA and XPF could be detected in capture samples after only 

five minutes, as shown in Figure 3.6. Slightly increased protein detection was 

observed after 10 minutes, followed by a slight decrease after 15 minutes.  

 
Figure 3.6 iPOND from cells pulsed with EdU (0-15 min). One additional sample was 

followed by a thymidine-chase (30 min) after the pulse (15 min) A) Pull-down of XPF, XPA 

and PCNA. PCNA bonds are the same as shown in Figure 3.4. B) Quantification of bond 

intensities in A). P=pulse, C=chase. 
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The detection of both XPA and XPF were in agreement with what was observed for 

the positive PCNA control, with higher pull-down in pulse samples than in the chase 

sample, which has been reproduced in other experiments. Consequently, the results 

indicate that XPA, XPF and probably other NER proteins are in the proximity of the 

replication fork in the absence of DNA damage.  

 

3.3 iPOND Detects Epigenetic and Chromatin Remodeling Factors  

hSNF5, as part of the SWI/SNF complex, and UHRF1 have both been reported to 

interact with PCNA and be involved during DNA replication (Cedar and Bergman, 

2009, Euskirchen et al., 2011). Histones are modified to regulate the chromatin 

structure (Bannister and Kouzarides, 2011). H3K9me3 and H4K16ac are examples of 

such modified histones. Pulse-chase experiments were therefore performed to verify 

the presence of these proteins on nascent DNA with one sample pulsed with EdU 

and one sample thymidine-chased after the pulse. One additional sample was not 

EdU-labeled (negative control). Both UHRF1 and hSNF5 were confirmed to be 

replisome proteins by iPOND, as they were more concentrated in pulse than chase 

samples, as shown in Figure 3.7A. On the other hand, H3K9me3 and H4K16ac were 

detected as chromatin-bound proteins as they were more concentrated in chase than 

pulse samples, as shown in Figure 3.7B. PCNA is here a positive control for 

replisome proteins. 

 

Figure 3.7 A) Capture of UHRF1, hSNF5 and PCNA from cells EdU-pulsed (15 min) or 

thymidine-chased (30 min) after the pulse (15 min). One additional sample was not EdU-

labeled (neg). B) Capture of H3K9me3, H4K16ac and PCNA from cells EdU-pulsed (30 min) 

or thymidine-chased (45 min) after the pulse (30 min). One additional sample was not EdU-

labeled (neg).  



41 
 

3.4 APIM-Expression Affects the Capture of Several APIM-

Containing Proteins 

APIM has been found in several DNA repair proteins and chromatin remodeling 

factors. It was therefore of interest to examine if iPOND could detect a perturbed 

protein presence on nascent DNA when overexpressing APIM, both of APIM-

containing proteins and of histones modified by such proteins. It has been speculated 

that APIM-containing proteins bind more strongly to PCNA with PTMs caused by 

cellular stress. Therefore, it was also of interest to evaluate whether a potential effect 

of overexpressed APIM was more pronounced after DNA damage. Both cells that did 

and did not express APIM were EdU-pulsed (30 min) together with MMS (0-1 mM). In 

addition, one sample was not EdU-labeled (negative control) and one sample was 

followed by a thymidine-chase (45 min) after the pulse (30 min).  

 

3.4.1 APIM Affects the Binding of XPA to Newly Synthesized DNA 

Mutated APIM in XPA has recently been found to result in reduced NER efficiency 

and cell survival (Gilljam et al., 2012, submitted). Therefore, it was particularly 

interesting to examine whether overexpression of APIM could affect the binding of 

XPA to nascent DNA. Pull-down of XPA was slightly reduced in APIM-expressing 

cells treated with MMS compared to cells not expressing APIM, while no such 

reduction could be observed in untreated cells, as shown in Figure 3.8. However, a 

slightly decreased pull-down in untreated APIM-expressing cells has been observed 

previously (data not shown).   XPF, which does not contain APIM, is here a negative 

control and was not pulled down in reduced amount in APIM-expressing cells. 
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Figure 3.8 iPOND from cells labeled with EdU (30 min) and MMS (0-1mM). In addition, one 

sample was not EdU-labeled (neg) and one sample was followed by a chase in thymidine-

containing medium (45 min) (P+C). A) Pull-down of XPF, XPA and PCNA. PCNA bonds are 

the same as partly shown in Figure 3.7B. B) Quantification of bond intensities in A). Blue 

bars: Cells not expressing APIM (control). Red bars: Cells expressing APIM. 
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3.4.2 APIM Reduces hABH2 Binding to Nascent DNA  

APIM has been functionally verified in hABH2 as a PCNA-interacting motif. 

Furthermore, overexpressed APIM has been found to make cells more sensitive 

towards DNA alkylation damage and to result in slower repair of 1meA generated by 

MMS (Gilljam et al., 2009). For these reasons, the effect of overexpressed APIM on 

binding of hABH2 to nascent DNA was explored. As shown in Figure 3.9, less hABH2 

could be detected in all capture samples from APIM-expressing cells compared to 

cells not expressing APIM. PCNA was used as a positive control for replisome 

proteins, but did also show a reduced pull-down in APIM-expressing cells treated with 

1 mM MMS.  

 

Figure 3.9 iPOND from cells labeled with EdU (30 min) and MMS (0-1mM). In addition, one 
sample was not EdU-labeled (neg) and one sample was followed by a chase in thymidine-

containing medium (45 min) (P+C). A) Pull-down of hABH2 and PCNA. PCNA bonds are the 
same as shown in Figure 3.8. B) Quantification of bond intensities in A). Blue bars: Cells not 

expressing APIM (control). Red bars: Cells expressing APIM. 
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3.4.3 APIM Affects Chromatin Remodeling and Epigenetics  

APIM has been found in UHRF1, hSNF5, EHMT1 and MRG15, but not functionally 

verified. EHMT1 is involved in both di- and trimethylation of H3K9 (Chen et al., 2010) 

and MRG15 is suggested to participate in the acetylation of H4K16 ((Wu et al., 2011).  

Therefore, it was of interest to investigate whether overexpressed APIM could affect 

the presence of the chromatin remodeling factors UHRF1 and hSNF5 and the 

modified histones H3K9me3 and H4K16ac on nascent DNA. The results from 

overexpressing APIM are shown in Figure 3.10. UHRF1 was pulled down in 

approximately equal amounts from both cells expressing and not expressing APIM. 

On the other hand, reduced amount of hSNF5 binding to nascent DNA in APIM-

expressing cells was seen, and has also been observed in another experiment. The 

reduction was more pronounced in cells treated with MMS. The presence of both 

H3K9me3 and H4K16ac on newly replicated DNA seemed to be slightly reduced by 

the expression of APIM in MMS-treated cells. 
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Figure 3.10 iPOND from cells labeled with EdU (30 min) and MMS (0-1mM). In addition, one 

sample was not EdU-labeled (neg) and one sample was followed by a chase in thymidine-

containing medium (45 min) (P+C). A) Pull-down of UHRF1, hSNF5, H3K9me3, H4K16ac 

and PCNA. PCNA bonds are the same as shown in Figure 3.8. The bonds of H3K9me3 and 

H4K16ac are also partly shown in Figure 3.7B. B) Quantification of bond intensities in A). 

Blue bars: Cells not expressing APIM (control). Red bars: Cells expressing APIM. 
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4 Discussion 

4.1 Optimization of iPOND 

The pilot study for APIM-expression implied that a tetracycline concentration of 0.03 

µg/mL was toxic to the cells. A decline in cell proliferation with increasing tetracycline 

concentrations was therefore expected. However, tetracycline did not show a 

pronounced toxicity at the concentrations tested when added the day after passaging 

the cells. The Flp-INTM T-RexTM-293 APIM-YFP cells probably need more than four 

hours to attach properly, and the cells could be stressed right after attachment. 

Tetracycline might be more toxic to stressed cells, explaining the lower proliferation 

rate observed in the pilot study. Consequently, the cells should be split one day prior 

to tetracycline addition. 

A cell confluence of 3x107 cells/dish gave the best iPOND results. Higher confluence 

seemed to result in lower EdU-incorporation, probably due to less replication. The 

cell proliferation of Flp-INTM T-RexTM-293 APIM-YFP cells appears to be reduced 

when the cells are more confluent. Furthermore, 2x108 cells per sample were needed 

to detect signals of proteins with low abundance close to replication forks. High 

background signal could be caused by unspecific protein binding to the streptavidin 

beads. Therefore, the concentration of beads were adjusted to 100 µL bead slurry 

per 2x108 cells and the number of washing steps prior to elution of proteins were 

increased with two more steps compared to the original protocol. In addition, the time 

of elution was increased with 5 minutes to ensure complete crosslink reversal, as 

formaldehyde crosslinking may interfere with epitope detection (Sirbu et al., 2012).  

It was concluded that MMS concentrations of 0.5-1 mM introduce DNA damage 

without stalling the replication machinery excessively. Higher doses of MMS would 

probably give a more distinct difference when evaluating pull-down of DNA repair 

proteins before and after damage, but it would be at the sacrifice of slower replication 

rate. 
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4.2 Variations in Pull-Down of Proteins 

The results in chapter 3.2 showed variations in pull-down of both XPA and XPF 

among the pulse samples. More of the protein captures could be detected after 10 

and 15 minutes than after 5 minutes of EdU-incorporation, and less was detected 

after 15 minutes than after 10 minutes. An explanation for the variations in protein 

detection could be uneven loading of the sample material. Unfortunately, there is no 

appropriate loading control to standardize the results. Another explanation for the 

observed trend is presented by the model in Figure 4.1.  

 

Figure 4.1 Model for various detection of replisome proteins (blue). 1) Short time of EdU-

pulse might not be sufficient for all replisome proteins to be crosslinked to the labeled DNA, 

while longer time of EdU-incorporation can detect proteins further from the replication fork. 2) 

After cell lysis and sonication, the size of DNA fragments should be independent on length of 

EdU-pulse, but longer pulses will yield higher amount of labeled DNA fragments. For 

replisome proteins, long labeling times could give high amount of EdU-labeled fragments 

without cross-linked replisome proteins. 3) EdU-labeled fragments are pulled down by 

streptavidin-beads. If the capacity of the beads is exceeded, lower protein detection could be 

the result. 
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iPOND resolution is dependent on length of EdU-pulse, rate of DNA synthesis and 

size of DNA fragments after sonication (Sirbu et al., 2011). Higher protein detection 

with increasing length of EdU-pulse suggests that more proteins can be found further 

from the replication fork, when assuming equal replication rate and size of fragments 

in all samples.  The capacity of the streptavidin beads is not known.  Long pulses 

with EdU might give high concentration of DNA fragments without crosslinked 

proteins of interest, if these proteins are close to the replication fork. Thus, if the 

beads do not have capacity to bind all fragments, a decrease in protein detection 

could be the result. However, pull-down of PCNA from the same experiment did not 

decrease with increasing length of EdU-pulse, suggesting that unevenly loading of 

the sample material is the most plausible explanation. 

 

4.3 Post-Replicative Repair by NER and hABH2 

The findings of XPA and XPF in close proximity to the replication fork suggest that 

NER is associated with the replisome performing post-replicative repair. The results 

support the model suggested by (Gilljam et al., 2012, submitted) as presented in 

Figure 4.2. The model hypothesizes that NER in S-phase tightly follows damage 

bypass by TLS polymerases. Pol η has the ability to replicate past UV-induced CPDs 

with high fidelity, and 6-4 PPs has been reported to be bypassed by Pol ζ or Rev1 

(Lehmann, 2006). Thus, damage recognized by NER is often bypassed and needs to 

be repaired after replication. An association between NER and the replication 

machinery is somewhat controversial, as NER is one of the most well-documented 

repair pathways and no one has previously reported a link to replication. However, it 

is reasonable for NER to repair bypassed DNA lesions subsequent to replication as 

the chromatin is in an uncondensed state; hence the NER proteins have access to 

the damage site.  
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Figure 4.2 Model presenting the role of NER in S-phase, where it tightly follows damage 

bypass by TLS polymerases (Gilljam et al., 2012, submitted). 

 

hABH2’s presence close to the replication fork was verified by iPOND. Its binding to 

nascent DNA suggests that hABH2 has, at least partly, a function in post-replicative 

repair. Thus, the model presented for NER proteins probably also applies for hABH2. 

hABH2 is known to repair 1meA and 3meC lesions caused by alkylating agents, but 

works most effectively on 1meA (Nieminuszczy and Grzesiuk, 2007).  Methyl lesions 

have been reported to be bypassed by TLS polymerases, at least in E.coli. Bypass of 

1meA has been shown to result in low mutagenicity, as the correct nucleotide (T) is 

inserted above 99% of the lesions (Falnes et al., 2007). This supports that hABH2 

might remove alkylation damage after they are bypassed. hABH2 preferentially work 

on  double stranded DNA, and can remove alkylation lesions directly without 

excision, hence does not cause breaks in the DNA. Therefore, it is also possible for 

hABH2 to function in pre-replicative repair, as its action in front of the replication fork 

would not pose a potential threat for replication forks collapse.  
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4.4 Effects of APIM Expression 

The binding of UHRF1 to nascent DNA did not seem to be reduced by overexpressed 

APIM, suggesting that APIM in UHRF1 is not responsible for its PCNA-interaction. 

However, DNMT1 can interact directly with both PCNA and UHRF1. If APIM is a 

functional PCNA-interacting motif in UHRF1, overexpressed APIM might block its 

binding site on PCNA and lead to binding of UHRF1 to DNMT1 instead. Hence, even 

if overexpressed APIM disturbs the direct interaction between UHRF1 and PCNA, 

UHRF1 still travels with active replication forks, as illustrated in Figure 4.3. This could 

be another possible explanation for why overexpression of APIM did not reduce pull-

down of UHRF1. 

 

 

Figure 4.3 Model proposing how overexpression of APIM could affect binding of UHRF1 to 

PCNA. A) In normal cells, UHRF1 (purple) might bind to PCNA (blue) through its APIM motif 

(orange). B) In cells where APIM is overexpressed, APIM may block the binding site of 

UHRF1 on PCNA and lead to UHRF1 binding to DNMT (grey) instead. 

 

Reduced capture of XPA, hABH2, hSNF5, H3K9me3 and H4K16ac was observed in 

APIM-expressing cells. In general, the reduced level of proteins present on nascent 

DNA when overexpressing APIM was slightly more pronounced in cells treated with 

MMS.  As PCNA is believed to be modified after DNA damage (Ulrich, 2009), these 

results support the hypothesis that APIM-containing proteins bind more strongly to 

PCNA with PTMs. The reason for reduced pull-down of proteins from APIM-

expressing cells is probably that overexpressed APIM blocks the binding site on 

PCNA, leading to impaired interaction between PCNA and proteins that bind to 

PCNA through their APIM motif. This leads to reduced presence of APIM-containing 
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proteins or proteins modified by APIM-containing proteins at newly synthesized DNA.  

However, reduced capture of PCNA was also observed in APIM-expressing cells 

treated with 1 mM MMS, suggesting that DNA damage together with overexpressed 

APIM cause more replication arrest. This could explain why a reduced capture of 

XPA, hABH2, hSNF5, H3K9me3 and H4K16ac was observed in this sample. 

Nevertheless, capture of UHRF1 and XPF did not show reduced signal in MMS-

treated APIM-expressing cells compared to cells not expressing APIM. Furthermore, 

XPF, which do not have APIM, was pulled down in slightly increased amount in APIM 

expressing cells, and thus appeared to have an opposite trend compared to APIM-

containing proteins that showed reduced pull-downs. For these reasons, the results 

support that overexpression of APIM perturbs the binding of APIM-containing 

proteins to nascent DNA and interfere with the function of APIM-containing protein 

complexes responsible for certain histone modifications. It should, however, be 

emphasized that the results need to be reproduced before they can be given too 

much value.  

Inhibition of central DNA repair proteins may lead to increased efficiency of 

chemotherapeutic agents. XPA does not appear to have any functions outside NER, 

as the rest of the NER proteins do (Köberle et al., 2006), and may thus be a target for 

inhibition of the NER pathway in cancer therapy. Reduced binding of XPA and 

hABH2 to DNA by overexpression of APIM supports the findings that APIM leads to 

decreased NER efficiency (Gilljam et al., 2012, submitted) and decreased efficiency 

of hABH2 in removal of 1meA (Gilljam et al., 2009) and can partly explain the 

potential of APIM in cancer therapy. 

Interestingly, a connection between NER and hSNF5 has been identified. hSNF5 has 

been found to co-localize with XPC and to contribute to increased access of NER 

proteins at the site of damage (Ray et al., 2009). MRG15, which contain APIM, is 

suggested to participate in the acetylation of H4K16 (Wu et al., 2011) that leads to 

unfolding of the chromatin (Luijsterburg and Van Attikum, 2011). Both reduced 

presence of hSNF5 and H4K16ac on nascent DNA by overexpression of APIM can 

thus result in more compact chromatin. Furthermore, this could inhibit DNA repair 

proteins to gain access to the damage site, and thus promote apoptosis of damaged 

cells. On the other hand, overexpressed APIM also seemed to reduce the capture of 

H3K9me3. H3K9me3 condenses chromatin, hence reduced amount of this 
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modification possible leads to a more open chromatin landscape and better access 

for DNA repair proteins. SUV39H1, that catalyzes trimethylation of H3K9, has been 

found in a p53-MDM2-SUV39H1/EHMT1 complex that inhibits the activity of p53, 

where EHMT1 I this complex contains APIM. p53 cause cell arrest or apoptosis upon 

DNA damage (Chen et al., 2010). If the reduced amount of H3K9me3 found on 

nascent DNA is caused by overexpressed APIM interfering with the function of the 

p53-MDM2-SUV39H1/EHMT1 complex, increased apoptosis could be the result. 

Overexpressed APIM could also possibly interfere with the function of the APIM-

containing SENP2. SENP2 stimulates MDM2 to degrade p53, thus reduced function 

of SENP2 could also lead to increased apoptosis, and partly explain the potential use 

of APIM in cancer therapy.  

Although many APIM-containing proteins have defined roles in histone modifications, 

it is difficult to point out the exact reasons why overexpressed APIM affects the 

histone modifications. The field of epigenetics and histone modifications is relatively 

new and still remains to be totally resolved. However in this context, the observation 

that APIM-expression effects histone modifications is of importance.  
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4.5 Future Work 

First and foremost, the observations of reduced protein presence on nascent DNA 

when overexpressing APIM are subtle; hence they need to be reproduced before 

they can be given too much value. Furthermore, it could be interesting to probe for 

other proteins with APIM and for other histones that are modified by APIM-containing 

proteins to examine whether their presence on newly synthesized DNA are reduced 

when APIM is overexpressed. Antibodies for other APIM-containing proteins than 

those presented in this thesis have been tested, but their protein targets were not 

detected neither in input nor capture. Thus, it is a challenge to find antibodies that are 

sensitive enough for the detection of low abundant proteins. Moreover, it could be 

interesting to perform iPOND in combination with another form of DNA damage that 

is more relevant for epigenetics. Most of what is reported regarding epigenetics and 

response to DNA damage is after introducing DSBs. Bleomycin is one DNA 

damaging agent that introduces DSBs. An iPOND experiment could be performed 

with an EdU-pulse followed by a long thymidine-chase and subsequently a 

bleomycin-chase to investigate epigenetics and evaluate the effects of 

overexpressed APIM outside replication. Reduced pull-down of hSNF5, H3K9me3 

and H4K16ac in APIM-expressing cells, suggest that APIM might be a functional 

motif in hSNF5, EHMT1 and MRG15. Therefore, experiments to confirm whether 

APIM actually is a functional PCNA interacting motif in these proteins should be 

determined.  
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5 Conclusion 

During optimization of iPOND it was found that 3x107 cells/dish gives optimal EdU-

incorporation in Flp-INTM T-RexTM-293 APIM-YFP cells. Furthermore, it was found 

that 2x108 cells/sample is necessary to detect proteins with low abundance close to 

replication forks. To avoid reduced proliferation rate, the cells must be passaged the 

day before adding tetracycline at a concentration of 0.02 µg/mL to induce and sustain 

APIM-expression. Finally, it was found that 0.5-1 mM MMS are the most appropriate 

concentrations to introduce DNA damage without excessive stalling of the replication 

machinery.   

NER proteins and hABH2, performing direct repair, were found in close proximity to 

active replication forks, suggesting that they have a function in post-replicative repair. 

iPOND also verified the chromatin remodeling factors UHRF1 and hSNF5 as 

replisome proteins and the modified histones H3K9me3 and H4K16ac as chromatin-

bound proteins.  

XPA, hABH2, hSNF5, H3K9me3 and H4K16ac were all pulled down in slightly 

reduced amounts in APIM-expressing cells treated with MMS compared to cells not 

expressing APIM. The reason for the reduced pull-down is probably that 

overexpressed APIM blocks the binding site on PCNA where PCNA-interacting 

proteins bind through their APIM motif. This leads to reduced presence of APIM-

containing proteins or proteins modified by APIM-containing proteins at newly 

synthesized DNA.  In conclusion, overexpressed APIM seems to perturb the binding 

of APIM-containing proteins involved in DNA repair and chromatin remodeling to 

nascent DNA, in addition to interfere with the function of APIM-containing protein 

complexes responsible for certain histone modifications. Thus, APIM seems to affect 

several cell processes, partly explaining its potential use in cancer therapy.  
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Appendix – Quantification of bonds after Western blotting 

To quantify the bond intensities after Western blotting, the manual ROI tools in the 

KODAK MI software were used. The bonds were marked and the mean intensities of 

the marked areas were calculated by the software program.  

The data of mean intensities are shown in Table A.1-A.3. The same table number 

indicates that the data are from the same experiment. The quantifications are 

presented in chapter 3. 

            Table A.1.1 Mean intensity of PCNA bonds from capture samples. 

PCNA Mean Intensity 

Negative                         178  

Pulse (30 min)                     3 144  

Pulse (30 min)+MMS (0.5 mM)                     4 036  

Pulse (30 min)+MMS (1 mM)                     2 412  

Pulse (30 min)+MMS (2 mM)                     1 363  

Pulse (30 min)+MMS (3 mM)                     1 508  

Pulse (30 min)+MMS (4 mM)                     1 381  

Pulse (30 min)+Chase (45 min)                         409  

 

                     Table A.1.2 Mean intensity of hABH2 bonds from capture samples. 

hABH2 Mean Intensity 

Negative                         453  

Pulse (30 min)                         619  

Pulse (30 min)+MMS (0.5 mM)                         702  

Pulse (30 min)+MMS (1 mM)                         705  

Pulse (30 min)+MMS (2 mM)                         698  

Pulse (30 min)+MMS (3 mM)                         684  

Pulse (30 min)+MMS (4 mM)                         592  

Pulse (30 min)+Chase (45 min)                         543  

 
 

         Table A.2.1 Mean intensity of XPF bonds from capture samples. 

XPF Mean Intensity 

Negative 194 

Pulse (5 min) 390 

Pulse (10 min) 480 

Pulse (15 min) 434 

Pulse (15 min)+Chase (30 min)  262 

 

 

 



59 
 

         Table A.2.2 Mean intensity of XPA bonds from capture samples. 

XPA Mean Intensity 

Negative 1 100 

Pulse (5 min) 1 865 

Pulse (10 min) 2 105 

Pulse (15 min) 2 011 

Pulse (15 min)+Chase (30 min)  1 279 

 

         Table A.2.3 Mean intensity of PCNA bonds from capture samples. 

PCNA Mean Intensity 

Negative                        482  

Pulse (5 min)                     7 608  

Pulse (10 min)                     7 567  

Pulse (15 min)                     8 050  

Pulse (15 min)+Chase (30 min)                      2 489  

 

         Table A.2.4 Mean intensity of H3 bonds from capture samples. 

H3 Mean Intensity 

Negative                     1 240  

Pulse (5 min)                     7 345  

Pulse (10 min)                   10 558  

Pulse (15 min)                   12 372  

Pulse (15 min)+Chase (30 min)                    13 649  

 
              

          Table A.3.1 Mean intensity of XPF bonds from capture samples. 

XPF Mean Intensity 

Negative                         246  

Pulse (30 min)                         581  

Pulse (30 min)+MMS (0.5 mM)                         562  

Pulse (30 min)+MMS (1 mM)                         454  

Pulse (30 min)+APIM                         602  

Pulse (30 min)+MMS (0.5 mM)+APIM                         567  

Pulse (30 min)+MMS (1 mM)+APIM                         473  

Pulse (30 min)+Chase (45 min)                         378  

 

                      Table A.3.2 Mean intensity of UHRF1 bonds from capture samples. 

UHRF1 Mean Intensity 

Negative                         171  

Pulse (30 min)                         383  

Pulse (30 min)+MMS (0.5 mM)                         401  

Pulse (30 min)+MMS (1 mM)                         326  

Pulse (30 min)+APIM                         447  

Pulse (30 min)+MMS (0.5 mM)+APIM                         394  

Pulse (30 min)+MMS (1 mM)+APIM                         350  

Pulse (30 min)+Chase (45 min)                         313  
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         Table A.3.3 Mean intensity of hSNF5 bonds from capture samples. 

hSNF5 Mean Intensity 

Negative                         331  

Pulse (30 min)                     1 262  

Pulse (30 min)+MMS (0.5 mM)                     1 331  

Pulse (30 min)+MMS (1 mM)                     1 107  

Pulse (30 min)+APIM                         966  

Pulse (30 min)+MMS (0.5 mM)+APIM                         696  

Pulse (30 min)+MMS (1 mM)+APIM                         357  

Pulse (30 min)+Chase (45 min)                         306  

 

                     Table A.3.4 Mean intensity of XPA bonds from capture samples. 

XPA Mean Intensity 

Negative                         413  

Pulse (30 min)                         986  

Pulse (30 min)+MMS (0.5 mM)                     1 211  

Pulse (30 min)+MMS (1 mM)                     1 139  

Pulse (30 min)+APIM                     1 103  

Pulse (30 min)+MMS (0.5 mM)+APIM                     1 086  

Pulse (30 min)+MMS (1 mM)+APIM                         770  

Pulse (30 min)+Chase (45 min)                         401  

 

                     Table A.3.5 Mean intensity of hABH2 bonds from capture samples. 

hABH2 Mean Intensity 

Negative                         129  

Pulse (30 min)                         212  

Pulse (30 min)+MMS (0.5 mM)                         218  

Pulse (30 min)+MMS (1 mM)                         207  

Pulse (30 min)+APIM                         173  

Pulse (30 min)+MMS (0.5 mM)+APIM                         169  

Pulse (30 min)+MMS (1 mM)+APIM                         167  

Pulse (30 min)+Chase (45 min)                         132  

 

                     Table A.3.6 Mean intensity of PCNA bonds from capture samples. 

PCNA Mean Intensity 

Negative                         249  

Pulse (30 min)                     6 775  

Pulse (30 min)+MMS (0.5 mM)                     6 770  

Pulse (30 min)+MMS (1 mM)                     8 539  

Pulse (30 min)+APIM                     7 625  

Pulse (30 min)+MMS (0.5 mM)+APIM                     6 397  

Pulse (30 min)+MMS (1 mM)+APIM                     5 542  

Pulse (30 min)+Chase (45 min)                         678  
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                   Table A.3.7 Mean intensity of H3K9me3 bonds from capture samples. 

H3K9me3 Mean Intensity 

Negative                         216  

Pulse (30 min)                         745  

Pulse (30 min)+MMS (0.5 mM)                         756  

Pulse (30 min)+MMS (1 mM)                         693  

Pulse (30 min)+APIM                     1 051  

Pulse (30 min)+MMS (0.5 mM)+APIM                         639  

Pulse (30 min)+MMS (1 mM)+APIM                         540  

Pulse (30 min)+Chase (45 min)                     1 048  

                                        
 
         Table A.3.8 Mean intensity of H4K16ac bonds from capture samples. 

H4K16ac Mean Intensity 

Negative                         212  

Pulse (30 min)                     1 173  

Pulse (30 min)+MMS (0.5 mM)                     1 178  

Pulse (30 min)+MMS (1 mM)                         797  

Pulse (30 min)+APIM                     1 185  

Pulse (30 min)+MMS (0.5 mM)+APIM                         878  

Pulse (30 min)+MMS (1 mM)+APIM                         717  

Pulse (30 min)+Chase (45 min)                     1 443  

 

 
 

 


