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8. Discussion

8.1. General results

Given the results in section it is clear that the protocol does function according
to the specifications when looking at one channel in isolation. The performance is as
expected compared to the theoretical values and there are no glitches or errors causing
instability.

The same is the case when performing channel swaps in section though this test
reveals a very small amount of transmission errors that should, theoretically, not have
been present.

Still the successful results are mainly achieved once a lot of the critical functionality
has been removed. In order for the protocol to be used in the target application it is an
absolute must that the parts that currently do not work are corrected and tested properly.

8.2. Synchronization problems

The test in section reveals the need for a more accurate synchronization function,
and possibly other hidden errors connected to the synchronization. Given the inability to
debug this part during implementation it was to some extent expected that there would
appear some issues, but the severity of the problems was far worse than expected.

Still there is light at the end of the tunnel, namely the observed behavior when test-
ing with two AP’s during debugging prior to the hardware breakdown. This behavior
is exactly as expected under the circumstances, and gives a strong indication that the
fundamental concept is reasonable and that a well working system is achievable if only
the accuracy are improved to a proper level.

Problem analysis The synchronization function has been the object of considerable
rethinking following the test period. First of all, up till now, the timers were only set
when the error between the expected timing and the received timing was sufficiently low.
This was done to avoid setting the timings if the sync signal was delayed significantly
by ongoing interrupts. However this approach is most likely the main reason why there
are so many disconnects during the tests in section

In figure[7.2(a)|the dynamic offset of the PLL is seen to oscillate around 3-4 indicating
that the sync signal has around 3,5 symbols error compared to the correct 1Hz. Given
1615 per symbol this means a frequency of approximately 0,999944Hz. Given the
general accuracy of microcontroller crystals this has to be an acceptable error, and this
error should be handled by the PLL. In addition to this comes the 4 symbols offset
due to rounding errors when calculating the period and subperiod timings as explained
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in section [3.9.2] In total this means that the timers should be delayed 7-8 symbols
once each second. This is no problem for the nodes as they will adjust their timings
accordingly, so long as all AP’s perform approximately the same delay and stay within
a distance from each other no bigger than what is handled by the timing buffer described
in section

In the implementation however, this failed. When an AP had its sync signal delayed
by an ongoing interrupt it would not adjust its timers at all that second. This caused
the timers to be 7-8 symbols in front of the correct, global timing. This error would
then accumulate each time the AP had its signal delayed, and each time the offset of the
PLL oscillated too far away from the correct value. If this happened for five consecutive
seconds the error would become almost 40 symbols, if it went on for ten seconds the
error would build up to almost 80 symbols. With a subperiod timing of 126 symbols, as
stated in section[3.9.2] the accumulated error would equate to a full subperiod after only
15 seconds. When the AP then finally adjusts the timers, the beacon will suddenly move
out of its subperiod, making the nodes unable to receive it, thus they all disconnects.

Immediate solution The first and most obvious solution to this is to set the timers
each second regardless of any delays, but instead of setting them with static values as is
done now, the value is calculated dynamically based on the estimated delay of the sync
signal. This way, if the sync signal is delayed some 20 symbols by an ongoing interrupt
all timers will be set with their static value minus 20. This should then completely
remove the error accumulation described above.

Given the analysis of the problems it is believed that this should stabilize the sys-
tem with a single AP. Since the beacon will never suddenly jump, as it did with the
current implementation. This should lead to the tests in section giving stable and
uninterrupted results.

Further improvements Still some issues remain for the sync between multiple
AP’s. Namely the fact that the PLL will drift and oscillate around the desired value,
and this could very well lead to the AP’s drifting further apart than the accepted timing
buffer on the nodes.

To minimize this error one possible solution would be to increase the synchronization
frequency. This will give the PLL more samples meaning that it would be able to correct
the erroneous drifting faster. Theoretically this should make the oscillations smaller but
more frequent. Since only the amplitude matters in this case this is likely to improve the
result significantly.

In connection to this some adjustments could also be made to the PLL itself. Firstly it
could be made very slow, effectively making it into a low pass filter for the sync signal.
This way it should be able to correctly adjust to the close to constant error caused by
an inaccurate sync frequency, while the fluctuating errors from interrupt delays would
to some extent be ignored. Secondly it would be possible to exploit the fact that all
non-constant errors will only cause the sync signal to be delayed, never to trigger pre-
maturely. This means that the PLL could treat the signal different if it arrives too late
or too early. If the sync signal arrives before it was expected it has to mean that the
expected value is too large, indicating a too large factor, thus the PLL could adjust the
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Code 8.1: Pseudo code for a new and improved synchronization function.

sync (received) {

offset = expected - received;

if (offset < 0){ //Delayed
factor += SmallValue;

}else if (offset > 0){ //Premature
factor —-= offset;

}

SetTimers (Const + offset);

expected += SyncPeriod + factor;

factor quite abruptly without any risk. If the signal is delayed however, it is most likely
caused by interrupts, meaning that the PLL should only perform a minor adjustment of
the factor.

In code a simple pseudo code for a new sync function is presented. Here it is
shown how the factor is adjusted significantly if the sync signal arrives prematurely.
When the signal is delayed however the factor is only adjusted slightly. Also the timers
are always set, but the offset between the expected sync and the received sync is added to
compensate. This improved function, in combination with an increased sync frequency,
should provide a far better theoretical solution than what is currently in place.

8.3. AP Channel assessment errors

The tests in section [/.4| reveals that the AP incorrectly assess the channel to be noisy
as the number of nodes increase. The reason for it is described in section as the
detection of corrupted frames.

The way the channel assessment works is by subtracting a set, or random, value from
the quality indicator each time an undesired event happens. Each beacon trigger the
quality indicator is incremented, meaning that if no undesired events occur the indicator
will stay at its maximum value. Different events cause different subtractions, with the
most noticeable event being the reception of a valid frame with a different network ID.
This means that two AP’s are competing on the same channel, and it is desired that one
of them swaps as soon as possible. The reception of a corrupted frame is interpreted as
the channel being noisy, and causes a minor decrementation. Lastly the detection of a
higher than desired energy level will cause the smallest subtraction.

Problem analysis The reason for the channel assessment failing as it did is due to
the collisions caused by the CSMA/CA procedure. As the number of nodes increase the
number of collisions will also increase, and this is very well reflected in the test results
in section [/.4] as the channel quality indicator is clearly decremented faster and faster
as the number of nodes increases.

Possible solution An immediate solution could be to simply disable the decremen-
tation caused by the corrupted frames, and that could be a reasonable temporary fix.
Still a better and more permanent solution is for the AP to measure the channel through-
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put and modify the impact a corrupted frame has on the quality estimator based on this.
This can be achieved by having the AP count the number of frames received over one
subperiod and use the resulting number as a basis for the channel quality decrementa-
tion, through some conversion method. The simplest solution would be to hardcode an
array saying that when receiving X messages per period the first Y corrupted messages
shall be ignored. The X-Y conversions can be derived directly from the theoretical
calculations in chapter [5] or the practical results obtained in section Given the
random nature of CSMA/CA the number of legitimate collisions has to be overesti-
mated slightly, or the AP could average the numbers over several periods if the memory
footprint and overhead connected to that functionality is acceptable.

Further improvements Another situation that is not currently very well covered
by the channel assessment is if two AP’s operate on the same channel and in synchro-
nization. This will cause them both to transmit in parallel, meaning that neither will
detect the other’s beacon. A way of detecting this event is to evaluate the acknowl-
edgements received. Generally the acknowledgements should be very stable and rarely
get corrupted or in other ways go missing. The things an AP should listen for are the
following; firstly the reception of an acknowledge frame without sending any messages
is a clear indicator of an AP collision. Secondly comes the reception of too many ac-
knowledgements, and thirdly the reception of valid acknowledgements from node ID’s
that should not have received a message in the preceding beacon. All these artifacts
can happen if two AP’s transmit their beacons on top of each other, but it all depends
on whether the nodes are able to decode the beacons or not. A just as likely outcome
is that neither AP receives any acknowledgements at all, since the nodes were not able
to correctly decode the frames. This case gives a slightly less clear indicator since ac-
knowledgements can go missing if the nodes have moved out of range, or if the node is
currently transmitting on a different channel, as shown in figure [2.4(d)} This means that
the AP cannot immediately assume a collision if a single acknowledge goes missing,
if two or more acknowledgements disappears however, the probability of a collision is
greatly increased and the impact on the quality estimator should be significant. A rea-
sonable solution would be to set three limits, one for each missing acknowledgement,
and generate a random number modulo each limit when the first, second and third ac-
knowledge goes missing. The limits could very well be something like 2, 16 and 64,
meaning that three missing acknowledgements will have the same impact on the esti-
mator as the reception of a frame with a different network ID.

8.4. Channel swap penalty

As stated in section [3.5.6] the AP will move to a new channel immediately after the
acknowledge phase, leading to all incoming data frames in the following access window
being lost, as they are transmitted on the wrong channel. In addition to this it is stated
in section and table [3.3] that a channel will be marked as unstable by the nodes
until two consecutive beacons has been received. This means that the new channel that
the AP has moved to will not be used for transmission by the nodes for one additional
subperiod. In total this results in the loss of two subperiods of transmissions. With
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Figure 8.1.: Estimation of channel swap penalty based on test results.

31 beacons per second this equates to 6,45% of the total throughput capacity over one
second.

In section [7.8] a test is conducted where the AP is forced to swap channels very fre-
quently. In order to measure the impact a channel swap has on the throughput, the results
have been filtered into two separate graphs. The "Received Change" graph contains the
values reported during the seconds where the AP has performed a channel swap. The
"Received NoChange" line represents the reports from seconds where the system were
stationary on one channel. In order to make the graphs continuous the value from the
previous cell is simply repeated in cells where the specific graph should filter out the
reported value. In the resulting plot the linear trend line for each graph is added. The
final plot is seen in figure 8.1]

When averaging the filtered values, excluding the repeated cells, the average number
of frames during "channel swap seconds" are 331, 6, while the average during "station-
ary seconds" are 353,4. The difference is 331,6/353,4 = 0,938, meaning that the
experienced penalty during this particular test is 6,2%. Given that these numbers are
based on a single test it is reasonable to assume that there will be some random factors
influencing the results. This can also be seen in figure [8.1] as the two filtered plots
are fairly volatile. Still the results are so clear that it is reasonable to conclude that the
behavior is exactly as expected.

8.5. Failed AP-transmissions

In the tests in section[7.5]and[7.8]it can be observed that the AP occasionally experiences
a failed transmission. The reason for this is not known exactly, and the output from the
test application does not give any further indications as to where the error is located.
Still one interesting thing can be seen if the test results in section are analyzed in
detail. In this test there are virtually no failed transmissions at all. During the full eight
test runs there are only a total of five failed AP-transmissions.

In between these tests one seemingly insignificant change was made to the node pro-
tocol code in an attempt to repair the error described in section Namely to swap
the interrupt routines connected to the symbol counter comparator two and three, these
two routines are the acknowledge transmission trigger and the data frame transmission
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trigger. Logically speaking this change should not matter whatsoever, but it appears as
if the modification did cause a change in behavior that had an impact on the occasional
failed transmissions. This naturally also indicates that the original error was connected
to the node not transmitting the acknowledgement correctly, rather than the AP not be-
ing able to receive it or the node not receiving the beacon.

Given that the problem seems to have been largely removed, the few failures during
the test in section could very well be caused by a noise spike or other random
events, the conclusion is that no further actions are needed on this matter.

8.6. Channel 16 noise

During all tests, including the channel footprint tests in section [7.9] there has been
detected a significant energy level on channel 16. The source has been unknown, but
assumed to be a separate network of some kind. However during the analysis of the
results something came to view. During the channel footprint tests one node was located
slightly apart from the others. Node 21 was connected to the computer with JTAG to
enable debugging, and was thus located both closer to the AP, and apart from the other
nodes. The setup is shown in figure [7.1]

Problem analysis When looking at the measurements reported by the different
nodes node 21 has quite different readings from the others. In figure [8.2] some sam-
ples are show, for node 21 and a small collection of other nodes to illustrate the issues.

Node 21 consistently reports zero energy on channel 16, while the rest of the nodes
report readings ranging from 1 to 24. This could indicate that the source might not be
an external network after all. The noise might be some sort of interference generated by
the nodes themselves or by the power supply.

During the testing the nodes has been located very close together, and in many cases
the antenna plug of one module are located only centimeters from either the micro-
controller or the antenna plug of another module. It must be assumed that this can
make them interfere in unpredictable ways, and thus that this might be the source of the
strange readings.

The data currently available are too scarce to draw any conclusions, but the fact that
the measurements are very consistent for each separate node, while the difference be-
tween the nodes are significant, indicates that the source is something static, and the fact
that the noise has been observed also when debugging the protocol at a different geo-
graphical location, while still having the available nodes placed in immediate proximity
of each other, supports this theory.

Possible further actions One interesting test in order to investigate this issue
would be to repeat the exact same test with the exact same physical layout, and then
try to move some nodes slightly to see if this changes the energy measurements. Also
more nodes should be moved away from the current node-cluster to verify that the zero
measurement given by node 21 is not simply an error.

Ragnar Stuhaug NTNU Trondheim



110 8. Discussion

=

3

00021
00021
00021
00021
00021
00021
00021
00022
00022
00022
00022
00022
00022
00023
00023
00023
00023
00023
00023
00023
00023
00024
00024
00024
00024
00024
00024
00025
00025
00025
00025
00025
00025
00026
00026
00026
00026
00026
00026 13

00026 |1

Figure 8.2.: Collection of individual samples from channel footprint test. Included maximum,
node 1, minimum, node 3, separate node, node 21, and other nodes with similar last digit. As
well as node 5 and 15 for more samples in-between.

1
7
1
2
1
3
2
1
4

NTNU Trondheim Ragnar Stuhaug



8.7. Channel Footprint test 111

8.7. Channel Footprint test

Problem analysis As stated in section the noise registered in channel 16 ap-
pears to be some sort of local interference rather than an actual competing network. In
addition to this the readings shown in figure [8.2] indicates that the crosstalk portion of
the energy readings are significant for the nodes located closely together. While node
21, located close to a meter away from the other nodes, have very clean an consistent
measurements, the nodes located in the cluster have multiple small readings in channels
that should presumably be clear.

This is also reflected in figure[8.3| where the measurements for the full duration of the
test are averaged, this means all values collected across all different channel assessment
algorithms, close to one hour of testing. This figure is made to compare the values
between the nodes over a period where they have been subject to the same test procedure
and the same environment. Given the very long duration of the channel footprint tests,
around 50 minutes, it can be assumed that any random differences have evened out
leaving only the hardware differences and the local signal maxima and minima.

Figure [8.3] show that there are large individual differences between the modules.
Some nodes appear to be extremely sensitive while others appear to experience sig-
nal losses. The most noticeable are node 1 and 3, where node 1 has by far the highest
detected energy level on inactive channels while node 3 hardly picks up any energy at
all. Interestingly however, neither have the most extreme readings on the active channel,
though they both rank in the top/bottom 5.

In order to save some time and unpacking no nodes had their antennas mounted during
any of the performed tests, meaning that they all operate solely with their antenna plug
as an antenna. Given that the distance from the nodes to the AP is very short this should
have no influence on the protocol functionality, since the signals are easily transmittable
over this short distance anyways. But it is obvious that this was not a good choice for the
tests involving features of the physical layer, like the energy measurements. It must be
assumed that the antenna plugs have been subject to limited tuning and customization
to make them good transmitters/receivers, resulting in widely different transmission
properties.

Another thing to note in figure is how the average energy level in total is higher
in test two than in test one. This is well illustrated by looking at the color shade of the
whole figure, where test two have a generally more yellow shade than test one, meaning
the majority of the values are higher.

The exact source of this noise is unknown, but given that the tests were performed
in an office environment it can simply be that there were more staff present during test
two than test one, meaning more Wi-Fi traffic and generally more noise from electrical
office equipment.

Possible further actions The different assessment algorithms can to some extent
be compared using the data gathered, as the source of the registered noise is of no
interest to the algorithm, and in the realistic scenario the nodes will be expected to
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observe different levels of noise depending on their physical location. Thus the tests are
usable for determining what algorithms to further evaluate, but they do not represent the
energy footprint an individual node will experience once properly assembled.

In order to get a better test on this matter the nodes should be assembled fully and
installed in an active installation. This will remove most of the issues presumably expe-
rienced in this test, the nodes will be far apart, they will all have the same antenna gain,
at least closer than what was the case in these tests, and they will be moving, meaning
that local maxima and minima of interference will even out over the duration of the
tests.
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Figure 8.3.: Average channel readings throughout the whole duration of the tests.
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8.8. Channel assessment algorithms

In section it was reasoned that the channel footprint tests in section had limited
quality because of various error sources. Still the different measurements does give an
impression of how the different algorithms behave compared to each other, even if the
test conditions are not as realistic as they should have been, enabling some discussion
regarding the different options.

8.8.1. Envelope

In test 1, figure[7.9] a pure envelope is used to capture the detected signals. This solution
seems to present a viable ranking of the channels, with both tests resulting in at least
one fully green channel from the AP’s point of view, the rest of the channels are all
colored in fairly different shades, with the channels where the nodes register more or
less continuous noise colored with the darker shades of orange. This does give the AP a
very good foundation for choosing a new channel should the need arise, and as such the
envelope might not be a bad choice.

8.8.2. Average

Test 2, 3 and 4 in figure[7.9]uses the average over 5, 10 and 20 measurements. The first
obvious thing to note here is that the channel footprint generally is very clean and a lot of
channels are listed to be completely clean throughout the whole test. This is as expected,
as was noted in section [3.8.5] since the average value will spread any occasional noise
over a number of samples, making the numerical value significantly lower unless it
registers a continuous stream of high readings. Thus this approach is likely to require
lower limits than the others in order to provide the same channel ranking.

Generally it is not desired to use an approach that gives as many completely green
channels as is the case with the average tests, but the second test run of test two shows
that it could work very well under the right conditions. It seems likely that with some
tuning of the limits and possibly also the averaging period this solution could work very
well.

8.8.3. Envelope with filter

The tests using a factor on the envelope have varying results. Firstly it seems clear that
the smoothing factor only makes things worse. The tests where this factor was not zero
are test 9 to 12 in figure The footprints gathered here tends to give a high number
of channels that are estimated to be very noisy, making them hard to rank effectively as
they all appear to be very bad choices. Thus it can be reasoned that if the envelope with
filtering is to be used the smoothing factor can be removed altogether.

Test 5 to 8 in figure[7.10|have reasonable results overall, but it is clear that a maximum
factor of 50 is too low when there is a lot of noise, the footprints from the first test run
does rank the channels fairly well, but in test run two it is quite clear that the ranking
gets better when the limit is increased to 100.
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Test 13 and 14 in figure has the maximum factor increased to 150 and lastly
200. This seems to give even more completely green channels during test run one, but
in test run two these two tests seems to report even worse channel estimates to the AP
than test 7 and 8. This makes no sense however and it has to be assumed that the cause
of this discrepancy is an increase in outside noise rather than the actual behavior of the
algorithm. Once again the poor quality of the tests comes to view and it is clear that
more tests should be conducted before any final decisions are made.

8.8.4. Conclusion

After this quick analysis the only certain conclusion is that the smoothing factor has
little to no positive effect and can be skipped. Other than that the choice of formula is
still an open question and all options do appear to present viable solutions.

There is no question that the simplest choice is the pure envelope, as this requires only
a single value to be stored for each channel, and also requires hardly any calculations
when storing the measurements.

Averaging will clearly need other limits than what was used in these tests, but test
two in the second test run clearly shows that the channel ranking for the AP can become
very good with this approach when the conditions are right.

All in all, the main thing to take from the tests is that the configuration of the algo-
rithms should preferably be changed based on the total level of noise in order for the
assessment to be the most effective.

8.8.5. Channel ranking on nodes

The suggested dynamic configuration rise the question if another approach should be
used instead of what is the case now. Instead of having the nodes report the energy
readings directly to the AP, decoded to a compact format, the nodes could perform the
ranking locally. Then the channels could be categorizing into groups indicating what
channels the node would prefer that the AP moved to if a channel swap was to be made.

This way the channels that are the noisiest from the node’s point of view will be
in group three regardless of their actual numerical energy level. The channels with
the lowest noise level will be in group zero. This will rank the channels compared to
each other instead of the way it effectively works now, where the channels are ranked
individually compared to a static noise limit.

It might still be sensible to keep the static noise limits in mind when populating the
groups. One possibility is to define a minimum and maximum size for the groups,
where the noise limits can be used to determine what group to put the channel in if the
minimum size limits of the groups are already met.

One can imagine that each group should have a minimum of two and a maximum of
six channels in it. The two channels with the lowest energy reading will automatically
be placed in group zero no matter what the actual energy reading is. Likewise for the
two channels with the highest readings, that will be placed in group two. After this
the third lowest channel could be placed in group zero if it has energy below X, or in
group one if it has energy above X, this goes on with the next channel in line until group
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one has two channels in it, at which point the next channel is placed in group one with
energy below Y or in group two with energy above Y.

Group three is still limited to active channels only, as it is vital that the AP’s has a
proper knowledge about this at all times. Also it is obvious that the minimum limits for
the groups have to be surpassed if a sufficiently high number of channels belong in the
active group.

With the transition to this approach the need for dynamic configuration of the algo-
rithms should not be needed, as the ranking will be self regulating and to some extent
independent of the actual noise levels. Still the nodes has to base the ranking on energy
measurements, meaning that the question of what approach to use still remains. This
should be further evaluated at a later stage after running a new set of tests where the
major drawbacks of the currently executed ones are improved and corrected.

8.9. Protocol parameters

During the implementation process limited effort has been put into fine tuning of the
protocol parameters, other than the ones that are critical to the functionality. Also the
configuration of hardware functions like the CCA has been largely ignored, with the
default settings being used in most cases. This means that there might be room for im-
provement by adjusting particular settings to be better suited for this particular scenario.

8.9.1. CSMA/CA behavior

In figure [8.4] the average traffic measurements for the nodes during test one in section
are shown, sorted by the number of initiated transmissions. As seen there is a fairly
large spread in the number of transmissions among the nodes, but it is also clear that
the nodes getting the highest numbers are getting a significant amount of false positives,
causing a very high amount of lost packets due to collisions.

The exception is node 21 that has the overall highest number of successful transmis-
sions, but this is expected given that it is located around one third of the distance from
the AP compared to the other nodes.

More than half the nodes report a number of accesses in the range of 17.3 to 17.8, then
follows the rest of the nodes with increasingly higher numbers up to a maximum of more
than 22. The reported number of failures follows more or less the same sorting as the
number of accesses. However there is an obvious link between the number of failures
and the signal strength the node registers on the active channel. This indicates that part
of the reason for the transmission failures is likely to be the transmission characteristics
of the antennas, or rather, the lack of proper antennas.

In section the collision window was described and estimated, here it was said
that the CCA of one node can overlap slightly with the transmission of another while
still returning a success, since the result is the average over eight symbols. This possible
overlap will become bigger and bigger as the detected signal decreases, meaning that
nodes with poor reception characteristics will end up with a bigger collision window
and subsequently a higher number of collisions. This exact same effect will also come
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into play when the node in question gains genuine access to the channel. Its poor trans-
mission characteristics will make the overlap portion of the collision window of other
nodes larger, making them more likely to interrupt the transmission. Two nodes with
poor transmission and reception characteristics will thus have an even larger collision
window between them. This effect does to some extent explain the behavior seen in
figure 8.4 In order to further investigate this, new tests should be conducted using the
exact same setup, but with proper antennas mounted on all nodes to see if that evens out
the statistics between them.

In addition to the proper assembly of the nodes different hardware settings can be
attempted. The CCA can be configured to trigger on decodable signals, any energy
above a given threshold, or a combination of the two. Here the default settings have
been used for all parameters, with the default being the combination. This means that
there is a possibility that other settings can be better suited for this particular usage, in
particular the energy thresholds can be investigated further.
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Random delay

Currently the protocol use the same maximum value for the random delay in the CS-
MA/CA algorithm each time, no matter how many times the node has already attempted
to access the channel. In a regular CSMA/CA procedure this limit will increase each
time, making the sender back off for longer periods as the number of failed accesses
increase. The benefit of increasing the limit is that the nodes will automatically access
the channel more seldom when the traffic is at a peak. This will decrease the risk for
collisions as it will decrease the number of simultaneous CCA’s on average.

Because of this it could be a good idea to change the behavior of the protocol to use
increasing limits, as it is clear from the measured results that the number of packets lost
due to collisions is significant. It is possible to perform tests using a higher random
delay limit first, as that is a very simple modification to do. Based on the results in these
tests it is then possible to further evaluate the need for progressively increasing limits.
Generally it is reasonable to believe that this change will be well worth the effort and
should be attempted.

8.9.2. Beacon size

In order to improve the traffic capacity from the server to the nodes the one major
parameter is the beacon size. This parameter has been estimated fairly roughly during
implementation, and can as such be maximized further. In order to achieve the best
performance here the two things to improve are the processing time required by the
nodes after the last beacon byte has been transmitted, and the portion of the subperiod
needed for the timing buffer.

The link between the timing buffer and the beacon size is very simple, as the beacon
size can be incremented by one byte for each two symbols the timing buffer is decre-
mented.

The processing time however can either be measured through analysis of the assembly
code, or through trial and error. The simplest way to do this would be to gradually
increment the size limit by one and perform a stress test for each step. When the beacon
gets too large the result will be that the nodes are unable to complete the processing
before the next beacon trigger, making then unable to transmit the acknowledge within
the acknowledge window. This will lead to the AP experiencing failed transmissions.
This way the tipping point can be found and the limit can be set accordingly. It would
still be recommended to include a small buffer of at least 2-4 symbols to take into
account that the protocol might be compiled using different optimization flags at a later
stage, causing the processing time to change.

Message limit Another aspect of the beacons is the number of messages available.
As of now the limit is set to three, but the beacon header does have one more bit avail-
able, meaning that, unless this bit is needed for something else at a later stage, the
message counter can be expanded to three bits.

If this is done the limiting factor would be the number of acknowledgements that can
fit in the acknowledge window rather than the counter. Given the current configuration
the acknowledge window is 126 symbols as stated in section[3.9.2] In section [2.5.5|the
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size of a single acknowledgement is set to 25 symbols, this includes the 20 "on-air"
symbols of the frame plus 5 symbols to make sure there is no overlapping even if the
nodes are not perfectly synchronized. This would mean that it should be possible to fit
5 acknowledge frames into the full acknowledge window.

How many messages the AP’s are actually able to insert into the beacon would still
depend directly on the size of the messages and the number of outgoing acknowledge-
ments, but by increasing the limit to five we at least make sure that the protocol does
not limit the traffic more than the physical limits in any case.
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9. Conclusion

Throughout the work with this thesis a custom specialized protocol has been designed,
implemented and tested with actual hardware. The protocol layout has been defined
with specialized frames, timings and communication sequences.

The main abilities of the protocol are the following:

e One to many communication through any number of access points.
e Outgoing messages packed into beacons transmitted regularly by the access points.

e Incoming messages transmitted using CSMA/CA within the access window on
any active channel.

e Nodes continuously scanning all channels, enabling communication with all ac-
cess points within range.

e Nodes automatically detecting when one, or all, access points goes out of range
or offline.

e Access points able to seamlessly swap channels when needed.

Protocol core The resulting implementation serves as a usable proof of concept
for the protocol layout. The protocol core with transmissions on a single channel has
been verified to work perfectly, giving single channel results that are very close to the
expected theoretical values.

There has been identified multiple issues both regarding the test setup and the protocol
that is likely to penalize the throughput, also the parameters of the protocol has seen
limited tuning and all in all this points towards the throughput possibly being increased
further if the development is continued.

In figure [0.1] the average measured traffic statistics with one channel and different
numbers of nodes are presented, the test in question is described in section (/.10

Channel dynamism The procedure of swapping channels has proven to work per-
fectly, and the reported energy footprints from the nodes allows the AP to avoid Wi-Fi
channels and other compeeting radio signals.

The automatic assessment of channel quality however, is not fully operational in its
current state and will need significant improvement before it can be used in practice. A
number of possible extensions and adjustments has been proposed, and is likely to re-
move the current malfunctions. This will enable it to better cover all possible scenarios.

Still the protocol is perfectly usable even without this feature, as it has no effect on
the system in a stable and static environment. Also it is possible for the application to
initiate a channel swap manually if it detects a drop in throughput or an increase in the
number of dropped packets. The AP is currently able to avoid the most noisy channels
when such a swap is initiated by using the energy reports from the nodes.
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Figure 9.1.: Resulting traffic parameters with 1 to 22 nodes. 14 byte messages from nodes, 8
byte messages from AP’s. Each node is atempting to transmit messages continously.

Access point synchronization Inorder to enable the use of multiple AP’s a global
synchronization is essential. This functionality has proven to require more advanced
procedures than what was initially developed and as such this is not currently at the
level of accuracy required for the system to work flawlessly.

Some obvious flaws has come to light after analyzing the tests, and other adjustments
and changes has been discussed that is likely to result in a significantly better solution.

The currently observed behavior of the system, with the existing flaws and malfunc-
tions, combined with the proposed changes, makes it reasonable to assume that a work-
ing solution is well within reach given some more development, tuning, and new rounds
of testing.

Final conclusion The results gained through the work with the thesis is considered
a success, and the fundamental concept of the protocol has been proven to work in a
practical case. The aspects of the system that is not in working condition have been
analyzed and discussed, and the errors most likely causing the experienced issues have
been located and corrected theoretically. Given some more work with implementation,
debugging and testing it is considered very likely that the protocol will provide a very
good solution for the target application.
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10. Future work

With the current state of the system there is a significant list of possible future work.
Some parts are needed to get the system fully operational as intended, others are non-
critical but will significantly increase the flexibility and stability of the protocol once in
place. Lastly the overall performance can be improved and adjusted to push the system
to its limits both in terms of throughput, and in terms of processing and memory us-
age on the microcontroller. Also there are several other services that the protocol could
provide that have not been implemented by now since it does not influence the normal
operation of the system. This includes a specialized broadcast mode and functionality
for transmitting larger portions of data from a single, or a small number of nodes to
the server. Below the different tasks are summarized and ranked, with features that are
needed to put the system in use are considered most critical.

1. Complete the synchronization functionality.
e Remake the synchronization function.
e Consider increasing the synchronization frequency.
e Better match the beacon frequency and the sync frequency.

e Test and verify synchronization with multiple access points.

2. Implement the remaining portions of the interface.
e Implement the network ID blacklist and the "don’t care" network ID.

e Adjust buffers to use byte array pointers instead of static arrays.

3. Fully define and implement broadcast mode.
e Enable broadcast of larger files from the server to all nodes.
e Consider the possibility of a dedicated data transmission mode for the nodes
to transmit larger files to the server when needed.
4. Improve the automatic channel assessment.

e Register the throughput to better determine if a corrupted frame is truly
caused by noise and outside interference.

e Add detection of missing/erroneous/corrupted acknowledgements to detect
competing access points.

e Test channel swap functionality and channel energy footprint in a realistic
environment and with moving nodes.

5. Evaluate the effect of increased backoff periods for the CSMA/CA algorithm.
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e Test the system with higher, static, limits on the random backoff period.

e Implement progressively increasing limits and test the performance.

6. Change channel reporting approach.

e Have the nodes rank the channels based on energy readings and sorted in
groups before relaying information to AP.

e AP tracks incoming data with a slow envelope.
e Grouping based partly on group size limits and partly on fixed energy limits.
7. Further investigate the node deadlock issue to locate the actual reason for the
error.

e Undo the interrupt routine swap that removed the issue to verify that it is
still present.

e Review all buffers and pointer to assure correct usage.
e Improve test application to supply more and better debug information.
8. Improve and test timings and parameters to enhance capacity and decrease over-
head.

e Measure computational overhead on the nodes when receiving a beacon and
increase maximum beacon size accordingly.

e Measure maximum synchronization offset and adjust timing buffer and max-
imum beacon size accordingly.

e Evaluate the possibility of increasing the maximum number of messages per
beacon, depending largely on the maximum beacon size and the maximum
number of acknowledgements possible within the acknowledge phase.

e Evaluate the channel assessment limits on the nodes to best suit a realistic
environment.

e Consider the possibility of using an increased bit rate supported by the hard-
ware to further enhance the capacity of the protocol.

9. Rewrite protocol procedures to minimize memory usage and computational over-
head.
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Abbreviations

802.15.4 IEEE standard for low rate PAN’s and sensor networks.

Access Window The portion of the beacon period where anyone can transmit data
frames using CSMA/CA.

AP Access Point
Beacon Specialized frame transmitted regularly by the access point.

Beacon Period Protocol definition giving the time between two beacons on the same
channel, consists of 16 subperiods.

CCA Clear Channel Assesment

CSMA/CA Carrier Sense Multiple Access / Collision Avoidance
ED  Energy Detection

FCS Frame Check Sequence

GTS Guaranteed Time Slot

MAC Media Access Control. The second lowest level of the OSI network model.
PAN Personal Area Network

PHR PHY header

PHY PHYsical layer. Lowest level of the OSI network model.
POE Power Over Ethernet

PSDU Physical Layer Service Data Unit

RSSI Received Signal Strength Indication

SFD Start of Frame Delimiter

SoC  System On Chip

Subperiod Protocol definition giving the fundamental timing unit.

UART Universal Asynchronous Received/Transmitter
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A. Theoretical results

The full spreadsheet for the theoretical calculations can be seen in the supplied archive
file. In table [A.T] [A.2] [A.3] and [A.4] the results calculated for the four different test
scenarios are presented.

The parameters for the models are as given in chapter[5| with the exception of message
sizes and access buffer that vary from test to test.

Note that the values presented here are the calculations for a full second, meaning
that the formulas in chapter [5| are multiplied by the beacon frequency.

Note also that due to the error in the test application on the nodes they report values
from the previous 1.04 second instead of the last one second. This means that the
theoretical values must be increased by 4% to be directly comparable to the node reports.
This is done in the afflicted plots throughout chapter
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1 31 31 0,0 0 % 31,0 31,0 00 0,0 31,0 31,0 | 31,0 31,0 31
2 62 62 0,1 3% 31,0 309 0.1 1,0 31,00 31,0 | 620 620 62
3 93 93 0,4 6 % 31,0 309 0.1 2,1 29,1 223 | 874 67,0 93
4 124 123 0,8 10% | 31,0 30,8 0,2 33 20,5 15,7 | 81,9 62,7 123
5 155 153 20 13% | 31,0 30,6 04 4,5 153 124 | 76,5 619 153
6 186 183 28 16% | 31,0 30,5 0,5 58 11,8 10,0 | 71,0 60,3 183
7 217 213 38 19% | 31,0 30,5 05 73 9,4 7,7 65,5 53,7 213
8 248 242 6,1 22% | 31,0 30,2 08 8,9 7.5 5.3 60,3 42,8 242
9 275 267 14 25% | 30,5 29,7 08 10,2 6,2 39 55,7 350 267
10 | 296 285 10,5 27% | 296 285 1,0 11,0 5.2 32 524 324 285
11 | 317 305 122 29% | 28,8 27,7 1,1 12,0 44 2,8 488 31,3 305
12 | 338 322 160 31% | 282 269 13 13,0 3.8 2,6 45,6 30,9 322
13 | 357 339 182 33% | 27,5 261 14 13,8 33 2,3 42,6 304 339
14 | 376 353 228 35% | 269 252 1,6 14,7 29 2,1 40,0 293 353
15 | 394 366 279 37% | 263 244 19 15,5 25 1,8 37,8 274 366
16 | 411 380 30,7 39% | 257 23,7 19 16,3 2.2 1,5 352 239 380
17 | 427 390 36,6 41% | 251 230 22 17,1 2,0 1,2 333 20,5 390
18 | 442 399 430 42% | 246 222 24 17,8 1,8 0,9 31,7 17,1 399
19 | 456 410 463 44% | 240 216 24 18,6 1,6 0,7 29,7 12,7 410
20 | 470 417 535 45% | 235 208 27 192 14 0,5 28,5 10,2 417
21 | 483 422 61,1 46% | 230 20,1 29 19,8 13 0,4 27,5 83 422
22 | 496 431 651 48% | 225 19,6 30 20,5 1,2 0,3 26,0 58 431
23 | 507 434 73,5 49% | 22,1 189 32 21,0 1,1 0,2 254 50 434
24 | 518 436 824 50% | 21,6 182 34 21,5 1,0 0,2 250 44 436
25 | 529 437 91,7 51% | 21,2 17,5 3,7 22,0 1,0 0,2 248 42 437
26 | 539 437 102 52% | 20,7 168 39 225 1,0 0,2 248 42 437
27 | 548 442 107 53% | 203 164 39 229 09 0,1 24,0 33 442
28 | 557 440 117 54% | 199 157 42 233 09 0,1 242 3,6 440
29 | 566 438 128 55% | 19,5 15,1 44 23,6 09 0,1 24,7 4.1 438
30 | 574 434 140 56% | 19,1 145 47 240 08 0,2 253 49 434
31 | 582 436 146  56% | 188 14,1 47 243 08 0,1 250 44 436
32 | 589 431 158 57% | 184 135 49 245 0,8 0,2 259 5,6 431
33 | 596 426 170 58 % | 181 129 52 24,8 08 0,2 269 172 426
34 | 603 419 184 59% | 17,7 123 54 25,0 0,8 0,3 28,1 94 419
35 1 609 412 197 59% | 174 11,8 5,6 252 08 0,3 294 12,0 412
36 | 615 404 211 60% | 17,1 11,2 59 254 09 0.4 30,8 15,1 404
37 | 621 403 218 60% | 168 109 59 25,6 08 0,4 31,1 15,7 403
38 | 626 393 233 61% | 16,5 10,3 6,1 25,7 09 0,5 32,8 193 393
39 | 631 383 248 61% | 162 98 6,4 259 09 0,6 346 22,8 383
40 | 636 373 264 62% | 159 973 6,6 26,0 09 0,6 36,5 259 373
41 | 641 362 280 62% | 156 88 6,8 26,1 09 0,7 38,5 282 362
42 | 646 358 288 63% | 154 85 6,9 262 09 0,7 39,2 28,7 358
43 | 650 346 304 63% | 151 8,0 7,1 262 1,0 0,7 414 30,0 346
44 | 655 333 322 64% | 149 1.6 73 263 1,0 0,7 43,7 30,6 333
45 | 659 320 339 64% | 146 7,1 7,5 263 1,0 0,7 46,2 31,0 320
46 | 663 306 357 65% | 144 6,6 7,8 264 1,1 0,7 48,7 31,3 306
47 | 666 291 375 65% | 142 6,22 8,0 264 1.1 0,7 514 319 291
48 | 670 285 385 65% | 140 59 8,0 264 1,1 0,7 524 324 285
49 | 673 270 404 66% | 13,7 55 82 264 1.1 0,7 552 345 270
50 | 677 254 423 66% | 13,5 5,1 8,5 264 1,2 0,8 58,1 38,6 254
51 | 680 237 443 66 % | 133 47 8,7 264 1.2 0,9 61,2 446 237
52 | 683 220 463 67% | 13,1 42 8,9 264 1.2 1,0 643 513 220
53 | 686 202 484 67% | 129 38 9,1 264 13 1,1 67,5 569 202
54 |1 689 195 494 67% | 128 3,6 9,2 264 13 1,1 68,8 585 195
55| 692 176 515 68% | 12,6 3.2 9,4 263 13 1,1 72,2 60,9 176
56 | 695 157 537 68% | 124 28 9,6 263 14 1,1 75,6 61,8 157
57 | 697 138 559 68% | 122 24 9,8 263 14 1,1 79,2 622 138
58 | 700 118 582 68% | 12,1 20 10,0 262 14 1,1 82,8 63,1 118
59 | 702 98 604 69% | 119 1,7 10,2 262 15 1,1 86,5 659 98
60 | 705 89 616 69% | 11,7 1,5 10,3 26,1 15 1,1 88,2 68,1 89

Table A.1.: Theoretical results with 8 byte messages in both directions and correct access
buffer.
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7 217 213 45 21% | 31,0 304 0.6 8,4 9.4 7,7 65,6 539 213
8 242 235 7.1 24% | 302 293 09 9,6 7,7 5,7 61,6 456 235
9 262 254 87 26% | 29,2 282 1,0 10,5 65 43 582 38,7 254
10 | 283 271 123 29% | 283 27,1 1.2 11,5 55 34 55,0 343 271
11 | 303 289 144 31% | 27,5 262 1,3 124 47 2,9 51,8 32,1 289
12 | 321 302 189 33% | 268 252 1,6 133 41 2,6 49,3 314 302
13 | 340 316 240 35% | 26,1 243 1,8 142 3,6 2,4 46,9 31,0 316
14 | 356 329 268 37% | 254 235 19 150 32 2,2 444 30,8 329
15 | 372 340 329 39% | 248 22,6 22 159 28 2,0 42,5 304 340
16 | 387 347 395 41% | 242 21,7 25 16,6 2,6 1,9 41,1 299 347
17 | 402 359 43,0 42% | 23,6 21,1 25 174 23 1,7 39,1 28,6 359
18 | 415 364 505 44% | 23,0 202 28 18,0 2,1 1,5 38,0 27,7 364
19 | 428 369 58,6 45% | 22,5 194 3.1 187 2,0 1,4 372 26,7 369
20 | 440 377 629 47% | 22,0 188 3,1 193 1,8 1,2 357 248 377
21 | 451 379 718 48% | 21,5 181 34 198 1.7 1,1 353 241 379
22 | 462 381 814 49% | 21,0 173 37 204 1,6 1,1 350 23,6 381
23 | 472 381 914 50% | 20,5 16,6 4,0 209 1,5 1,0 350 23,6 381
24 | 482 385 96,7 52% | 20,1 16,1 4,0 21,3 14 0,9 342 222 385
25 | 491 384 1076 53% | 19,6 153 43 21,8 14 0,9 345 22,8 384
26 | 500 381 119 54% | 192 14,6 4,6 222 13 0,9 350 23,7 381
27 | 508 377 131 54% | 18,8 140 49 225 13 0,9 358 248 377
28 | 516 372 144 55% | 184 133 5.1 229 13 0,9 36,6 26,1 372
29 | 523 373 150 56% | 180 129 52 232 13 0,9 36,4 258 373
30 | 530 367 164 57% | 17,7 122 55 235 13 0,9 37,6 213 367
31 | 537 359 178 58% | 17,3 11,6 57 237 13 0,9 389 285 359
32 | 543 351 192 9% | 17,0 11,0 6,0 239 1.3 0,9 404 29,5 351
33 | 549 342 207 59% | 16,6 104 6,3 242 13 0,9 42,0 30,2 342
34 | 555 340 215 60% | 16,3 10,0 6,3 244 12 0,9 424 30,3 340
35 | 561 330 230 60% | 160 94 6,6 245 13 0,9 442 30,7 330
36 | 566 319 247 61% | 157 89 6,9 247 13 0,9 46,3 31,0 319
37 | 571 307 264 62% | 154 83 7,1 248 13 0,8 484 31,2 307
38 | 576 295 281 62% | 151 78 74 249 13 0,8 50,7 31,7 295
39 | 580 290 290 63% | 149 74 7.4 250 1.3 0,8 51,5 32,0 290
40 | 584 277 308 63% | 146 69 7,7 25,1 13 0,8 540 334 277
41 | 589 262 326 64% | 144 64 8,0 252 14 0,9 56,6 362 262
42 | 593 247 345 64% | 141 59 8,2 253 14 1,0 59,3 40,8 247
43 | 596 232 365 65% | 139 54 8,5 253 14 1,1 62,2 469 232
44 | 600 215 385 65% | 13,6 49 8,7 253 1,5 1,2 65,1 53,1 215
45 | 604 209 395 65% | 134 4,6 8,8 254 15 1,2 66,4 552 209
46 | 607 191 416 66% | 132 472 9,0 254 1,5 1,3 69,5 592 191
47 | 610 173 437 66% | 13,0 3,7 9,3 254 15 1.3 72,8 61,1 173
48 | 614 155 459 67% | 12,8 3.2 9,6 254 1,6 1,3 76,1 61,9 155
49 | 617 136 481 67% | 12,6 28 9,8 254 1,6 1,3 79,6 622 136
50 | 619 116 504 67% | 124 23 10,1 254 1,7 1,3 832 633 116
51 | 622 107 515 68% | 122 2,1 10,1 254 1,7 1,3 84,8 642 107
52 | 625 87 538 68% | 12,0 1,7 104 254 1,7 1,3 885 68,6 87
53 | 628 65 562 68% | 11,8 1.2 10,6 253 1,7 1.4 924 762 65
54 | 630 44 586 68% | 11,7 08 109 253 1,7 1,6 93,0 844 44
55 | 633 21 611 69% | 11,5 04 1,1 253 1,7 1,6 93,0 90,0 21
56 | 635 -1 636 69% | 11,3 0,0 114 252 17 1,6 930 924 -1
57 | 637 -12 649 6M9% | 11,2 -02 114 252 1,6 1,6 93,0 92,7 -12
58 | 639 -35 675 69% | 110 -06 11,6 251 16 1.6 93,0 93,0 -35
59 | 642 -59 701 0% | 109 -1,0 11,9 251 1,6 1,6 930 930 -59
60 | 644 -84 728 70% | 10,7 -14 12,1 250 1,6 1.5 930 930 -84

Table A.2.: Theoretical results with 11 byte messages from node and 8 byte messages from
AP. Access buffer size is according to the incorrect calculation used in the protocol code.
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Node sum per sec Per node per sec AP per sec
— [N

£ g | £ ; =8 |3 3

z s |z, s < % |2 2 3
5| 5 & 3 s g z e < = 2 E E 2
3 | 2 8 = = g g = = 8 8 g g 8
z e a & 5 |¢ a3 & & & & |& & &
1 31 31 0,0 0% 31,0 310 0,0 0,0 31,0 31,0 | 31,0 31,0 31
2 62 62 0,2 4 % 31,0 309 0,1 1,3 31,0 31,0 | 620 620 62
3 93 93 0,5 8 % 31,0 30,8 0,2 2,6 292 223 | 875 67,0 93
4 124 123 1,0 12% | 31,0 30,8 0,2 4,1 20,5 15,7 | 81,9 62,8 123
5 155 153 2,4 16% | 31,0 30,5 0,5 5.7 153 124 | 76,5 61,9 153
6 186 183 33 20% | 31,0 304 0,6 7,5 1,8 10,1 | 71,1 60,3 183
7 217 211 5,7 23% | 31,0 30,2 0,8 9,5 9,4 78 659 543 211
8 238 231 7,1 26% | 29,8 289 09 10,5 7.8 5,9 62,3 47,1 231
9 258 248 10,4 29% | 28,7 27,6 1,2 1,5 6,6 4,5 59,2 40,6 248
10 | 279 267 12,3 31% | 2719 26,7 1,2 12,7 5,6 35 55,8 352 267
11 | 297 280 16,6 33% | 27,0 255 1,5 136 48 3,0 53,3 329 280
12 | 315 296 18,9 36% | 262 246 1,6 146 42 2,6 50,5 31,6 296
13 | 331 307 24,0 38% | 25,5 23,6 1,8 15,5 37 24 48,5 31,2 307
14 | 347 317 29,8 40% | 248 226 21 164 33 2,2 46,6 31,0 317
15 | 361 329 32,9 42% | 24,1 219 22 17,2 3,0 2,1 445 30,8 329
16 | 375 336 39,5 43% | 23,5 21,0 25 18,0 27 1.9 432 30,5 336
17 | 388 342 46,7 45% | 22,8 20,1 27 18,7 2,5 1,8 422 30,3 342
18 | 401 350 50,5 47% | 223 19,5 28 194 23 1,6 40,6 29,6 350
19 | 412 354 58,6 48% | 21,7 18,6 3.1 20,1 2.1 1.5 40,0 29,3 354
20 | 423 356 67,3 49% | 212 178 34 20,7 2,0 1,5 39,6 29,0 356
21 | 434 357 76,5 51% | 20,6 17,0 3,6 21,3 19 1.4 394 289 357
22 | 443 362 81,4 52% | 20,1 164 3,7 21,7 1,8 1,3 38,5 282 362
23 | 452 361 91,4 53% | 19,7 15,7 4,0 222 1,7 1,2 38,7 28,3 361
24 | 461 359 102,1 54% | 192 149 43 22,7 1,6 1,2 39,1 28,6 359
25 | 469 355 1133 55% | 18,7 142 45 23,1 1,6 1,2 39,7 29,1 355
26 | 476 351 125 56% | 18,3 13,5 48 234 1,6 1,1 404 29,5 351
27 | 483 352 131 57% | 179 13,0 49 23,8 1,5 1,1 40,2 294 352
28 | 490 347 144 58% | 17,5 124 5,1 24,1 1,5 1,1 41,3 299 347
29 | 497 340 157 9% | 17,1 11,7 54 244 1,5 1,0 42,5 304 340
30 | 503 332 171 9% | 16,8 11,1 57 246 1,5 1,0 439 30,7 332
31 | 509 324 185 60% | 164 104 6,0 248 1,5 1,0 454 309 324
32 | 514 322 192 61% | 16,1 10,1 6,0 250 14 1,0 457 309 322
33 | 519 312 207 62% | 157 9,5 6,3 252 14 0,9 47,5 31,1 312
34 | 524 302 223 62% | 154 89 6,5 253 15 0,9 494 314 302
35 | 529 290 239 63% | 151 83 6,8 255 1,5 0,9 51,5 32,0 290
36 | 533 278 255 63% | 148 1,7 7,1 256 1,5 0,9 53,7 332 278
37 | 538 266 272 64% | 145 12 7.4 257 1,5 1,0 56,0 354 266
38 | 542 261 281 64% | 143 69 7.4 258 L5 1,0 56,8 36,6 261
39 | 546 247 299 65% | 140 63 7,7 258 1,5 1,0 594 40,9 247
40 | 549 232 317 65% | 13,7 58 7,9 259 1,6 1,2 62,0 46,5 232
41 | 553 217 336 66% | 13,5 53 8,2 259 1,6 1,3 64,8 524 217
42 | 556 201 355 66% | 132 48 8,5 26,0 1,6 1.4 67,7 57,1 201
43 | 560 185 375 67% | 13,0 473 8,7 26,0 1,6 1.4 70,7 60,1 185
44 | 563 178 385 67% | 12,8 4,0 8,7 26,0 1,6 1.4 719 60,8 178
45 | 566 160 405 67% | 12,6 3,6 9,0 26,0 1,7 1.4 75,1 61,7 160
46 | 569 142 426 68% | 124 3,1 9,3 26,0 1,7 1,3 784 62,1 142
47 | 571 124 448 68% | 122 2,6 9,5 26,0 1,7 1,3 81,8 62,7 124
48 | 574 104 470 68% | 12,0 22 9,8 26,0 1,8 1,3 853 64,7 104
49 | 577 84 492 69 % | 11,8 1,7 10,0 259 1,8 1,4 889 693 84
50 | 579 o4 515 69% | 11,6 13 10,3 259 19 1,5 92,6 76,7 64
51 | 582 55 527 69% | 114 1,1 10,3 258 1.8 1,6 93,0 80,3 55
52 | 584 34 550 70% | 112 0,6 10,6 25,8 1.8 1,7 93,0 874 34
53 | 586 12 574 70% | 11,1 0,2 10,8 258 1.8 1,7 930 914 12
54 | 588 -11 599 0% | 109 -02 11,1 257 1,7 1,7 93,0 92,7 -1l
55| 590 -33 624 70% | 10,7 -06 11,3 256 1,7 1,7 93,0 93,0 -33
56 | 592 -57 649 71% | 106 -1,0 11,6 256 1,7 1,7 93,0 93,0 -57
57 | 594 -68 662 71% | 104 -1,2 11,6 255 1,6 1,6 93,0 93,0 -68
58 | 596 -92 688 71% | 10,3 -1,6 11,9 254 1,6 1,6 93,0 93,0 -92
59 | 598 -116 714 71% | 10,1 20 12,1 254 1,6 1,6 93,0 93,0 -116
60 | 600 -142 741 72% | 100 -24 124 253 1,6 1,5 93,0 93,0 -142

Table A.3.: Theoretical results with 14 byte messages from node and 8 byte messages from
AP. Access buffer size is according to the incorrect calculation used in the protocol code.
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Node sum per sec Per node per sec AP per sec
— [N
£ & g 2 @ @ % L;S
z s |z, s < % |2 2 3
s ¢ = = |§ § g =2 £ £ |E & &
] = Q gl > =] Q = = |9} o = = 13}
3 | 8 3 = 7 g s = 12 3] 3 g g 2
Z = n st @] = N st Q ~ 2 = = ~
1 31 31 0,0 0% 31,0 310 0,0 0,0 31,0 31,0 | 31,0 31,0 31
2 62 62 0,2 5% 31,0 309 0,1 1,8 31,0 31,0 | 620 620 62
3 93 93 0,5 11% | 31,0 30,8 0,2 3,7 292 223 | 875 67,0 93
4 124 122 1,6 16% | 31,0 30,6 04 6,0 20,5 15,7 | 82,0 62,8 122
5 155 153 2,4 21% | 31,0 30,5 0,5 8,5 153 124 | 76,5 619 153
6 186 182 4,5 27% | 31,0 303 0,7 114 11,9 10,1 | 71,3 604 182
7 206 200 5,7 30% | 294 28,6 0,8 12,8 9,7 8,2 679 574 200
8 225 216 8,7 34% | 281 27,0 1,1 142 8,1 6,6 65,0 52,8 216
9 242 232 10,4 37% | 269 257 1,2 155 69 5,2 62,1 46,8 232
10 | 258 243 14,4 39% | 258 243 14 16,7 6,0 42 60,0 422 243
11 | 273 254 18,9 2% | 248 231 1,7 179 53 35 58,1 38,6 254
12 | 286 265 21,4 4% | 239 221 1,8 189 47 3,0 56,1 35,6 265
13 | 299 272 26,8 46% | 230 209 2,1 199 42 2,6 54,8 34,1 272
14 | 311 278 329 48% | 222 198 23 209 3.8 2.4 53,7 332 278
15 | 321 282 39,5 50% | 214 18,8 2,6 21,6 35 2,2 53,1 32,8 282
16 | 331 288 43,0 52% | 20,7 18,0 2,7 224 32 2,0 51,9 32,1 288
17 | 340 290 50,5 54% | 20,0 17,0 3,0 23,1 3,0 1.9 51,6 32,0 290
18 | 348 290 58,6 5% | 194 16,1 33 237 29 1,8 51,6 32,0 290
19 | 356 289 67,3 56% | 18,7 152 3,5 242 2,7 1,7 51,7 32,1 289
20 | 363 287 76,5 58% | 182 143 38 2477 2,6 1,6 52,1 322 287
21 | 370 289 81,4 9% | 17,6 13,8 39 25,1 25 1,5 51,8 32,1 289
22 | 376 285 91,4 60% | 17,1 13,0 4.2 25,5 24 1,5 52,5 324 285
23 | 382 280 102,1 61% | 16,6 122 44 25,8 23 1.4 534 329 280
24 | 387 274 1133 62% | 16,1 114 47 26,1 23 1,4 544 338 274
25 | 393 267 125,1 63% | 157 10,7 5,0 26,3 22 1.4 55,6 350 267
26 | 397 260 137 63% | 153 10,0 53 26,6 2,2 1.4 57,0 36,8 260
27 | 402 258 144 64% | 149 9,6 53 26,7 2,1 1.4 574 374 258
28 | 406 249 157 65% | 14,5 89 5,6 269 2,1 1,4 59,0 40,2 249
29 | 410 239 171 66% | 14,1 82 5,9 270 2,1 1,5 60,8 43,8 239
30 | 413 229 185 66% | 13,8 17,6 6,2 27,1 2,1 1,6 62,7 48,0 229
31 | 417 217 199 67% | 134 70 6,4 27,1 2,1 1,7 64,7 523 217
32 | 420 205 215 67% | 13,1 64 6,7 272 21 1,8 66,9 56,1 205
33 | 423 201 223 68% | 12,8 6,1 6,7 272 2,1 1,7 67,8 57,3 201
34 | 426 188 239 68% | 12,5 55 7,0 272 21 1,8 70,2 59,7 188
35 | 429 174 255 69 % | 123 50 73 272 2,1 1,7 72,7 61,1 174
36 | 432 159 272 69% | 12,0 44 7,6 272 2,1 1,7 753 61,7 159
37 | 434 144 290 70% | 11,7 39 7,8 272 2,1 1,7 78,0 62,1 144
38 | 436 129 308 70% | 11,5 34 8,1 27,1 21 1,6 80,9 62,5 129
39 | 439 112 326 1% | 112 29 8,4 27,1 2.1 1,6 838 636 112
40 | 441 105 336 71% | 11,0 2,6 8,4 27,0 2,1 1,6 852 645 105
41 | 443 88 355 71% | 10,8 2,1 8,7 270 22 1,7 88,3 68,3 88
42 | 445 70 375 2% | 10,6 1,7 8,9 269 22 1,8 91,5 743 70
43 | 447 52 395 72% | 104 1,2 9,2 26,8 22 1,9 930 81,5 52
44 | 449 33 416 72% | 102 0,7 9,5 26,7 2,1 2,0 93,0 87,7 33
45 | 450 13 437 73% | 10,0 03 9,7 26,6 2,1 2,0 93,0 91,2 13
46 | 452 -7 459 73% | 9,8 -0,1 10,0 26,5 2,0 2,0 93,0 92,6 -7
47 | 454  -16 470 73% | 9,7 -0,3 10,0 264 20 2,0 93,0 92,8 -16
48 | 455 -37 492 73% | 9,5 -0,8 10,3 263 19 1,9 93,0 93,0 -37
49 | 457 -59 515 74 % | 9,3 -1,2 10,5 262 19 1,9 93,0 93,0 -59
50 | 458 -80 538 74 % | 9,2 -1,6 10,8 26,1 19 1,9 93,0 93,0 -80
51 | 459 -103 562 74 % | 9,0 2,0 11,0 259 1,8 1.8 93,0 93,0 -103
52 | 461 -126 586 74 % | 89 24 11,3 258 1,8 1,8 93,0 93,0 -126
53 | 462 -149 o6ll 75% | 8,7 -2,8 1,5 257 1.8 1,8 93,0 93,0 -149
54 | 463 -161 624 75% | 8,6 3,0 11,5 256 1,7 1,7 93,0 93,0 -l161
55 | 464 -185 649 75% | 84 34 11,8 255 1,7 1,7 93,0 93,0 -185
56 | 465 209 675 75% | 83 -3,7 12,1 253 17 1,7 93,0 93,0 -209
57 | 467 -235 701 75% | 8,2 -4,1 123 252 1,6 1,6 93,0 93,0 -235
58 | 468 -260 728 76 % | 8.1 -4,5 12,5 251 1,6 1,6 93,0 93,0 -260
59 | 469 -286 755 76 % | 1.9 49 12,8 249 1,6 1,6 93,0 93,0 -286
60 | 470 -313 782 76 % | 1,8 52 130 248 1,6 1,6 93,0 930 -313

Table A.4.: Theoretical results with 26 byte messages from node and 8 byte messages from
AP. Access buffer size is according to the incorrect calculation used in the protocol code.
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B. Archive file contents

Archive/Code

Archive/Code/ASRadioAP
Archive/Code/ASRadioAP/ap_channel_management.c
Archive/Code/ASRadioAP/ap_channel_management.h
Archive/Code/ASRadioAP/ap_radio.c
Archive/Code/ASRadioAP/ap_radio.h
Archive/Code/ASRadioAP/ap_radio_if.h
Archive/Code/ASRadioAP/ASRadioAP.c
Archive/Code/ASRadioAP/data_types.c
Archive/Code/ASRadioAP/data_types.h
Archive/Code/ASRadioAP/megal28RFA1.h
Archive/Code/ASRadioAP/uart.c
Archive/Code/ASRadioAP/uart.h

Archive/Code/ASRadioGeneral
Archive/Code/ASRadioGeneral/channel_management.c
Archive/Code/ASRadioGeneral/channel_management.h
Archive/Code/ASRadioGeneral/general_radio.c
Archive/Code/ASRadioGeneral/general_radio.h
Archive/Code/ASRadioGeneral/general_radio_config.h
Archive/Code/ASRadioGeneral/general_radio_if.h
Archive/Code/ASRadioGeneral/mac_symbol_counter.c
Archive/Code/ASRadioGeneral/mac_symbol_counter.h
Archive/Code/ASRadioGeneral/test_setup.c
Archive/Code/ASRadioGeneral/test_setup.h

Archive/Code/ASRadioNode
Archive/Code/ASRadioNode/ASRadioNode.c
Archive/Code/ASRadioNode/data_types.c
Archive/Code/ASRadioNode/data_types.h
Archive/Code/ASRadioNode/megal 28RFA1.h
Archive/Code/ASRadioNode/node_channel_management.c
Archive/Code/ASRadioNode/node_channel _management.h
Archive/Code/ASRadioNode/node_radio.c
Archive/Code/ASRadioNode/node_radio.h
Archive/Code/ASRadioNode/node_radio_if.h
Archive/Code/ASRadioNode/uart.c
Archive/Code/ASRadioNode/uart.h

Table B.1.: Archived codefiles.
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Archive/Test results

Archive/Test results/APLogCHMgmtTst21Node15x200sec].txt

Archive/Test results/APLogCHMgmtTst21Node15x200sec2.txt

Archive/Test results/APLogCHMgmtTst21Node15x200sec3.txt

Archive/Test results/APLogCHMgmtTst21Node15x200sec4.txt

Archive/Test results/APLogChSwap21NodeNoSyncl1.txt

Archive/Test results/APLogChSwap21NodeNoSync?2.txt

Archive/Test results/APLogChSwap21NodeNoSync3 APChSwapChange.txt
Archive/Test results/APLogChSwap21NodeNoSync4 APChSwapChange.txt
Archive/Test results/APLogChSwap21NodeNoSync5 APChSwapChange.txt
Archive/Test results/APLogChSwap21NodeNoSync6 APChSwapChange.txt
Archive/Test results/APLogNodeAddition20Node10Sec].txt

Archive/Test results/APLogNodeAddition20Node 10Sec2.txt

Archive/Test results/APLogNodeAddition20Node 10Sec3.txt

Archive/Test results/APLogNodeAddition20Node10Sec4NoSync.txt

Archive/Test results/APLogNodeAddition21Node10Sec1 AbsNoChSwapNoSync.txt
Archive/Test results/APLogNodeAddition21Node10Sec1NoSync.txt

Archive/Test results/APLogNodeAddition21Node10Sec2AbsNoChSwapNoSync.txt
Archive/Test results/APLogNodeAddition21Node10Sec2NoSync.txt

Archive/Test results/APLogNodeAddition21Node10Sec3AbsNoChSwapNoSync.txt
Archive/Test results/APLogNodeAddition21Node10Sec3NoSync.txt

Archive/Test results/APLogNodeAddition22Node10SecChStats(Multirun).txt

Archive/Test results/Discarded Tests

Archive/Test results/Discarded Tests/APLog21Node250Sec1 AbsNoChSwapNoSync.txt
Archive/Test results/Discarded Tests/APLog21Node250Sec1 NoChSwapNoSync.txt
Archive/Test results/Discarded Tests/APLog21Node250Sec2 AbsNoChSwapNoSync.txt
Archive/Test results/Discarded Tests/APLog21Node250Sec2NoChSwapNoSync.txt
Archive/Test results/Discarded Tests/APLog21Node250Sec3 AbsNoChSwapNoSync.txt
Archive/Test results/Discarded Tests/APLog21Node250Sec3NoChSwapNoSync.txt
Archive/Test results/Discarded Tests/APLog21Node250SecChStats(Multirun).txt

Archive/Test results/Discarded Tests/APLog22Node250SecChStats(Multirun).txt

Archive/Test results/Discarded Tests/APLog250sec21NodeMultiRun.txt

Archive/Test results/Discarded Tests/APLogNodeAddition20Node5Sec.txt

Archive/Test results/Discarded Tests/APLogNodeAddition21Node10Sec1NoChSwapNoSync.txt
Archive/Test results/Discarded Tests/APLogNodeAddition21Node10Sec2NoChSwapNoSync.txt
Archive/Test results/Discarded Tests/APLogNodeAddition21Node10Sec3NoChSwapNoSync.txt
Archive/Test results/Discarded Tests/APLogNodeAddition21Nodes10SecAbsNoChSwapNoSync(Multirun).txt

Table B.2.: Archived test results.
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Archive/Test analysis

Archive/Test analysis/MultiAP-TrafficModel.xlsx

Archive/Test analysis/Testresults20Nodes10Sec1 - 16.05.13.x1sx

Archive/Test analysis/Testresults20Nodes10Sec2 - 16.05.13.xlsx

Archive/Test analysis/Testresults20Nodes10Sec3 - 16.05.13.xlsx

Archive/Test analysis/Testresults20Nodes10Sec4NoSync - 16.05.13.xlsx

Archive/Test analysis/Testresults21Nodes10Sec1NoSync - 20.05.13.xIsx

Archive/Test analysis/Testresults2 1Nodes10Sec 1 NoSyncAbsNoChSwap - 21.05.13.xIsx
Archive/Test analysis/Testresults21Nodes10Sec2NoSync - 20.05.13.x1sx

Archive/Test analysis/Testresults21Nodes10Sec3NoSync - 20.05.13.x1sx
Archive/Test analysis/Testresults22Nodes 1 0secChStats(Multirun) - 23.05.13.xlsx
Archive/Test analysis/TestresultsChMgmt21Nodes15x200Secl - 20.05.13.x1sx
Archive/Test analysis/TestresultsChMgmt21Nodes15x200Sec2 - 21.05.13.xIsx
Archive/Test analysis/TestresultsChMgmt21Nodes15x200Sec3 - 21.05.13.x1sx
Archive/Test analysis/TestresultsChMgmt21Nodes15x200Sec4 - 22.05.13.xIsx
Archive/Test analysis/TestresultsChSwap21Nodes3APChSwapChange - 21.05.13.xIsx
Archive/Test analysis/TestresultsChSwap21NodesNoSyncl - 21.05.13.xlsx
Archive/Test analysis/TestresultsChSwap21NodesNoSync2 - 21.05.13.xIsx

Table B.3.: Archived test analysis spreadsheets.

Archive/2.4GHzRadioEvaluation.pdf
Archive/Calculations Period values and beacon size.xIsx
Archive/Channel Management Filter design.xIsx
Archive/Theoretical performance model.xIsx

Table B.4.: Other archived files and documents.
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