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Abstract

9 years (2000 – 2008) of wind data from a longitudinal chain of up to 10 Super Dual

Auroral Radar Network (SuperDARN) radars spanning over ∼ 184◦ in longitude and

ranging in latitude from 51.4 – 65.7◦N is used to fit the daily meridional semidiur-

nal amplitudes at different longitudes to extract the zonal wavenumber 1 (S1) and

wavenumber 2 (S2) without spatial-temporal aliasing. This thesis focuses on the cli-

matology of the different components, connections to sudden stratospheric warmings

(SSW) and the possibility of the auroral electrojet being a generation mechanic for the

S1 component.

The climatology shows that the S2 dominates from June to November maximising

around fall equinox, followed by another enhancement in winter. The S1 shows an

enhancement around the fall equinox. The rest of the year, the S1 and S2 amplitudes

are comparable in magnitude.

The behaviour of the S1 and S2 components during SSWs are studied using a super-

posed epoch of 7 SSWs accompanied by an elevated stratopause event, and show that

the response of the semidiurnal tide to SSW is mainly S2 driven. This means that

most of the tidal enhancement during an SSW would be capable of propagating into

the ionosphere and initiating the process by which the SSW signature is carried to the

equator, as suggested by Chau et al. (2012).

The auroral electrojet is investigated as a possible generation mechanism of the S1

component through joule heating by correlating yearly S1 anomaly data with the AE

index. During solar minimum this yields weak correlations (∼ 0.2 – 0.3) significant

above the 95% confidence level and shows a clear repeating 27 day cycle. This repeating

pattern is thought to be linked to persisting high-speed solar wind streams associated

with coronal holes, adding credibility that there is a weak solar link to the generation

of the S1 component, and that it is particle rather than radiatively driven.
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Sammendrag

9 år (2000 – 2008) med vind-data fra opptil 10 Super Dual Auroral Radar Network

(SuperDARN)-radarer spredt over ∼ 184◦ i lengdegrad og fra 51.4 – 65.7◦N i bred-

degrad, blitt brukt til å estimere komponentene med bølgetall 1 (S1) og 2 (S2) av

den meridionale 12-timers tidebølgen i mesosfæren og nedre termosfæren uten rom-

tid-aliasing. Denne hovedoppgaven fokuserer p̊a å bestemme klimatologien til disse to

bølgekomponentene, undersøke forbindelser til br̊a stratosfæriske oppvarminger (SSW)

og muligheten for at nordlysovalen er tilknyttet dannelsen av S1-komponenten.

Klimatologien viser at S2-komponenten dominerer fra juni til november og n̊ar maksi-

mum rundt høstjevndøgn, fulgt av en ny forsterkning i vintermånedene. S1 blir ogs̊a

kraftigere rundt v̊arjevndøgn. Om v̊aren er som regel S1 og S2 tilnærmet like kraftige.

Ved å sl̊a sammen resultater rundt 7 SSW-hendelser, som ogs̊a er etterfulgt av en

hevet stratopause, er oppførselen til S1 og S2 studert. Resultatene viser at disse hen-

delsene hovedsakelig er drevet av S2-komponenten. Dette betyr at mesteparten av

forsterkningen av 12-timersbølgen i løpet av en SSW vil være i stand til å propagere inn

i ionosfæren og starte prosessen som SSW-signaturen bringer til ekvator, som foresl̊att

av Chau et al. (2012).

Nordlysovalen blir undersøkt som en mulig dannelsesmekaniske for S1-bølger gjennom

oppvarming ved å sammenligne S1-anomalidata med AE-indeksen. Under solmini-

mum gir dette en svak korrelasjon (∼ 0.2 – 0.3) signifikant over 95% konfidensniv̊aet,

og viser en klar repeterende 27-dagers syklus. Dette mønsteret tenkes å være knyttet

til vedvarende høy-hastighetssolvind assosiert med koronahull. Dette gir økt tiltro til

at solvinden er en dannelsesmekanikk av S1 bølger, og at de er drevet av partikler heller

enn str̊aling.
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Chapter 1

Introduction

The atmosphere is a complex system of gas surrounding Earth, retained by Earth’s

gravity. Dynamical and radiative processes in the atmosphere yield different types of

fluid waves, which can propagate, and allows the atmosphere to communicate over

large distances, both horizontally and vertically. Even though most weather phenom-

ena happen in the first 10 km of the atmosphere, more and more studies are show-

ing important couplings to high altitude phenomena affecting the weather on Earth.

Knowledge of such phenomena can be used to improve weather and climate models

to improve weather predictions and our understanding of the atmosphere as a whole.

This thesis is contributing to this by focusing on one particular type of waves, namely

the atmospheric tides.

Atmospheric tides are planetary-scale wave motions mainly generated by solar heating

of by ozone in the stratosphere (near 20 km altitude). The warm pool in the atmo-

sphere under the sub-solar point is localised in both longitude and latitude resulting

in a pressure bulge launching a driven global wave outward from that sub-solar point.

Although the waves can propagate both westward and eastward, the westward propa-

gating waves are much greater since they propagate with the apparent motion of the

Sun. The atmospheric tidal waves are defined by Earth’s rotation rate and have pe-

riods which are sub-harmonics of a solar day (i.e. 24 h, 12 h, 8 h etc.). As the waves

propagate vertically, the pressure of the surrounding atmosphere decreases exponen-

tially, leading the amplitude of the waves to grow exponentially due to conservation

of energy, and can reach wind speeds of up to 100 m/s. Around the mesosphere and

lower thermosphere (MLT, 60-100 km), the waves break and deposit their energy and

momentum and become the dominant source of variability in the horizontal wind in

this region (Oberheide et al., 2015).

The atmospheric tides has been studied for a long time, and in the 20th century,

the tides were decomposed into temporal components. The 24 h tide was expected to

be most significant since the heating from the Sun has a 24 hour period. However, they

found that tidal oscillations of both 24 h and 12 h was generating large amplitudes, and

1



2 CHAPTER 1. INTRODUCTION

after that the 12 h tide has raised much interest (Taylor, 1929). To measure the ampli-

tudes of the 12 h tide, one only needs to measure it at the wanted location and time,

and by now its behaviour across the globe is well-known (e.g. Schminder et al. (1989);

Manson et al. (1989); Lysenko et al. (1994); Jacobi et al. (1999)). Both the amplitude

and phases at a single latitude and longitude has been shown to vary a lot with time.

This is due to a super-positioning of different wavenumber components. Murphy et al.

(2003), Baumgaertner et al. (2006) and Hibbins et al. (2010) have recently studies the

12 h zonal wavenumber 1 and 2 (waves with one and two wavelengths around the world

respectively) above the Antarctic region, obtained by two or more measuring stations

at different longitudes.

The goal of this thesis is to estimate the wind amplitudes and phases of the zonal

wavenumber 1 and 2 components of the 12 h tide in the northern hemisphere MLT,

and investigate how they are affected by different atmospheric phenomena. To manage

this, northern hemisphere wind data at ∼ 95 km of the 12 h tide from a longitudinal

chain of stations around 60◦N are used, and a non-linear least-squares curve fitting rou-

tine is developed assuming that only these two wavenumber components are present.

For validation a second method, developed by Baumgaertner et al. (2006), using two

stations separated by approximately 180◦ in longitude is used. 9 consecutive years

(2000-2008) of data allows the examination of how inter-annual phenomena affect the

semidiurnal tide. In this thesis the response to major breakdowns of the polar vortex,

known as sudden stratospheric warmings (SSW) is studied, along with the possible

generational mechanics of the wavenumber 1 by asymmetrical heating through solar

particle flux, by investigating how it correlates to the auroral electrojet index (AE

index).

This thesis is divided into 7 main chapters, including this introduction. In chapter

2 the theory of relevance to the topics discussed in this thesis will be presented. Chap-

ter 3 presents the specific method from which the results will be obtained. These results

will then be presented and analysed in chapter 4. The subsequent chapter presents a

brief validation based on the obtained results. In chapter 6 the obtained results will

be discussed using the presented theory and other relevant studies. Finally, chapter 7

will summarise the thesis and highlight the most important findings and ending with

suggestions for future work.



Chapter 2

Theory

The goal of this chapter is to create a framework in which the results of this thesis

can be discussed. Firstly, an overview of important topics regarding the atmospheric

structure is presented, followed by a presentation of different atmospheric dynamics,

mainly in the form of different types of atmospheric waves. Lastly these things are put

together to explain some atmospheric coupling phenomena that will be studied further

in this thesis.

2.1 Atmospheric structure

Despite the atmosphere being a complex non-linear system, useful insight can be gained

when looking at the climatology (weather-average over a period of time) of the atmo-

sphere. This is the basis for the definition of the atmospheric layers.

2.1.1 Atmospheric layers

Figure 2.1 shows (a) the zonal mean (i.e. longitudinal mean) temperature and the

mean vertical temperature profile of the atmosphere during a December solstice, and

(b) shows the annual mean temperature structure of the atmosphere using the Whole

Atmosphere Community Climate Model (WACCM) (Stray, 2015). The turning points

of the temperature profile gives rise to convenient borders for defining atmospheric

layers. In the troposphere, approximately from 0 to 15 km, the temperature falls of

linearly with height due to increasing distance from surface heating. The troposphere

is where most of the direct weather phenomena happen and is often referred to as the

lower atmosphere.

The stratosphere is defined as the layer above the troposphere and up to about 60

km. This layer contains the main bulk of ozone molecules (O3) in the atmosphere

(Boeker and van Grondelle, 2001). The absorption of ultra-violet radiation from the

Sun creates a cycle between atomic oxygen (O), molecular oxygen (O2) and ozone that

results in a thermal energy increase, increasing the temperature in the stratosphere

3



4 CHAPTER 2. THEORY

Figure 2.1: Atmospheric structure derived from WACCM. (a) Solstitial atmospheric condi-
tions of zonal-mean temperature (colour plot), zonal-mean zonal wind (black contour lines)
and zonal-mean vertical and meridional wind (white arrows). The vertical speed has been
enlarged for better visibility. (b) Annual-mean temperature structure. From Stray (2015).

with altitude (Andrews, 2010). The temperature has a local maxima at about 60 km,

the stratopause, before it drops off again due to a decrease in radiative heating and an

increase in radiative cooling to space by CO2 in the mesosphere. The stratosphere and

mesosphere are often referred to as the middle atmosphere.

As seen from the pressure axis in figure 2.1, the pressure falls off exponentially with

altitude. From this, one can estimate that about 90% of the total mass of the atmo-

sphere is located in the troposphere, a little less than 10% in the stratosphere, and

only about 0.1% in the mesosphere, thermosphere and above. In the thermosphere,

the temperature again increases due to the absorption of very short wavelength solar

radiation that results in the dissociation and ionization of molecules. Because the ther-

mospheric density is low, the atmospheric departs from being well mixed and begins

to diffusively separate, with lighter species decreasing less rapidly with altitude than

heavier ones.
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2.1.2 Polar vortex

During winter, there is no solar heating near the winter pole causing lower tempera-

tures and pressures than around the equator. This causes a wind motion towards the

winter pole. Since the Earth (and the atmosphere) is rotating eastward, and rotating

slower closer to the poles, the air from the equator will be moving eastwards faster

than the surrounding air when displaced towards the poles (the Coriolis force). This

results in an eastward thermal wind. This strong eastward circumpolar flow around

the winter pole is called the polar vortex (Andrews, 2010), and maximises around 50 ◦

latitude at around 60 km altitude, illustrated in figure 2.1 during winter in the northern

hemisphere.

There is a similar situation during summer, when stratospheric heating of the ozone

near the poles cause a temperature difference between high latitudes and the equa-

tor. This yields a temperature gradient between the summer pole towards the equator

which, following the same argument as above, results in a westward circumpolar flow

in the summer hemisphere. This temperature gradient however is not as strong as in

the winter when the pole goes into darkness. This causes the vortex during summer to

be much weaker than during winter. In the following, the term polar vortex will only

be used to describe the strong eastward winter polar vortex.

The polar vortex in the northern hemisphere (NH) and southern hemisphere (SH)

is often referred to as the Arctic and Antarctic polar vortex respectively. The Arc-

tic polar vortex is less stable than the Antarctic polar vortex since zonal distributed

land-sea boundaries in the NH are an indirect source for planetary waves (PW) which

can propagate up into the stratosphere. In the stratosphere, the PWs, which can only

propagate westward in an eastward background wind (section 2.2.3), can interact with

the polar vortex, causing a drag and slowing the eastward stratospheric winds dur-

ing winter. An extreme example of this is a phenomenon called sudden stratospheric

warming (SSW), and is detailed in section 2.3.1.

2.2 Atmospheric dynamics

When only looking at the climatology of the atmosphere, the daily dynamics are lost.

As an example, in figure 2.1 in the mesosphere and lower thermosphere (MLT) at

around 60◦N, the mean zonal wind is estimated to be ±10 m/s, and the meridional

wind is small. However, when looking at hourly atmospheric activity the story is quite
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Figure 2.2: Figure from SKiYMET on Dragvoll. Zonal/meridional wind velocity in m/s as
a function of time (left/right). Altitude ranges from 82 km to 98 km from top to bottom.
Data is from January 22 and January 23 2013.

different. Figure 2.2 shows wind speeds in the MLT (altitudes ranging from 82 km

to 98 km) measured by an All-Sky Interferometric Meteor Radar (SKiYMET) placed

on Dragvoll at 63◦N. This plot shows that in the course of 12 hours the zonal and

meridional wind speeds can change between roughly ±90 m/s. In this section we will

look into fundamental mechanics that makes the large semidiurnal changes at altitudes

around 100 km possible.

2.2.1 Atmospheric tides

As mentioned in section 2.1 ozone in the stratosphere absorbs radiation from the Sun

and soon after liberates the energy in the form of heat. Solar absorption by water

vapour in the troposphere, as well as photo-dissociation of O2 and N2 in the thermo-

sphere (120-180 km) also contribute to the heating of the atmosphere (Forbes, 1995).
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The heating in section 2.1 shows the time-averaged heating over the globe. When

looking at the diurnal variation of that heating it shows large density and tempera-

ture perturbations that moves westward with the apparent motion of the Sun. This

creates a large planetary scale wave that propagates outward and upward away from

the point of heating. Due to conservation of energy and the exponential decrease in

atmospheric density with altitude, the amplitude grows as the disturbance propagates

upwards. The maximum heating is located around the sub-solar point, which will

move westward with time with the apparent motion of the Sun observed from Earth.

This differential heating launches very large planetary-scale oscillations with periods

defined by Earth’s rotation rate (Forbes, 1995) and they are observed in wind speed,

temperature, pressure, density and geopotential height (Oberheide et al., 2015). An

example of the wind oscillation induced is shown in figure 2.2, where wind variations

as large as ±90 m/s are observed at subsolar harmonics of the Earth’s rotation period.

A derivation of the properties of the atmospheric tides can be described by intro-

ducing a heating distribution function J(t) (Forbes, 2009). The heating distribution

J(t) can be assumed non-zero during the day and zero at night. This periodicity in

time means that it can be expressed using Fourier series as a function of t in hours

giving

J(t) =
N∑
n=0

An(θ, z, λ) cos(nΩt− φn(θ, z)). (2.1)

Here Ω = 2π/24 h and describes the apparent motion of the Sun from an observer on

Earth, An describes the amplitude of each Fourier component in terms of altitude (z),

latitude (θ) and longitude (λ) east of Greenwich. φn describes the phases of each com-

ponent. n ≥ 0 describes which fraction of the 24 hours periodicity the wave component

has. Thus, n = 1 refers to the diurnal wave (24 h), n = 2 the semi-diurnal (12 h), n = 3

the terdiurnal (8 h) etc.. These wave components are assumed linear, meaning that the

atmospheric response for each separate wave component can be calculated separately

and added afterwards to describe the total atmospheric response.

Since the sub-solar point on Earth moves approximately along a constant longitude, it

can also be assumed periodic in longitude. Including this in the Fourier series results

in a heating distribution that is also dependent on the zonal wavenumber S on the

form

J(t) =
∞∑

S=−∞

N∑
n=0

An,S(θ, z) cos(nΩt+ λS − φn,S(θ, z)). (2.2)
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Now, the amplitude and phase are only dependent on the altitude and the latitude

since the longitudinal effects are described by the zonal wavenumber S. S can be un-

derstood as the number of crests around the Earth for a particular wave component.

By convention the λS term is introduced in such a way so that a positive and negative

S describes westward and eastward propagating waves respectively.

The particular definition of the phase φn,S(θ, z) does not change the physics of the

problem. Here it is defined as the universal time (UT), as a fraction of 24 hours, at

which the first maximum of the respective wave component, observed at a longitude λ,

will pass over Greenwich (zero longitude). This makes the phase φn,S dependent upon

how fast the maximum of the particular wave travels, also referred to as the phase

speed Cph of the wave.

The phase speed of each wave component can be obtained by first setting the ar-

gument in the cosine of equation (2.2) equal to a constant, rearranging with respect to

λ leaving λ = (−nΩt + φn,S)/S, and differentiating this expression with respect to t.

The phase speed can then be expressed as

Cph ≡
dλ

dt
= −nΩ

S
. (2.3)

Several studies have shown that the strongest tidal components are the 8 h, 12 h and

24 h waves (e.g. Hibbins et al. (2006)), and that at mid to high latitudes, the 12 h, or

semidiurnal, is the strongest tidal component. A 12 h (n = 2) wave with S = 1 charac-

terises a semidiurnal westward propagating wave with wavenumber 1 which means that

it has a phase speed of Cph = −2Ω = −2·360◦/24h = −30◦/h. Hereafter this is referred

to as a semidiurnal (or 12 h) S1 component, and it can be seen to be travelling with

twice the apparent speed of the Sun. On the other hand a wave with n = 2 and S = 2

is also a 12 hour westward propagating wave, but it has wavenumber 2 and therefore a

phase speed of −Ω = −15 ◦/h. This particular wave will be referred to as a semidiurnal

(12 h) S2 wave component. Waves with Cph = −Ω travel with the apparent motion of

the Sun with respect to a ground base observer, and are said to be migrating waves.

From equation (2.3) it is clear that only waves with S = n, like the semidiurnal S = 2

component, are migrating. Waves with S 6= n, like the semidiurnal S1 component, are

said to be non-migrating waves. Hence, every temporal wave component has its own

migrating spatial component.
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2.2.2 Gravity waves

Despite the importance of gravity waves (GW) for atmospheric circulation, detailed

below, this thesis will deal primarily with the larger scale tidal and planetary waves.

However, a brief discussion of gravity waves is given to explain some of the dynamically

controlled features in the mesosphere shown in figure 2.1 and will give further insight

into SSWs discussed in section 2.3.1.

Gravity waves are buoyancy waves generated when air is displaced from equilibrium

(Hines, 1960). Like the tides, they grow in amplitude as they propagate upward into

lower density regions of the atmosphere in order to conserve energy. However, gravity

waves have much shorter time and spatial scales. Their periods ranges from minutes

to one day with vertical wavelengths in the mesosphere of 2 – 30 km. Horizontal

wavelengths are on the order of tens to thousands of kilometres. Like most waves, they

cannot propagate into regions where the background wind is equal or greater than the

phase speed of the wave (Fritts, 1984). Thus, GWs are filtered by the mean strato-

spheric flow when propagating upwards. In winter, the eastward stratospheric wind

allows the westward propagating GW to dominate in the mesosphere. In summer, the

westward stratospheric wind leads to dominant eastward propagating GW in the meso-

sphere. Due to their smaller scale sizes, these waves can grow to amplitudes that create

local temperature perturbations on the background temperature profile exceeding the

adiabatic lapse rate. When this occurs, any air parcels that are displaced upwards by

random thermal motion will only expand and cool adiabatically, but be warmer than

the surrounding air. Similarly, any parcels that move downward will heat adiabatically

but be cooler than the surrounding air. When this occurs, the wave becomes unstable

and overturns (or breaks), depositing its momentum and dissipation its energy in the

background flow (Lindzen, 1981). This extra momentum, in the direction opposite to

the mean wind, acts as a drag force and creates a residual meridional circulation up-

wards and outwards from the summer pole to the winter pole where the air converges

and sinks. The resulting adiabatic heating and cooling creates the warm winter and

cold summer mesopause regions shown in figure 2.1.

2.2.3 Planetary waves

A planetary wave (PW) is a large-scale wave with horizontal scales of thousands of

kilometres and with periods on the order of days. They are sometimes also referred

to as Rossby waves (Andrews, 2010) and play an important role in many large-scale

atmospheric phenomena. To understand the way they are created one needs an under-
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standing about the conservation of absolute vorticity.

Vorticity refers to the local rotation or spin of some flow, mathematically presented

as the curl of the velocity vector of the flow. This is not to be confused with global

rotation. In the atmosphere, planetary vorticity (PV) is the vorticity directly caused

by Earth’s rotation around its axis. At the poles, the vorticity is counter-clockwise and

the value of the vorticity here is the maximum on Earth. It gradually decreases towards

the equator where it is zero. Vorticity relative to the planetary rotation is here called

relative vorticity (RV). Summed together the PV and RV result in the absolute vortic-

ity (Andrews, 2010). Assuming that the horizontal flow is non-divergent at all times

(no vertical stretching of the atmosphere in the areas of interest) absolute vorticity is

conserved (Paldor, 2008). Thus, changes in either RV or PV, will be compensated for

by the other, conserving absolute vorticity. The assumption of non-divergent horizon-

tal flow is not realistic since there are no such restrictions on the vertical displacement

of fluids in the atmosphere, but is good enough to get an idea of the dynamics at play

when air is displaced in latitude on Earth.

Looking at the northern hemisphere and for simplicity assuming that the initial rela-

tive vorticity is zero. A displacement of air toward the North Pole increases the PV

counter-clockwise, resulting in a clockwise RV to conserve absolute vorticity. I.e. with

respect to the surrounding atmosphere, the displace air is rotating clockwise. This will

create a northward air motion to the west of the displaced air and a southward air

motion to the east of the displaced air. Due to the viscosity of the air, the rotation

of the displaced air will force parcels to its west towards the north, and these will

increase their RV clockwise. Similarly, those to the east of the initial displacement

will be forced towards the south and will acquire a counter-clockwise RV. Therefore

the initial displacement of air is creating a westward propagating wave motion (Stray,

2015). This westward propagating wave is what is characterised as a PW. The phase

speed of PWs is always westward relative to the air, so they will not propagate into

winds that move westward faster than the phase velocity of the wave.

2.3 Atmospheric coupling

Waves generated in the lower atmosphere can propagate upwards though the atmo-

sphere. The exponential decrease in pressure and the conservation of wave energy

causes the waves to increase in amplitude with altitude. When the waves break, they

dissipate energy and momentum in the atmosphere. This is the main cause of vertical
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coupling of energy and momentum in the atmosphere and this section will focus on

some effects of coupling between different parts of the atmosphere.

2.3.1 Sudden stratospheric warmings

A sudden stratospheric warming (SSW) is known as one of the most extreme phe-

nomena happening in the atmosphere. Interaction between the upwards propagating

PWs and the zonal-mean zonal flow of the stratosphere (polar vortex) can, due the

PWs being westward travelling waves and the polar vortex eastward, weaken the zonal

flow and can in extreme cases lead to an abrupt reversal of the zonal-mean winds in

the middle atmosphere as well as a sudden warming in the stratosphere and a sudden

cooling in the mesosphere (Matsuno, 1971; Limpasuvan et al., 2004). These extreme

cases occur in the polar wintertime dominating the variability of the NH wintertime

stratospheric circulation (e.g. Andrews et al. (1987)). Large vertical and horizontal

velocity and temperature gradients during SSW caused by the altered transmission of

PWs and GWs, results in generation of new waves.

Figure 2.3 shows a simulation of the behaviour of the polar cap zonal-mean wind

(a) and temperature (b) during a polar cap wind reversal event. In the days prior

to the wind reversal, the conditions reflect general winter time conditions (as seen in

figure 2.1) with eastward zonal wind in the stratosphere, westward in the mesosphere

and with a temperature minimum at the tropopause (∼ 20 km) and in the mesopause

(∼100 km), and a maximum at around 60 km. After the onset (day 0, green vertical

line), the zonal wind in the stratosphere reverses abruptly and becomes a westward

wind, reflecting summer time conditions. This alters the filtering of eastward waves,

and allows for more eastward PWs and GWs to reach the mesosphere. As a result,

there is a change in the mesospheric momentum deposition resulting in a change from

westward to eastward mesospheric winds. The meridional flow in the mesosphere also

changes direction (not shown).

Some of these SSWs are also followed by a nearly isothermal stratosphere, and af-

ter the polar vortex starts to recover the stratopause can reform at higher altitudes

near 75-80 km and descends over a period of weeks (Manney et al., 2008, 2009). This

is known as an elevated stratopause event (ES) and it has been shown that when an

SSW is accompanied by an ES event large PWs appear in the MLT (Stray et al., 2015,

and references therein).

In the NH, SSWs happen frequently during the winter months. They vary in strength,
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Figure 2.3: Typical polar cap (70-90◦N) zonal mean wind (a) and zonal temperature com-
posite (b) from WACCM-SD.

time and duration from year to year, and there are several definitions for SSWs used.

The World Meteorological Organization define major SSWs as one that leads to a pos-

itive poleward temperature gradient from 60◦ latitude to the pole at or below 10 hPa

(& 30 km), and a reversal of the zonal mean wind at 60◦N latitude and 10 hPa. If the

zonal mean wind does not reverse at that level, it is considered a minor SSW event

(Chandran et al., 2013). In recent studies SSW events has been defined using the polar

cap temperatures or winds, and the onset of the SSW is defined as the point in time

when the zonal-mean zonal polar cap (70-90◦N) wind at 0.7 hPa (∼ 50 km) reverse

from eastward to westward and persists for at least four days (e.g. (Tweedy et al.,

2013; Stray et al., 2015)).

In addition to this, the SSWs are characterized by how the polar vortex breaks. One

type is called a vortex displacement and is characterized by a clear shift of the polar

vortex off the pole. The other is called vortex split and refers to a splitting of the polar

vortex into two comparable pieces (Charlton and Polvani, 2007). These two types are

often associated with a wavenumber 1 for the displacement and a wavenumber 2 for

the splitting.
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As air flows from the sea over land, the change in topography can displace air in

latitude and cause PWs. Thus, the generation of PWs is much larger in the NH than

in the SH due to there being more land-sea transitions in the north. Hence, SSWs are

much more frequent in the NH compared to the SH.

2.3.2 Solar activity

This section will give a brief overview of how phenomena happening on the Sun can

affect and be measured in Earth’s atmosphere.

The activity on the Sun is found to have a nearly periodic 11-year cycle (Kutner,

2003). This activity includes e.g. numbers of sunspots, levels of solar radiation, coro-

nal mass ejections (CMEs) and solar flares. Tracking sunspots also reveal a mean

rotation period of 27 days for a fixed feature on the Sun to appear at the same appar-

ent position viewed from Earth, called Carrington rotation (Newton and Nunn, 1951).

The Sun is constantly pumping out plasma outward into interplanetary space, and

this flow of plasma is known as the solar wind. A coronal hole is a variable solar

feature that can last for weeks to months. They are large cells with low densities and

unipolar magnetic fields on the Sun’s surface with their field lines extending far out

into the solar system. This allows an outflow of high-speed plasma from and through

the solar corona. During the descending part of the solar cycle, these coronal holes are

the dominant phenomenon affecting geomagnetic activity on Earth (e.g. (Tsurutani

et al., 2006)). If the coronal holes lasts for more than 27 days, the strong solar winds

from the coronal holes will reappear each solar rotation.

The ionosphere is the region of Earth’s space environment with the highest plasma

density (∼ 60− 1000 km) and forms the lowest part of what is known as Earth’s mag-

netosphere. It is produced by the ionization of the neutral atmosphere by x-rays and

UV radiation from the Sun. The solar wind interacting with Earth determines the

dynamical state of the magnetosphere and ionosphere.

When studying Solar-terrestrial connections an estimate of the dissipation of energy

within the magnetosphere at any given time yields information about effects of geo-

magnetic storms. Geomagnetic activity can be estimated by interpreting magnetometer

measurements. To simplify this process and making the data more accessible, several

geomagnetic indices has been introduced to give a semi-quantitative measurement of

magnetospheric activity. The data used in computation of the indices are obtained
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using three component magnetometers either in the local magnetic coordinate system

(H, D, Z) or the geographic coordinate system (X, Y , Z). The Z component is the

vertical component and is used in both systems, H and X are the horizontal compo-

nents with H lying in the local magnetic longitudinal plane, and X in the geographic

longitudinal plane. D and Y completes the respective right-handed orthogonal systems

(Rostoker, 1972).

There are several indices used today, with different purposes. If one wants to study the

auroral-zone activity one wants to maximize the contribution from the auroral electro-

jet in these measurements. This is done with a geomagnetic index called the Auroral

Electrojet Index (AE index) first proposed by Davis and Sugiura (1966). The AE

index is a function of universal time and is constructed only using the H component

measured by subauroral-zone stations providing equally space coverage around the au-

roral zone. The H component at each observatory is usually measured (in nanotesla,

nT) at intervals on the orders of minutes and scaled with regards to a reference level

measured on quiet days occurring before and after the period under study (Davis and

Sugiura, 1966). The deviations from the reference level, denoted ∆H, is calculated

at each station and all values are superimposed onto one another. The upper and

lower envelopes represent estimates of the maximum positive and negative deviations

occurring along the auroral zone denoted AU and AL respectively. AU and AL are

intended to express the strongest current intensity of the eastward and westward auro-

ral electrojets respectively. The separation between AU and AL depends solely upon

the maximum eastward and westward auroral electrojet currents and is independent of

zonal currents that may exist in the ionosphere, or of the axially symmetric component

of magnetic field from any distant sources. Thus

AE = AU − AL (2.4)

gives a direct measure of the total maximum amplitude of east and west electrojet

currents.

There are some problems connected to the AE index that can affect its reliability.

Information can be lost during geomagnetic storms when currents are localized in lon-

gitude. Hence one cannot rule out sub storm activity only based on low AE index.

Also information can be lost if large portions of the electrojet is located at too high

latitudes from the AE observatories, or if the auroral oval expands southward away

from the stations which it is the case during intense storms (Rostoker, 1972).
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Method

This project is based upon the wind data from 10 radars, called SuperDARN radars,

that form a longitudinal chain stretching from 150◦W and eastward to 25◦E. The hourly

mean meridional winds at each station are fitted in 4-day segments to derive a mean

wind as well as different tidal components of the wind,. The 4-day windows is shifted

in one-day intervals, so that the daily mean winds and tidal amplitudes represent a

smoothing over four days. A daily mean meridional wind is calculated and fitted to

extract the semidiurnal tide at each station. The longitudinal spread of the stations

is used to estimate the spatial part of the semidiurnal tide assumed to consist of two

wave components, without spatial-temporal aliasing.

The data gathering, and the first steps of deriving the tidal amplitudes and phases

at each station, was done in Stray (2015). Stray was looking at PWs derived from

the mean wind, and as a result, the atmospheric tides (i.e. 8 h, 12 h, 24 h sine waves)

were extracted from her data, and the 12 h tidal component is used in this study. The

next section will be an overview of this initial work and will be followed by the method

developed in this thesis. More information on the initial work is found in Stray (2015)

as well as in Kleinknecht et al. (2014) and Hibbins and Jarvis (2008).

3.1 Data gathering

3.1.1 SuperDARN Network

The Super Dual Auroral Radar Network (SuperDARN) is an extensive array of high

frequency auroral radars located in both the NH and SH, and the stations are widely

spread in longitude (Greenwald et al., 1985, 1995). All the operating radars in the NH

as of January 2009 and their respective fields of view is shown in figure 3.1. Note that

the coordinates in this figure refer to their geomagnetic coordinates. In table 3.1 the

coordinates are given in geographic coordinates and are the ones that will be referred

to throughout this thesis. The SuperDARN network was developed to study large-scale

dynamical processes in the magnetosphere-ionosphere system (Greenwald et al., 1995).

15
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Figure 3.1: Map of all SuperDARN radars in the NH as of January 2009. The radar field
of view is shown for all stations. The outermost circle marks 40◦N, the second 60◦N, and
the innermost 80◦N in geomagnetic latitudes. Credit : Virginia Tech SuperDARN website.
(Copied with permission from Dr. J. Michael Ruohoniemi)

It was later shown that the echoes received by the radars in the lower range gates are

linked to scatter from ionization trails from meteors burning up in the lower and upper

mesosphere (Hall et al., 1997). These ionization trails drift with the neutral wind for

about a second before they dissipate (Hocking et al., 2001). Tracking the trail therefore

yields a line of sight velocity for the mean wind. Line of sight velocities in each of the

16 to 24 beams that cover each radar’s field of view are collected for one hour, and a

net vector wind with zonal and meridional components is fitted. Because the radars

have at least one of their beams directed to the north, but cover only a limited range

of longitudes with their field of view, the meridional wind has been shown to be the

most accurate (Hibbins and Jarvis, 2008).

While standard SuperDARN radars have no altitude discrimination within the low-

est range gates used for meteor-trail detection, the mean altitude of the meteor wind

has been estimated to be 94 ± 3 km by comparing the derived wind with the wind
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observed by a co-located MF radar (Hall et al., 1997). This has been verified by com-

paring winds from an imaging Doppler interferometer radar at Halley (74◦S, 25◦W)

and a co-located SuperDARN radar (Hibbins and Jarvis, 2008). The winds from this

radar network provide an hourly snapshot of the wind as a function of longitude, and

this gives a great amount of insight into the dynamics of the MLT.

Since the radars detect the short-lived ionization trails against the background iono-

sphere, the extra ionization cause by auroral ionization at ∼ 90 km (the E region) can

reduce the contrast between the trail and the background. Thus, the meteor count

rate can drop during auroral precipitation, and if too few meteors are observed to fit a

wind, it will result in data gaps.

3.1.2 SuperDARN stations used

The data analysis is done using the 10 radars listed in table 3.1. Figure 3.1 shows all

the operating stations in the NH as of January 2009. To be able to calculate the zonally

propagating tides in the NH, stations that are spread out in longitude is needed. The

SuperDARN stations listed above form a band of radars ranging in longitude from King

Salmon at 158.5◦W to Hankasalmi at 25.2◦E, and in latitude from Kaupasking 51.4◦N

to Pykkvibaer at 65.7◦N. This means that King Salmon and Hankasalmi are 1.7◦ away

from being on the exact opposite side of the Earth and that the maximum latitudinal

spread of the stations is 14.3◦. The longitudinal difference between Hankasalmi and

Kodiak is 176.3◦, 3.7◦ from 180◦ separation. All stations have coverage during 2000-

2008, except King Salmon and Rankin Inlet which started operating in 2001 and 2007

respectively.

Table 3.1: SuperDARN Radars used in the Data Analysis. Abbreviations in table is from
(Chisham et al., 2007) and the official website of vt.superdarn.org.

Radar names Abbrev. Lat. [◦] Long. [◦] Start Year
Hankasalmi han 64.4 25.2 1995
Pykkvibaer pyk 65.7 -18.0 1995
Stokkseyri sto 64.7 -26.9 1994
Goose Bay gbr 55.5 -60.3 1983
Kaupasking kap 51.4 -83.3 1993
Rankin Inlet rkn 65.0 -92.9 2007
Saskatoon sas 54.2 -105.2 1993
Prince George pgr 56.1 -123.2 2000
Kodiak kod 59.5 -150.1 2000
King Salmon ksr 60.6 -158.5 2001
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3.2 Data analysis

To obtain the S1 and S2 components of the semidiurnal tide, the wind data from

the SuperDARN radars are processed through several steps. The process of quality

checking and least-squares fitting the data to provide the mean wind, 8 h, 12 h and

24 h tidal components along with the 48 h wave is explained in detail in Kleinknecht

et al. (2014), but for completeness the main points are repeated in section 3.2.1. The

resulting wave amplitudes and phases for the meridional component of the 12 h daily

mean wind at the locations of the SuperDARN radars are then used to fit the S1 and

S2 components as explained in section 3.2.2.

3.2.1 Extracting the tidal components from the hourly wind

for each station

Hourly averaged neutral meteor winds are obtained from SuperDARN’s data access

site at the British Antarctic Survey. The SuperDARN radars have between 16 and 32

adjacent 1 degree wide beams arranged in a fan shaped array (see figure 3.1). Since

most of the radars point towards the North Pole, they cover only a limited range of

angles in the zonal direction. Thus, the meridional component of the wind solved

from all the line-of-sight Doppler velocities has higher accuracy (Hibbins et al., 2010).

Hence, only the meridional component of the wind is used. Hourly mean winds above

100 m/s, winds with standard deviation of zero or a mean location different from the

geometric centroid of the beams are excluded. These values are either unrealistic or

suggest non-standard operation mode of the radar.

To extract the tidal amplitudes of the hourly mean wind a 4-day window is used

with the fitting function

V (t) = A0 +

[
3∑
j=1

Aj sin

(
2πj

24h
t+ φj

)]
+ A4 sin

(
2π

48h
t+ φ4

)
(3.1)

to extract the amplitude of the mean wind A0, the amplitude Ai and phase φi of the

24 hour (i = 1), 12 hour (i = 2), 8 hour (i = 3) and 48 hour (i = 4) component of the

hourly mean wind V as a function of time t in hours. The 48 h is the quasi-two day PW,

while the 8 h, 12 h and 24 h are the tidal components. Of these tidal components e.g.

Manson et al. (1989) and Hibbins et al. (2006) have shown that the 12 h semidiurnal

tide is the strongest component at high latitudes.

The segment window is then moved one day at a time and the above components
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are again fitted if there is enough data covering each hour of the day, as done in Hib-

bins and Jarvis (2008). These results in a 4-day average of the daily mean meridional

wind as well as the tidal amplitudes and phases for each day when the associated 4-day

window contains enough hourly mean data. The resulting amplitudes typically have

uncertainties of approximately ±2.5 m/s.

Tidal amplitudes will vary as a function of latitude (Murphy et al., 2006). In tidal

theory these variations are defined by Hough functions (Forbes, 1995). However, over

the latitude range covered by the SuperDARN radars used, 14.3◦, the latitudinal vari-

ation of the tide may be seen to be on the same order as the measured uncertainties.

Following Hibbins et al. (2010) and Baumgaertner et al. (2006), the theoretical varia-

tion of amplitude with latitude in the analysis is neglected.

Standard SuperDARN radars cannot determine the altitudes of meteor trails mea-

sured in the lowest range gates (Kleinknecht et al., 2014). However comparison with

the other range-finding meteor radars as done in Hibbins and Jarvis (2008) indicate

that the observations are most representative of the winds at ∼ 95 km.

3.2.2 Deriving S1 and S2

As discussed in section 2.2.1 a 12 h wave can be represented as a sum of an infinite

number of 12 h wave components, given by the zonal wavenumber S. Earlier studies

has shown that the S1 and S2 are the largest components, and this leads to the as-

sumption that the total semidiurnal tidal field can be represented by the vector sum

of only a S1 and S2 component (Hibbins et al., 2010).

Using all available SuperDARN stations given above, one can fit data from several

longitudes to derive the amplitudes AS1 and AS2 along with the phase difference Φdiff

of the meridional component of the semidiurnal tide for each day with enough stations

available. This method is detailed in section 3.2.2.1. Mainly for validation another

method is also used developed by Baumgaertner et al. (2006) using two stations lo-

cated approximately 180◦ from each other in longitudes. This method will be detailed

in section 3.2.2.2.

3.2.2.1 Multiple station fitting method

When assuming that the 12 h tide consists of only a wavenumber 1 (non-migrating)

wave propagating westward with twice the apparent speed of the Sun, and a wavenum-
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ber 2 (migrating) wave, this is equivalent to equation (2.2) with n = 2 and only

choosing S = 1 and S = 2. The basic equations of the semidiurnal S1 and S2 can then

be written as

f(t, λ) = AS1 cos

(
2π

12
t+

2π

360
λ− φS1

)
+ AS2 cos

(
2π

12
t+

4π

360
λ− φS2

)
. (3.2)

Here AS1 and AS2 are the amplitudes, and φS1 and φS2 are phases for the S1 and S2

respectively. λ is the longitude east of Greenwich (0◦E). The phase is given in radians.

Typically the phase is given in UT, as it will be in this thesis. In the equations it will

be given in radians for simplicity. The conversion from radians to UT for a semidiurnal

tide is given by φUTi = (12h · φradi )/2π. The phase is the time of maximum (TOM) in

UT of the first maximum after midnight passing over Greenwich. If the maximum of

the S1 wave is at longitude λ = 90◦ at midnight, keeping in mind that the S1 travels

with a speed of 30◦/h westward, it would take 3 hours before the maximum pass over

Greenwich. Hence its phase is 3 UT (= π/2). Note that even though the S1 travels

with twice the speed of S2, the temporal argument is the same. This is due to S2

having two maxima. For the S2 the TOM at each longitude λ is the same as the TOM

at 0◦E since it is a migrating component.

At a fixed longitude, λi, equation (3.2) can be written as

f(t) = AS1 cos

(
2π

12
t+ ΦS1

)
+ AS2 cos

(
2π

12
t+ ΦS2

)
, (3.3)

where

ΦS1 =
2π

360
λi − φS1, (3.4)

ΦS2 =
4π

360
λi − φS2. (3.5)

Using cos(a+ b) = cos a cos b− sin a sin b, equation (3.3) can be written as

f(t) = AS1

[
cos

(
2π

12
t

)
cos(ΦS1)− sin

(
2π

12
t

)
sin(ΦS1)

]
(3.6)

+ AS2

[
cos

(
2π

12
t

)
cos(ΦS2)− sin

(
2π

12
t

)
sin(ΦS2)

]
. (3.7)

Recognizing the shared time dependent factors and factorizing yields

f(t) = A(λ) cos

(
2π

12
t

)
+B(λ) sin

(
2π

12
t

)
, (3.8)

where

A(λ) = AS1 cos(ΦS1) + AS2 cos(ΦS2) (3.9)
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and

B(λ) = −AS1 sin(ΦS1)− AS2 sin(ΦS2). (3.10)

The amplitude of f(t) is now given by

A12(λ) =
√
A(λ)2 +B(λ)2, (3.11)

and the phase is given by

Φ12 = arctan

(
B(λ)

A(λ)

)
. (3.12)

There is no time dependence in neither amplitude nor phase, but they vary at each

longitude λi. Inserting equation (3.4) and (3.5) into equation (3.9) and (3.10) and

simplifying the result yields

A(λ) = AS1 cos

(
2π

360
λi − φS1

)
+ AS2 cos

(
4π

360
λi − φS2

)
, (3.13)

and

B(λ) = −AS1 sin

(
2π

360
λi − φS1

)
− AS2 sin

(
4π

360
λi − φS2

)
. (3.14)

Inserting these into equation (3.11) yields the amplitude of the semidiurnal tide

A12(λ) =

√
A2
S1 + A2

S2 + 2AS1AS2 cos
( π

180
λi + (φs1 − φs2)

)
. (3.15)

Here sin2 a + cos2 a = 1, cos a cos b + sin a sin b = cos(a− b) and cos(−a) = cos(a) has

been used. Inserting equation (3.13) and (3.14) into (3.12) and simplifying yields the

phase of the semidiurnal tide as

Φ12(λ) = arctan

(
−AS1 sin

(
π

180
λi − φS1

)
− AS2 sin

(
π
90
λi − φS2

)
AS1 cos

(
π

180
λi − φS1

)
+ AS2 cos

(
π
90
λi − φS2

) ) . (3.16)

For a data set consisting of amplitude and phase of the semi-diurnal tide at several lon-

gitudes, one can use a non-linear least-squares fit to perform a curve fit of the function

A12 in equation (3.15) with AS1, AS2 and Φdiff = φS1 − φS2 as free parameters. Since

mathematical solutions to this fitting function also includes negative amplitudes and

phase difference outside the interval ±2π, a limitation to the output parameters to be

within 0 and 100 m/s for the amplitudes and ±2π for the phases is set. The limit of

100 m/s is only set to give the fitting amplitude an upper limit. Amplitude readings

stronger than this value are not realistic.
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Equation (3.16) can also be used to obtain the S1 and S2 parameters. It would however

yield a more complicated fitting routine due to the larger number of unknowns and the

discrepancy in both the Φ12 and the individual phases of the wavenumber components.

Hence equation (3.15) is used.

Figure 3.2: Connection between semidiurnal tide (dotted green line) when assuming that it
is only the sum of the S1 (red) and S2 (blue) components. The black line shows the amplitude
A12 in obtain from equation (3.15). The amplitude of the S1 and S2 is set to 5 m/s and 10
m/s,

Figure 3.2 shows an example of how this amplitude function (black curve) may look for

a given S1 wave (red curve) and S2 wave (blue curve). The sum of the two components

is given by the green curve and is equal to the semidiurnal tide when only assuming S1

and S2 components. In this example AS1 = 5 m/s, AS2 = 10 m/s. As mentioned earlier

the phase is given as the UT time when the first maximum is at 0◦ longitude. This

examples shows the maximum of the S1 at 240 ◦ longitude, and the first maximum of

the S2 at 45 ◦ longitude. Assuming this example is a snapshot at t = 0 (midnight),

the S1, moving at −2Ω, will pass over 0◦ longitude at 8 UT, and the S2, moving at

−Ω will pass over 0◦ longitude at 3 UT. Hence φS1 = 8 UT and φS2 = 3 UT yielding
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Φdiff = φS1 − φS2 = 5 UT for this example.

There are some problems connected to this fitting function, which should be addressed.

One is that the fitting function is symmetric with respect to AS1 and AS2. I.e. the

fitting function can compute different values for the amplitudes, but it has no way of

knowing which value that corresponds to which component. To be able to separate the

components, starting values for the free parameters are needed. The process described

in section 3.2.2.2 yields estimates for both amplitude and phase for the individual S1

and S2, and these are used as starting points for the curve fitting routine. This means

that the two methods are not completely independent of one another. The method

presented in section 3.2.2.2 is used as a validation of the method presented here. There

is also a problem connected to the confidence intervals produced by the fitting routine

when AS1 ≈ AS2. This will be addressed in section 3.3.

3.2.2.2 Validation method

In order to validate the aforementioned fitting method, a method published in Baum-

gaertner et al. (2006) is used for comparison. The main idea presented in that publi-

cation is repeated here for completeness. The technique uses the amplitude and phase

of the 12 h tide at two stations separated by approximately 180◦ in longitude. The S1

component has wavenumber 1, meaning that it has a wave crest and a wave trough

separated by 180◦ longitude. For the S2, the wavenumber 2 component with two wave-

lengths around the Earth, the two crests are separated by 180◦.

One can represent amplitude and phase with vectors in a phasor diagram. The length

of the vectors represent the amplitude, and the angle represents the phase in TOM at

a given longitude λ. Here the positive vertical axis is defined as 0 UT, and the phase

increases clock-wise around the origin.

For the 12 h S1 and S2 at a longitude λA we define ~S1 and ~S2 respectively describ-

ing both the amplitude and phase of the respective wavecomponents. These vectors

are shown in figure 3.3 (left) where the phase of the S1 is set to zero at longitude λA

for simplicity, and the phase of the S2 is arbitrarily set. Assuming that S1 and S2 are

the only components present, one can express the total semidiurnal tide at λA as

~A = ~S1 + ~S2. (3.17)

The S1 phasor repeats every 360◦ while the S2 phasor repeats every 180◦. At a longitude

λB = λA+180◦, the S1 will have its TOM 6 hours later, hence its phasor representation



24 CHAPTER 3. METHOD

Figure 3.3: Phasor diagram illustrating semidiurnal tide at longitude λA (left), and at
λB = λA + 180 ◦ (right) showing the wavenumber 1 (S1) and 2 (S2) amplitudes (length of
vector), and phase (angle clockwise away from 0 UT). Each quarterly phase is illustrated
with black arrows and their respective values. The vector sum of ~S1 and ~S2 is shown as ~A
and ~B for the two different locations. After Baumgaertner et al. (2006).

will be − ~S1. The S2 will have a maximum at λB at the same time as at λA, so the

phasor of the S2 will be the same as at λA. This is shown in figure 3.3 (right). The

total 12 h tide at λB can then be expressed as

~B = − ~S1 + ~S2. (3.18)

~A and ~B can be determined from radar measurements. Using equation (3.17) and

equation (3.18) the vector representations of S1 and S2 can be expressed as

~S1 = 1
2
( ~A− ~B), (3.19)

~S2 = 1
2
( ~A+ ~B). (3.20)

There is a small correction for stations whose separation is not 180◦. Defining a vector

~C which describes the 12 h wave at λC = λB + γ, where γ is the deviation from 180◦

longitudinal separation from λA. This yields the phase of S1 and S2 at λC as θ1 +γ+π

and θ2 +2γ as shown in figure 3.4, where θ1 and θ2 is the phase of the S1 and S2 at λA.

Note that Baumgaertner et al. (2006) has made an error concerning the phases at

λC , saying that the phases should be θ1 +π+γ and θ2 +γ/2 for S1 and S2 respectively.

Baumgaertner (personal communication, 2015) has confirmed this error. Luckily the

deviation γ used in Baumgaertner et al. (2006) is fairly small (13.1◦) meaning that this

does not change his results too much.
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Figure 3.4: Same as figure 3.3 only at longitude λC = λB + γ. C is the amplitude of the
vector sum of the ~S1 and ~S2. After Baumgaertner et al. (2006).

~C can be expressed using polar coordinates in terms of ~S1 and ~S2, and the equations

can be inverted to give the S1 and S2 amplitudes in terms of the observed amplitudes,

phases, λA and λC .

This method is based upon the approximation that the S1 and S2 components of

the semidiurnal tide are dominant. Since all phasors for waves with odd wavenumbers

will be exactly the opposite when shifted 180◦ and all phasors for waves with even

wavenumbers will be equal when shifted 180◦, odd and even wavenumber components

will effectively add themselves to the S1 and S2 respectively. This however is only ac-

curate when γ = 0. Hence, the error in this assumption increases with γ. Nevertheless,

enough prior studies has shown that the S1 and S2 components of the semidiurnal tide

are dominating the wavenumber spectrum in the MLT.

3.3 Error analysis

This section is not crucial to understand the results of this thesis, but is included to

explain why error bars are not included in the results and validate that the high con-

fidence intervals are practical problem with the fitting routine and does not represent

the uncertainties in the data presented in chapter 4.

Firstly in section 3.3.1 the particular problem connected to the confidence interval

is presented. These problems leaves the confidence intervals from the fitting routine

unreliable and practically difficult to use as error bars. In section 3.3.2 the values
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of the fitting routine is however shown to produce satisfactory results using synthetic

data. The results are shown to be better than the two-station method for about 95%

of the cases. Hence, it is argued that the uncertainty in the fitting routine should not

be larger than the uncertainty in the two-station method. A heuristic error analysis

technique is presented in section 3.3.3, and it is used to estimate the uncertainty in

the two-station method. These values are then extrapolated to be estimates of the

uncertainty in the fitting routine. The estimated uncertainties of the actual data is

presented in section 4.3.

3.3.1 Confidence interval from fitting routine

The least-squares fit, in addition to produce values for the free parameters, produces

confidence intervals for each parameter. The 95% confidence interval represents val-

ues for the particular parameter for which the difference between the parameter and

the observed estimate is not statistically significant at the 5% level (Cox and Hinkley,

1979). The standard deviation σ is approximately a quarter of the width of 95% con-

fidence interval when Gaussian distributed errors are assumed.

The synthetic data is created by choosing values for (AinS1, A
in
S1, φ

in
S1, φ

in
S2) and using

equation (3.15) to calculate A12 and (3.16) to calculate Φ12 for 8 of the longitudes cor-

responding to the SuperDARN radars in table 3.1 (rkn and ksr excluded). A12 is then

added to a Gaussian distributed white noise with variance 4 to simulate real values.

These synthetic data points for the semidiurnal tide are used to fit (AoutS1 , A
out
S2 ,Φ

out
diff )

using the fitting routine explained in 3.2.2.1. The input and output data can be found

in table 3.2 and the belonging figure 3.5 for two different examples. The fitting rou-

tine produces for the most part satisfactory values where the input values are included

in the standard deviation, with relative deviations less than 1, when AS1 is not ap-

proximately equal to AS2. When the AoutS1 ≈ AoutS2 , as seen in table 3.2, the standard

deviations are many orders of magnitude larger than the particular center value. This

only happens when the output amplitudes are similar. The frequency of large σ when

AoutS1 ≈ AoutS2 is reduced when the number of stations are increased, but still at over

100 equally spread stations, σ ≥ 1000 is still produced when the output amplitudes

are very similar. Nonetheless, the amplitude values seems to correspond well with the

input data, even though the confidence intervals are very big. This makes the standard

deviations from the fitting routine unusable. Disregarding the uncertainties in the data

is not something that should be done lightly, as data is of no significance without error

estimates. Therefore, a validation of the fitting method is needed, to make sure that

the data can be trusted even without the error estimates from the fitting routine. This
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(a) (b)

Figure 3.5: Examples of fitting results using synthetic data (black line), added Gaussian
white noise at eight longitudes (blue circles) corresponding to longitudes of eight of the
SuperDARN radars used. The red line is the result from the non-linear curve fitting routine
explained in section 3.2.2.1.

is done in section 3.3.2.

Table 3.2: Shows examples of the output (value ± standard deviation, superscript out)
when fitting synthetic data from eight longitudes created by the input data (superscript in)
added Gaussian noise.

Figure (AinS1 AinS1 Φin
diff ) (AoutS1 ± σ1 AoutS2 ± σ2 Φout

diff ± σΦ)

3.5a (10 5 1.57) (9.78± 2.50 4.04± 3.12 1.68± 0.39)
3.5b (10 10 1.57) (10.14± 1.24E4 10.14± 1.24E4 1.36± 0.30)

3.3.2 Validating the method

It is hard to validate a method, because it demands an insight into what you are trying

to determine in the first place. Hence there is not always a good way of knowing if the

obtained results are close to the real values. A way around this is to start by creating

results that are within the ballpark of the expected results, and work backwards creat-

ing the input data. Then, adding an appropriate distribution of noise to the input data

and sending it through the routine yields a way of comparing how close the obtained

results are to the created results. This can be obtained using the method of generating

synthetic data that is explained in section 3.3.1, but instead of choosing the input data,

drawing it from an appropriate distribution.

Here AinS1 and AinS2 is drawn from a uniform distribution between 0 and 25. φinS1 and φinS2

is drawn from a uniform distribution between 0 and 2π. Figure 3.6 shows the deviation
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Figure 3.6: Comparison between the fitting routine (blue) and the two-station method
(orange) using synthetic data of the S1 (left) and S2 (middle) amplitudes, and the phase
difference (right). Units of amplitudes in m /s and the phase difference is given in radians.

from the input data, i.e. (AinS1 − AoutS1 , AinS2 − AoutS2 , Φin
diff − Φout

diff ), for the two-station

method (orange) and the fitting routine (blue) obtained by repeating the process 1000

times.

All parameters for both methods are fairly symmetric around zero. There are a few

cases, for both AS1 and AS2, where the fit gives large deviations. However for AS1 the

fit produces better data than the two-station method for about 95% of the cases. For

AS2, the results from the two methods are quite similar apart from the larger deviations

in the fit for about 5% of the data points. The fit produces results with roughly equal

quality for both wave components, but the two-station method has larger deviations

in AS1 compared to AS2. From this ±σ (interval centred on 0 containing ∼ 68% of

the data points) is estimated to be roughly ±2.5 m/s for both amplitudes when the

input data is added a Gaussian noise with standard deviation 2 m/s. Hence, this test

suggests that the uncertainty in the output amplitude data (from the fit and the two-

station method) should not increase dramatically with respect to the uncertainty in

the semidiurnal data from the SuperDARN stations.

Φdiff from the two-station method is centred around zero, but the values are quite

spread out. Φdiff from the fit is within ±0.5 rad (≈ ±1 UT) of the input data for

almost 50% of the data and has symmetric large peaks at ±2π. It is not as easy to

quantify the change in uncertainty for the phase, since the scaled Gaussian distribution

is only added to the amplitude data. The 2π discrepancy in the phase is likely caused

by the 2π discrepancy of the phase in the fitting function.
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This suggests that the fitting routine produces better amplitude results for roughly

95% of the cases. Combined with the much better phase resolution, the fitting routine

values seems to yield satisfactory results. This is as expected since the fitting routine

uses more stations than the two-station method.

Reducing the number of stations (i.e. data points in fit) for A12 and Φ12 to four

(with longitudes corresponding to han, pyk, kap and kod). The fit preforms roughly

the same for the amplitudes as the two-station method, but the phase performance is

still much better for the fit. Hence the uncertainty in the two-station method would

work as estimates of the uncertainty in the fitting routine. In the next section, a heuris-

tic error analysis method is presented, which estimates the standard deviation in the

two-station method.

3.3.3 Heuristic error analysis

To estimate the error in the two-station method heuristic error analysis can be used.

It refers to a method of analysing the uncertainty in a function by drawing a given

numbers of data points from a Gaussian distribution, using the actual input data point

as a mean µin, and the standard deviation σin of the data as the standard deviation of

the Gaussian distribution, and send every combination of the drawn numbers through

the function. Calculating σout for the output parameters gives an idea of how the un-

certainty changes as a function of the uncertainty in the input data.

This is used on the two-station routine explained in section 3.2.2.2. For one given

day 10 numbers are drawn from a Gaussian distribution setting each of the 4 free vari-

ables (A, C, θA, θC) for that day as the means of each distribution and their respective

σ’s as the σin in the distribution and sending every possible combination of those num-

bers through the routine. This results in 104 different outputs. Calculating the average

and standard deviation of the outputs yields an an estimate of the uncertainty in the

output data. This can be repeated for each day.

The standard deviation will change based on which input numbers are drawn. Relative

standard deviations ρ, defined as

ρS1 =
σS1

〈AS1〉
, ρS2 =

σS2

〈AS2〉
, (3.21)

will make it possible to compare the estimated errors for each day. Here 〈...〉 refers to

the mean of the amplitude. ρ ≥ 1 suggest that the data points are just noise. Since

σΦdiff
is not expected to scale with Φdiff the relative standard deviations of the phase
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difference will not be meaningful. σΦDiff
will give better insight into the uncertainty.

As mentioned earlier, since the fitting routine is expected to preform similarly as the

two-station method, it is also expected to have similar uncertainties. Hence, the relative

standard deviations will be an estimate of the uncertainty in the fitting function.



Chapter 4

Results and analysis

To perform the following calculations Matlab R2014b was used. Presented and dis-

cussed first is the amplitude and phase of the semidiurnal tide followed by the data

coverage for each station. The multiple station fitting routine explain in section 3.2.2.1

is then used on the semidiurnal tide data to produce the daily amplitude and phase

values for the S1 and S2 wavecomponent presented in section 4.4.1. The 9 years (2000

– 2008) of data is used to form a climatology of each of the wavecomponents which

is used to obtain yearly anomaly amplitude data (de-seasonalized data). All of this is

then used to look at how the S1 and S2 behaves during SSWs (section 4.5.1), and the

AE is investigate as a possible generation mechanism of the S1 component by corre-

lating the S1 amplitudes and anomaly amplitudes with the AE index (section 4.5.2).

The results obtained with the two-station method is also included in the S1 and S2

amplitude and phase plots for validation, and the results of the heuristic error analysis

is presented in section 4.3.

4.1 Amplitude and phase of the semidiurnal tide

As part of her dissertation work, Stray (2015) used the procedure explained in section

3.2.1 on the raw wind data gathered by each of the SuperDARN radars to produce a

mean wind, and the 8 h, 12 h, 24 h and 48 h components of the wind. An example of the

results obtained from this is shown in figure 4.1 where the raw wind data recorded with

the SuperDARN radar Hankasalmi (64.4◦N, 25.2◦E) is used to calculate the monthly

average fitting results for the meridional components of the wind.

Figure 4.1 shows that the mean meridional wind from Hankasalmi is equatorward dur-

ing summer and poleward during winter. The amplitude of the 2-day wave is strongest

around the summer solstice, and minimum around both equinoxes. The 24 h wave

amplitude is quite constant at around 5 m/s throughout the year. The 8 h amplitude

is almost zero during spring and summer, with an incoherent phase during that time.

The resulting monthly mean of the meridional amplitude for the 12 h tide shows the

strongest amplitudes of all the tidal components, and has a maximum around the fall

31
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Figure 4.1: Monthly weighted average recorded with the Hankasalmi SuperDarn radar
showing the a) meridional mean wind, b) meridional 2-day wave wind, c) amplitude- and d)
phase of the 24 h tide, e) amplitude and f) phase of the 12 h tide, and g) amplitude- and h)
phase of the 8 h tide. The phases are given in local time of maximum. The error bars shows
the standard error of the weighted means. From Stray (2015).
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equinox and winter and summer solstice, and minima around spring equinox and early

winter. The corresponding local time of maximum occurs earlier at the amplitude

minima.

There were some days where the relative error at the stations were above 100%. This

means that the data is basically just noise. This did not affect many days, and hence

it should not be a big problem, however these days are not excluded from the data

presented later.

4.2 Data coverage of the semidiurnal tide

The daily coverage for each of the 10 SuperDARN stations given in table 3.1 from 2000

– 2008 is shown in figure 4.2. The horizontal lines shows the dates coverage for the

station indicated along the vertical axis. The abbreviations are explained in table 3.1.

The coverage of han and kod is blue to easily mark the two stations used to perform

the two-station method.

Figure 4.2: Data coverage of semdiurnal tide for each individual station used from 2000-
2008. Each horizontal line indicates the data coverage for the station whos abbreviation is
placed along the vertical axis. The ticks along the horizontal axis indicates the start of the
year indicated.

Even though some stations have large consecutive periods of downtime (e.g. Saska-

toon has a gap of 558 days between June 26th 2006 and January 7th 2008), the total
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number of stations for each day is generally good. Table 4.1 shows the distribution of

the available number of stations during the 9 years. About 75% of the total number of

days are covered by more than 6 stations.

Of the total 3288 days in the period from the beginning of 2000 to the end of 2008,

han and kod covers a total number of 2940 and 3000 days respectively. 2726 of these

days are covered by both of the two stations. All of the 2726 are also covered by at

least two additional stations. Hence, both of the two methods can be calculated for

the same days.

Table 4.1: Distribution of number of stations in total data coverage.

Number of stations 0 1 2 3 4 5 6 7 8 9 10
Frequency 20 13 7 15 58 194 516 950 1097 387 31

4.3 Error analysis of S1 and S2 data

Due to the nature of the uncertainties in the data of the S1 and S2 of the semidiurnal

tide, the estimated uncertainties are presented and discussed first. As expected from

the synthetic data testing in section 3.3 when the S1 and S2 amplitudes are similar,

the fitting routine produces 95% confidence intervals many orders of magnitude larger

than the resulting data points. Figure 4.3 shows a histogram of log10(σ) from AS1,

AS2 and Φdiff . E.g. for the AS1 there are 1455 data points with σ between 1 m/s and

10 m/s, and 420 datapoins with σ between 104 m/s and 105 m/s. The histogram for

the AS1 and AS2 is identical for σ > 102. These are the points where the AS1 and AS2

are too close for the fitting function to separate them. This is be discussed further in

chapter 5, after the amplitudes are presented.

The resulting relative error estimates ρ, calculated using method in section 3.3.3, for

AS1 and AS2 is calculated and the minimum, maximum and median of ρ for each year

is presented in table 4.2. Combining all years yields a median of the relative error

estimate of 0.2 for both the S1 and the S2 component, which for a wave amplitude of

roughly 10 m/s would represent an error of roughly ±2 m/s.

Based on the results presented in this section and the results from the synthetic data

test. The standard deviations of the S1 and S2 amplitude can be estimated to be in the
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Figure 4.3: Histogram of the standard deviation σ of AS1 (red), AS2 (blue) and Φdiff

(green) from fitting routine using log10(σ). The units for σ for AS1 and AS2 are m/s and
radians for the Φdiff .

Table 4.2: Results from heuristic error analysis outlined in section 3.3.3 showing the mini-
mum, maximum and median of the estimated relative error ρ for AS1 and AS2, and for the
estimated error in the phase difference σΦdiff

for each year. σΦdiff
is given i hours. Numbers

are rounded to nearest tenth.

Year
ρS1 ρS1 σΦdiff

min max median min max median min max median
2000 0.1 0.7 0.2 0.1 0.8 0.1 0.1 9.7 1.2
2001 0.1 0.8 0.2 0.0 0.6 0.2 0.1 9.2 1.1
2002 0.1 0.8 0.2 0.1 0.8 0.2 0.1 8.4 1.2
2003 0.1 0.7 0.2 0.0 0.6 0.2 0.0 9.9 0.9
2004 0.1 0.8 0.2 0.0 0.7 0.1 0.1 8.6 0.9
2005 0.1 0.8 0.2 0.0 0.7 0.1 0.0 9.9 0.6
2006 0.0 0.7 0.2 0.0 0.6 0.2 0.0 8.8 0.6
2007 0.1 0.7 0.2 0.0 0.7 0.2 0.1 7.4 0.9
2008 0.0 0.8 0.2 0.0 0.7 0.2 0.1 11.2 1.2

±2 − 3 m/s range, hence one the same order as the uncertainty in the meteor radars.

The uncertainty in the phase seems to be roughly ±1 h.

4.4 Amplitudes and phases of the S1 and S2

This section shows the results obtain by using the fitting routine explained in section

3.2.2.1. The results of the validation method, explained in section 3.2.2.2 will also

be included in this section. The method explained in the latter is dependent upon

two stations separated by close to 180◦ in longitude. Of the 10 SuperDARN radars
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which covers the period from 2000 – 2008 on roughly the same latitude, Hankasalmi

and King Salmon are closest to this (1.7◦ deviation), but as figure 4.2 shows, the King

Salmon radar was not operational until the end of 2001. Therefore Hankasalmi and

Kodiak (separated by 4.7◦ longitude) are used. The separation between Hankasalmi

and Kodiak is relatively small compared to other studies. E.g. both Baumgaertner

et al. (2006) and Hibbins et al. (2010) used the Scott Base (a MF spaced antenna

radar at 77.8◦S, 166.7◦E) and Halley (a SuperDARN radar at 75.8◦S, 26.4◦W) yielding a

longitudinal separation from 180◦ of 13.1◦ which, together with the two-station method,

gave good results.

4.4.1 S1 and S2 meridional wind amplitude

The daily meridional wind amplitudes of the S1 and S2 wavecomponents from 2000 to

2008 are shown in appendix A. Only data from a couple years are shown in this section

to save space but still give a good view on the different results obtained with the two

methods and show the inter-annual variability.

Due to the effects explained in section 3.3 errorbars are not included in the plots.

In chapter 5 the results will be quantitatively compared to those calculated using the

two-station method. Results from both methods will be presented in this section, but

only data from the fitting routine will be used in section 4.4.4 and 4.5.

Figure 4.4 and 4.5 shows the resulting meridional amplitudes for the semidiurnal S1

and S2 respectively for the year 2000 and 2008. The red and blue lines represents the

S1 and S2 respectively using the multiple station method, and the gold and green lines

represents the S1 and S2 data respectively using the two-station method. Lines are

only drawn when subsequent days has enough data to produce a fit. Hence, data gaps

will be shown as gaps in the plots.

S1 amplitudes for 2000 in figure 4.4a shows a small maximum localized around the

fall and in mid-December, and has a minimum around mid-summer and early spring.

The correlation between the two methods seems good around the fall equinoxes and

when the amplitudes are high, and diverge more in March, April and May.

In figure 4.4b the results are quite similar as for 2000. The maxima around the fall

is still present and around 15 m/s, but the maximum in December seen in 2000 is not

present in 2008. Generally, the maximum of the S1 seems to be located around the fall

equinox peaking at around 15 m/s. The oscillation of the amplitude is also noteworthy.
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(a)

(b)

Figure 4.4: Plot of the semidiurnal S1 amplitude from 2000 (a) and 2008 (b). The red line
shows the amplitude from the fit and the gold line is from the two-station method.

(a)

(b)

Figure 4.5: Same as in figure 4.4 only for the S2. Blue line shows the amplitudes from the
fitting routine, and the green is from the two-station method.



38 CHAPTER 4. RESULTS AND ANALYSIS

There is seldom a period of time longer than around 10 days before the amplitude

sharply drops of by around 50% This is more frequent on the last half of the year. The

peak around fall equinox is not as strong as for the two-station method.

The S2 amplitudes reaches higher maximum amplitudes than the S1 as shown in figure

4.5, and they are larger and more persistent. In figure 4.5a the maxima of the ampli-

tude is located around the beginning of March and in the middle of September with

amplitudes close to 25 m/s showing for both methods. The maximum in March has

a rapid increase and drop off spanning over roughly 20 days. Whereas the amplitude

around September has an amplitude increase from the end of June and a drop off in

amplitude into the start of November.

In figure 4.5b the largest peak remains around the fall equinox but the maximum

is smaller than in 2000 as it maximises at just above 15 m/s. The maximum in March

in figure 4.5a is not apparent in 2008 and neither in any of the other years of data.

The frequency of low amplitudes is highest in spring and early summer, and again in

early winter. The amplitude seems to generally increase in the course of the winter

and reach local maxima around the beginning of the new year. When comparing the

two methods for the S2 component, the difference between the resulting amplitudes

seldom surpasses 5 m/s, and like the S1 it looks to be better at larger amplitudes. As

can be seen from these two years, the amplitude of the S2 varies quite a lot from year

to year. Large oscillations is also noted in the S2, similar to the S1.

4.4.2 S1 and S2 phases

The numerical values of the individual phases is defined as the time in UT after mid-

night at which the first maximum of the respective wave component will pass over

Greenwich. The fitting routine outputs Φdiff = φS1 − φS2. The two-station method

produces the individual phases (φS1 and φS2). The phases of the individual wavecom-

ponents for 2000 and 2005 is given in figure 4.6 where the phases are repeated over

three cycles to more easily show coherence. 2005 is here included because it contains

a high number of data points that will make the comparison easier.

Even though the data points for each day is calculated independently, the calculated

phase is relatively stable from day to day showing a degree of continuity. The φS1

(red cirlces) in 2000 and 2005 seems to vary around 0 UT with largest variation during

spring and fall equinoxes. Compared to 2005 φS1 in 2000 varies more rapidly in the

first half of the year, but both years have rapid variation from April to June. Shared
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(a)

(b)

Figure 4.6: Phases from two-station method given in UT for the S1 (red circles) and S2
(blue circles) for the year 2000 (a) and 2005 in (b). The phases are repeated over three
cycles to show coherence.

characteristics are also noted for φS2 (blue circles) for the years shown, varying around

the same values as φS1, 0 – 2 UT during summer and winter solstice, and around 6 –

10 UT during spring and fall equinoxes.

The Φdiff from the fitting routine for 2000 and 2005 is plotted in figure 4.7. The rest

is included in appendix C. Also included is the phase difference (Φdiff = φS1 − φS2)

from the two-station method for validation. On first glance the data from 2000 seems

very chaotic, and instead of being quite continues, as the individual phases, it has

sharp jumps by roughly ±12 h. This happens each time only one of the individual

phases crosses 0 UT. E.g. if both φS1 and φS2 increases with 3 UT, φS1 from 11 UT

to 2 UT and φS2 from 5 UT to 8 UT, the phase difference changes from Φdiff = 6 UT

to Φdiff = −6 UT, even though the relative changes in the individual phases is the

same. Since the Φdiff values of the two methods mostly does these jumps at the same

time, it can be extrapolated that the individual phases from the fitting functions would

correspond well with those of the two-station method, if they could be fitted. Φdiff

seems constant around 0 UT and ±12 UT during summer and winter, meaning that

the S1 and S2 are in phase. Around the equinoxes, the phase seems to be out of phase

more often. More variation is noted in 2000 than in 2005.
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(a)

(b)

Figure 4.7: Phase difference (Φdiff = φS1 − φS2) given in UT produced by the multiple
station fitting routine (blue circles) and the two-station method (red circles) for the year for
2000 in (a) and 2005 in (b). The phases is repeated over three cycles to show coherence.

4.4.3 Climatology of the S1 and S2

Seasonal effects seems to be causing large changes in the amplitudes. Hence eliminat-

ing the seasonal variability would make it easier to study if there are other driving

forces. Using all years of amplitude data, an average year can be calculated. An ap-

propriate smoothing of the average year will reduce the different inter-annual effects

that differ from year to year and result in an estimate of general annual trends, called

the climatology. This can later be used for calculating anomalies which here refers to

divergences within a year from the climatology, yielding the inter-annual changes not

directly related to the seasonal cycle.

The average year of the S1 and S2 is shown in figure 4.8 along with a plot show-

ing the number of available years for each day of the average year. To calculate the

climatology a 31-day running mean smoothing is used on the average years to smooth

the data. The mean year is repeated three times, and the data for each day is replaced

by the mean of the 15 days each side of it. This represents a boxcar average. This is

shown by the red solid line in figure 4.9. The smoothing is repeated a second time,

resulting in an effective triangular smoothing function extending 30 days each side of

a given day. This smoothed data is shown as the black solid line in figure 4.9. While
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(a)

(b)

Figure 4.8: Average year from 2000 to 2008 for S1 (red line) and S2 (blue line) (a). (b)
shows number of data points from the 9 years contributing to each day in the average year.

the first and third repeated year will have end effects, the edges of the second year will

blend in with the previous and following repeated year. The climatologies of the S1

and S2 (black lines in second segment in figure 4.9a and 4.9b respectively) shows that

the S2 component has large enhancements maximizing around fall equinox starting

around the start of June, ending in the start of November. Another enhancement is

then noted in the winter months. These enhancements has maximum amplitudes of

around 13 m/s and 10 m/s respectively. The S1 shows an enhancement around the fall

(from August to start of November), but is more moderate than the S2 with amplitude

of around 8 m/s. During the rest of the year the S1 shows quite flat profile at around

4 – 6 m/s. Right after spring equinox until June, the S1 and S2 are both small and

approximately equal in strength.

4.4.4 Seasonal anomalies of the S1 and S2 amplitudes

Anomalies are useful when looking at how different phenomena affect the S1 and S2

components without the seasonal behaviour. That way, the seasonal cycle does not

contaminate the comparison. E.g. when comparing the tidal response to some phe-

nomena that happens at different times of the year, the seasonal difference may add a

lot of variation to the comparison.
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(a)

(b)

Figure 4.9: Shows the results of the 31-day running mean smoothing for the S1 and S2
amplitudes from fitting routine. The figure shows the average year (dotted blue line), first
smoothing (red solid line) and the second smoothing (and black line). The horizontal axis
indicate the month and the vertical black lines shows the start of each repeated year.

Figure 4.10 shows the resulting amplitude anomalies for the S1 and S2 for 2000 and

2008 by subtracting of the climatology from the amplitude data. The results for the

rest of the years are given in appendix B. The results shows large (5 – 10 m/s) intra-

seasonal fluctuations of 10 – 15 days especially in winter and fall corresponding with

large semidiurnal tide amplitudes.

4.5 Connection to atmospheric events

An enhancement of the semidiurnal tide from single stations during SSWs have been

observed previously, but the S1 and S2 component might behave differently. This will

be investigate in the analysis in section 4.5.1. Then in section 4.5.2, the anomaly

amplitudes are used to look at the possibility of the AE to be a generational mechanics

for the S1 component of the semidiurnal tide by looking at correlations with the AE

index.
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(a)

(b)

(c)

(d)

Figure 4.10: Plot of the semidiurnal S1 ((a) and (b)) and S2 ((c) and (d)) amplitude
anomaly from the year indicated in the top left of each plot.

4.5.1 SSW

Using the criteria explained in section 2.3.1 results in 23 SSW events in the period

between 2000 – 2008, of these 7 were also followed by an ES event. The SSW ES

events are expected to have the largest effect, as also seen in e.g. Stray et al. (2015).
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The SSW dates used are 11 December 2000, 29 January 2001, 22 December 2001, 29

December 2002, 19 December 2003, 9 January 2006 and 23 January 2008. These dates

mark the onset of the reversal of the stratospheric polar cap zonal-mean zonal wind at

∼50 km. In the following plots, the onset date is set to day 0.

(a) (b)

Figure 4.11: Anomaly amplitude of S1 (a) and S2 (b) from 30 days before, to 60 days after
the SSW onset (day 0). The date of the SSW is marked at the top left of each subplot. The
black vertical lines marks the onset.

The extracted anomaly amplitudes from 30 days before the onset to 60 days after

is shown in figure 4.11 for each individual date. For the S2 the results show a high

frequency of maximum at 10 – 15 days after the onset, and a minimum at 0 – 5 days
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(a) (b)

Figure 4.12: Time of maximum of S1 (a) and S2 (b) from 30 days before, to 60 days after
the SSW onset (day 0). The date of the SSW is marked at the top left of each subplot. The
black vertical lines marks the onset.

after the onset. The S1 anomaly around the events seems more random making it

harder to deduce some significant trends.

Figure 4.12 shows the individual phase data for the same events. Since the fitting

routine only produces Φdiff , the two-station method phases are shown here. The phase

values of the S2 looks quite stable before the onset at around 0UT for each event, and

for some of the events there is a significant decrease of about 4 – 5 hours in TOM (from

day 0 to around day 15. This is especially true for 2000.12.11 and 2006.1.9. Similar
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tendencies are noted in 2002.12.29 and 2003.12.19. After the rapid decrease, the phase

seems to stabilize again. The phase of the S1 is more unstable compared to the S2,

which once again makes it harder to determine some common trend.

Some of the dates have quite low coverage during the event, making it harder to draw

an objective understanding of how the amplitude changes around the onset. Therefore

an arithmetic mean of the amplitudes of each day around the onset for dates contain-

ing data is used to yield a super-posed epoch, which will give a combined picture of

how the amplitudes change. The super-posed epoch of the amplitude anomaly data

and the raw S1 and S2 amplitude data is shown in figure 4.13. The S1 super-posed

epoch is shown in figure 4.13a. It shows maximum amplitude around 19 days after the

onset, the same can be noted for the anomaly data in figure 4.13b. The epoch of the

S2 amplitudes and anomaly in figure 4.13c and 4.13d shows a maximum 12 days after

the onset which is an increase of roughly 5 m/s compared to right after the onset. A

large peak is also found at day -30 and around day 50 in the S2 epoch. Removing the

seasonal variation does not change the characteristics of the epoch for either the S1 or

S2 much.

Since this is an epoch consisting of only seven SSW events, the number of events

covering each day around the onset is likely to affect produced values quite a bit. Fig-

ure 4.13e shows the number of SSW dates that cover each day around the onset. The

better coverage, the better one would expect the results to reflect the real response of

these wavenumbers to SSWs. Moreover, one would expect changes in the amplitude

when the coverage changes that cannot be credited the SSW. The coverage shows that

most days (around 60%) are covered by 5 – 6 SSW events. 3 – 4 events cover day -30

to -22, and 19 to 25. Only 3 events cover the S2 minima at day -23 and 21. 7 events

covers both the maximum at day 12, and the maximum at day 50. The enhancements

obtained in the S1 at day 13 and 19 show quite abrupt changes. At day 13, the S1

increases and the S2 decreases rapidly. This is likely due to the fitting routine setting

the amplitudes equal for some of the events. The day 19 enhancement is likely caused

by the degrease in the coverage from 6 to four events. The credibility of the two S1

minima are therefore not as high as the more persistent increase in the S2. The S1

does show a small persisting enhancement from day 7-10, and another from day 21-24.
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(a) (b)

(c) (d)

(e)

Figure 4.13: Amplitude of S1 (a), S1 anomaly (b) S2 amplitude (c) and S2 anomaly (d)
from 30 days before to 60 days after the SSW onset (day 0). (e) shows the number of SSW
events covering each day.
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4.5.2 Auroral electrojet

Figure 4.14 shows the values of the AE index for three of the years used in the following

analysis, namely 2000, 2004 and 2008. During solar maximum (2000) the AE index is

in general much larger compared to during solar minimum (2008).

Figure 4.14: AE index in nT for the years indicated in the top left of each plot.

The correlations in the following and their 95% confidence intervals were calculated

using the crosscorr function in Matlab that accounts for missing values. The data

vectors were shifted manually in order to perform the lagged correlation. In the results

below, a positive lag means that the tides are leading, and a negative lag means that

the AE index is leading. Figure 4.15 shows the AE correlation with S1 (left) and

S1 anomaly (right) for all nine years (2000-2008) of amplitude data from the fitting

routine. Black solid line shows the correlation coefficient (r) and the blue area show

the 95% confidence interval. What small correlations can be noted in figure 4.15 for

the raw amplitudes is for the most part lost when removing the seasonal variability of

the amplitude data.

Figure 4.15: AE correlation with data from all years combined (2000-2008) for the S1 am-
plitude data (left) and S1 anomaly data (right). The plots indicate the correlation coefficient
(black line) and the 95% confidence interval (blue area) of the coefficients.
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Figure 4.16 shows the AE correlated with S1 data from 2000. The correlation yields

highly varying values. The anomaly data increases r for the peaks around lag -28 and

27, but these peaks are just on the border of being statistically significant.

Figure 4.16: Same as figure 4.15 but for only 2000.

Figure 4.17 shows the correlation with the S1 amplitude and S1 anomaly amplitude

from 2008. The correlation with the S1 amplitude shows a peak at lag +5 that is

statistically significant, as well as a peak at +19 and +32. The r-values are between

0.1 and 0.15. For the anomaly data, the r-values of the peak at 19 is dampened and

the r-values of the peaks at -23, +4 and +31 are increased to about 0.2, also they form

sharper peaks. Hence, there is a 27-lag spacing between the peaks. The minima at

-29, -2 and 26 with coefficients from 0.2 − 0.3 is also noted, with the same repeating

27 day cycle.

Figure 4.17: Same as for figure 4.15, but for only 2008.

The AE correlation with all individual years is given in appendix D. None of the

other year produce as prominent features as 2008. However, 2007 shows some of the

same tendency when splitting the year into the first and last 6 months. Figure 4.18a



50 CHAPTER 4. RESULTS AND ANALYSIS

shows the whole year, figure 4.18b and figure 4.18c show the first and last half of 2007

respectively. The correlation with all of 2007 shows few lags that are statistically sig-

nificant for the anomaly data but shows some wide peaks roughly at lags -32, -10, -5

and 23. The first half of the year shows more prominent peaks at roughly −37 and

−11, and the last half shows peaks at lags −30, −3 and 23. It might be noteworthy

that the offset of the peaks in both halves of 2007 and 2008 are different with the closes

peak to lag 0 being respectively -11, -3 and 5.

(a) Whole 2007

(b) First 6 months of 2007

(c) Last 6 months of 2007

Figure 4.18: Same as for figure 4.15, but for the whole 2007 in (a), first 6 months of 2007
in (b) and last 6 months of 2007 in (c).
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Splitting 2008 in two as done with 2007 yields the results shown in figure 4.19. The last

half of 2008 yields stronger r-values compared to the correlations with the full year,

and the strongest correlations are produced for the same lags.

(a) First 6 months of 2008

(b) Last 6 months of 2008

Figure 4.19: Same as for 4.15, only for the first 6 months (a) and the last 6 months (b) of
2008.





Chapter 5

Result validation

This chapter presents an assessment of the non-linear least-squares fit and the valida-

tion method (two station method) used to estimate the S1 and S2 component of the

meridional semidiurnal tide, presented in chapter 4. In section 3.3.1 synthetic data was

used to evaluate the two methods showing good agreement. Although the wings of the

amplitude distribution of the fitting routine was wider than the two station method,

it performed better for the AS1 method and equally for AS2 ∼ 95% of the time. The

fitting routine produced far better Φdiff resolution, but had a 2π discrepancy due to

the cosine term in the fitting function.

In this chapter a correlation between the obtained AS1, AS2 and Φdiff results is pre-

formed showing a strong positive linear relationship between the two methods. As

expected a 2π discrepancy in Φdiff is found. Then the effects of the tendency in the

fitting routine to output AS1 ≈ AS2 is investigated and shows that even though this is

happening, it seems to only affect amplitude with differences within the uncertainty of

the measurements.

5.1 Methods correlation

Correlation between the two methods gives correlation coefficient of 0.46 for the AS1

amplitude, 0.85 for the AS2 amplitude and 0.87 for Φdiff . This shows a strong posi-

tive linear relationship between the two methods. Figure 5.1 shows the values of the

two station method along the x-axis and the multiple station fitting routine along the

y-axis for AS1 (left), AS2 (middle) and Φdiff (right). The linear regression values for

both y = Ax and y = Ax+ b regression functions are given in table 5.1.

The S1 regression shows that the fitting routine has a tendency to produce larger

amplitude values compared to the two station method. The S2 regression shows that

the values compare better than for the S1 as suggested using the synthetic data. The

regression of Φdiff shows, albeit it having the highest correlation coefficient, that there

are deviations from the two methods. This also shows that some of phase difference

53
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(a) (b)

(c)

Figure 5.1: Correlation plot between the amplitude in m/s from the fitting routine in x-
direction, and amplitude from the two-station method in y-direction for the semidiurnal S1
(left), S2 (middle) Φdiff (right) as blue dots. The red and green line is the linear regression
on the form y = Ax and y = Ax+ b respectively.
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Table 5.1: Values of the linear regression between the amplitude and phase data gathered
by the two station method and multiple station fitting routine shown in figure 5.1.

Data
Regression function

Slope·x Slope·x + Intersect
AS1 0.987x 0.546x+ 2.812
AS2 0.998x 0.844x+ 1.528
Φdiff 0.955x 0.948x+ 0.518

values from the fitting routine has the value ±12 UT. Since the phase cycle is 12 hours,

this is the same as 0 UT. This will affect the regression values of Φdiff .

5.2 Investigation of AS1 ≈ AS2

Figure 5.2 shows a histogram of AS2 − AS1 for both methods. It is apparent that

AS2 ≈ AS1 is a lot more frequent for the fitting routine compared to the two-station

method. However, outside of the interval [-3.5, 6.5] m/s, the distributions are quite

similar.

Figure 5.2: Histogram of AS2 − AS2 from the two-station method (orange) and the fitting
routine (blue) for 2000 – 2008 combined. Every bin is 1 m/s wide and is centred around each
integer.

Excluding the zero points and subtracting the fitting values in the histogram off of

the two-station values yield the residual histogram in figure 5.3. It looks like an ap-

proximate normal distribution around 1 m/s with σ around 2 – 3 m/s (containing

∼ 68% of the data points).
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Figure 5.3: The residual when removing all zero points from histogram in figure 5.2 from
fitting routine and subtracting the histogram values of the two-station data off of the fitting
data.

The uncertainty in the data using the two-station method is as estimated in section

4.3 around 2 – 3 m/s. Hence, if AS1 and AS2 are closer together in value than this, one

cannot say that AS1 is significantly different from AS2. It looks like that when the two

distributions of AS1 and AS2 overlap, the fitting function results in AS1 ≈ AS2. This

suggests that there is no discrepancy in the two methods, even though the histogram

makes it look like it is. The difference is how the data is portrayed when the S1 and

S2 amplitudes are too similar to statistically separate them. This can however yield

abrupt spikes in the amplitudes when they become comparable in size.



Chapter 6

Discussion

This chapter discusses the results found in chapter 4 in light of similar studies and the

theory presented in chapter 2, starting with the meridional amplitude and phase of the

S1 and S2 components (section 6.1). This is followed by a discussion of the results of

the super-posed epoch for the SSWs (section 6.2), and ending with a discussion on the

results from the AE index correlations with the S1 amplitude (section 6.3).

6.1 S1 and S2 amplitudes

As stated earlier, only S1 and S2 of the semidiurnal tide is assumed significant. This

has also been assumed in e.g. Baumgaertner et al. (2006) and Hibbins et al. (2010) in

the SH, and Wu et al. (2011) in the NH. Hibbins et al. (2010) compared their results to

results gathered by Murphy et al. (2006) where both S0, S1, S2 and S3 was included.

From this, it was concluded that excluding the S0 and S3 components should not affect

the results in a major way, since they were showed to be much weaker. Both these

studies was done in the SH but since the tides are global waves they are expected to

behave similar in the NH.

The climatology of the semidiurnal tide in the NH MLT has been well established

(e.g. Schminder et al. (1989); Manson et al. (1989); Lysenko et al. (1994); Jacobi et al.

(1999); Mitchell et al. (2002)) with maximum winds in fall, when the zonal circulation

reverses in the stratosphere and mesosphere, and in winter. The climatology in section

4.4.3 shows S2 enhancements maximize around the fall equinox and winter months

with amplitudes of about 13 and 11 m/s respectively, and the S1 is enhanced during

fall equinox to about 8 m/s and stays quite flat during the rest of the year. Hence,

the enhancement seen in the semidiurnal tides are mainly due to the S2 component.

From April to June, the S1 and S2 amplitudes are approximately equal in magnitude

(around 6 m/s), meaning that about 50% of the semidiurnal tide is S1 in this period.

Using data from the TIDI instrument on the TIMED satellite Wu et al. (2011) found

the same S2 enhancements in the NH with an enhancement in the winter months and

another enhancement in late summer/early fall at 95 km. For the S1 at ∼ 60◦N a
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maximum during fall was found for some years.

Since the tides are global waves, they are expected to be similar across the globe.

Therefore, hemispherical deviations are likely due to some interaction in one hemi-

sphere that is not present or as dominating in the other. Baumgaertner et al. (2006)

studied both the zonal and meridional semidiurnal S1 and S2 component over Antarc-

tica and found large amplitudes during November to February (SH summer months)

which were often dominated by the S1 component. A mixture of both S1 and S2 was

found to contribute from April to September with smaller amplitudes. Murphy et al.

(2006) found that the S1 component was dominating from October to around March,

but the S2 showed comparable amplitudes during January, and dominated from April

to September. Similar results were also found in Hibbins et al. (2010). Hence, the

winter months are found to be mostly dominated by the S2 component in both NH

and SH. The amplitudes in the summer months are however found to deviate a lot in

the different hemispheres. The S2 component is comparable to the S1 in the NH during

early NH summer and dominates during late summer and fall, whereas the S1 in the

SH often dominates during SH summer. Hence, during the respective hemispherical

summer, there seems to be more non-migrating generation mechanics in the SH con-

tributing to the S1 component compared to in the NH.

As mentioned, one of the generation mechanics of the non-migrating components of

the semidiurnal tide are non-linear interaction with the migrating tide and a wavenum-

ber 1 stationary PW (SPW1) (Forbes, 2009). Iimura et al. (2014) found large inter-

annual variation of the S1 and SPW1 in both NH and SH, and found evidence of

inter-hemispherical connections between the SPW1 and the non-migrating tides in the

opposite hemisphere. The PW activity is higher in the NH than in the SH, due to

the many land-sea boundaries one encounters along a line of latitude in the NH, as

compared to the more symmetric SH. Thus, the SH winter PW activity is much lower.

This could account for the lower S1 activity in the NH summer. This idea is consistent

with the hypothesis put forward in Murphy et al. (2006).

There was a rare SH SSW event in September of 2002. Hence, inter-hemispherical

generational mechanics of the S1 component through non-linear interactions with the

S2 and SPW1 might show up as an enhancement in the S1 component during this

SSW. No unusual enhancement of the S1 amplitudes is found in our results during this

period. However, Wu et al. (2011) found a small increase in S1 component in the NH

during this event. The enhancement in the S1 was found to be located poleward of
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roughly 70◦. Since our data is gather from stations from ∼50-65◦N this could explain

why no similar increase is found in our results.

These results suggests that the strong wintertime NH PWs, creating SSWs, are likely

the source for the much stronger summer S1 winds in the Sh compared to the NH.

The S1 and S2 are close to in phase (Φdiff = 0) during summer and winter, and

is more frequently out of phase close to equinoxes where the amplitudes of in partic-

ularly the S2 is changing rapidly. That the waves are in phase suggests similar and

stable vertical wavelengths of the S1 and S2 during many months of the year. These

results fits well with results from the Antarctica region where phases are recorded to

be more variable when amplitudes are small. This can also be a result of the reduced

phase accuracy when the amplitudes are small (Hibbins et al., 2010).

6.2 SSW discussion

Figure 6.1 shows wind data of the zonal (top) and meridional (bottom) component

of the semidiurnal tide, using a meteor radar located in Trondheim (∼ 64◦N), from

December 2012 to March 2013. The total semidiurnal tidal amplitudes is observed to

enhance shortly after a stratospheric warming event (onset around January 6 2013).

Our analysis in section 4.5.1 of the 7 SSW events, identified by Stray et al. (2015),

shows that this tidal enhancement occurs primarily in the S2 component.

For confirmation, R. Hibbins (personal communication, 2016) examined the same 7

events using the full hourly fitting to the radars (explained in detail in Hibbins et al.

(2010)). These results are shown in figure 6.2a along with a reorganized plot of the

results obtain in the present study in figure 6.2b. The S2 amplitude shows the same

characteristics as our results, with an enhancement of about 5 m/s maximizing around

12 days after the onset. The main difference in the two results is the S2 peak at day

-30 and the larger S1 amplitudes peaks from day 12 to 25 found in our results. These

peaks are unlikely to reflect an actual S1 enhancement during SSWs since the peaks

only persists for one single day (one data point), and that the deviations mentioned

here coincides with days with few data points as seen in figure 4.13e. These points may

be cause by the AS1 ≈ AS2 tendency of the fitting routine detailed in chapter 5, as the

S2 epoch shows corresponding rapid changes for some of these points. In addition, the

hourly fitting routine, which generally yields better data coverage, does not show these

peaks. If ignoring the maxima at day 13 and 19, the S1 looks more comparable to the
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Figure 6.1: Semidiurnal tide data from meteor radar at Trondheim at 64◦N in 2013 for the
zonal (top) and meridional (bottom) component from December 2012 to March 2013 during
a SSW event with the onset around January 6. From P. Espy and R. Hibbins (personal
communication, 2016).

S1 obtained using the hourly data, showing a small enhancement around day 10 and

20 after the onset.

Pedatella and Liu (2013) used numerical simulations of SSW under different atmo-

spheric tide and PW conditions, to investigate the variability of, among others, the S1

and S2 component of the semidiurnal tide in the MLT. They found that SSWs lead

to an enhancement in the S2, and due to change in the vertical wavelength of the S2,

saw phase variability at constant altitude. In addition, the S1 was found to only show

significant enhancements when in the presence of additional PW activity. As seen from

Stray et al. (2015), the PW were present and increasing for all SSW events reaching

a maximum about 10 days after the event. These simulations also shows significant

longitude variability that occurs in the ionosphere in response to SSWs.

Using the WACCM simulation of 23 SSWs Pedatella et al. (2012) found global changes
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(a) From R. Hibbins (personal communication, 2016)

(b)

Figure 6.2: (a) shows super-posed epoch results obtained by R. Hibbins (personal contact,
2016) using a full hourly fitting routine on the data from the SuperDARN radars for the
same 7 events as in this thesis. (b) shows reorganized data results from figure 4.13 for S2
amplitude (blue) and S1 amplitudes (red). Day 30 in (a) corresponds with day 0 in (b).
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occurring in both the semidiurnal S1 and S2, showing the greatest changes in the S2

with ∼ 5 – 6 m/s, comparable to our findings. In the same study changes in the tidal

phases were also found, but less than ∼ 1 – 2 h, and was considered to only to be of mi-

nor importance. Our results shows relatively stable S2 phase values prior to the onset,

a rapid decrease by ∼ 4 – 5 h right after the onset for some of the SSWs, followed by a

stabilization process of varying length. The particular SSW events showing S2 phase

changes also show the largest changes in the S2 amplitudes. The S1 phase does not

show the same phase stability prior to the onset and thus making it harder to conclude

on the significance of these changes.

Our studies indicate that SSW causes changes, especially in the S2 components. How-

ever, the results are not consistent for every event. This was also noticed in Wu et al.

(2011), and might be linked to how the polar vortex breaks down during a SSW as

detailed in section 2.3.1. The two types are vortex displacement, and vortex splitting

often associated with a zonal wavenumber 1 and 2 respectively (Charlton and Polvani,

2007). The specific SSW type was not identified for the SSW events used in this

study; hence, both types of SSWs are mixed in the super-posed epoch. If the different

types manifest themselves differently in S1 and S2, they will blend. One would expect

this to dampen the combined effects seen in the epoch compared to an epoch consist-

ing only of the S1 and S2 amplitude data for dates corresponding respective SSW type.

Even though a number of numerical and observational evidence demonstrate that SSWs

connect to ionospheric disturbances, the mechanics are not yet fully understood (Pe-

datella and Liu, 2013). Any changes in the either the amplitude or the phase of the

semidiurnal S2 component has the potential to cause significant changes in the iono-

spheric currents and electric fields Fesen et al. (2000). Hence, the indications that the

changes during SSWs are mostly S2 driven, and the observation of S2 phase changes,

means that most of the tidal enhancement would be capable of propagating into the

ionosphere and initiating the process by which the SSW signature is carried to the

equator as suggested by Chau et al. (2012).

6.3 AE discussion

Riggin et al. (1999) and Baumgaertner et al. (2006) suggests that zonally asymmetric

heating due to particle precipitation can be an additional generation mechanism for the

S1 component of the 12 h tide. Since the auroral oval is centred around the geomagnetic

North Pole, and the tides are approximately centred around the geographical North
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Pole, heating in the auroral oval could be a cause for approximately a S1 temperature

structure.

The motivation for looking at the de-seasonalized S1 amplitude data in the corre-

lation is due to the Russel-McPherron effect which can yield seasonal effects in the AE

index. This would show up as a correlation between the seasonal effects in the tidal

amplitudes which could dominate the correlation results (Russell et al., 1973). As seen

in the results the correlation can change a lot when de-seasonalizing the amplitudes.

AE correlated with the S1 amplitude shows a clear 27-day periodicity in 2008 which

was a solar minimum year. As stated in section 2.3.2 due to coronal holes and the

mean 27-day rotational period of the Sun, a 27-day periodicity is expected in the AE

index. This solar-terrestrial connection has been shown in e.g. (Lei et al., 2008) and

(Thayer et al., 2008). This can also be seen in the raw AE data presented. If there is

a lot of disturbances in the solar magnetic field, which is the case around solar maxi-

mum, the high-speed plasma ejections connected to coronal holes might not persist long

enough to cause a 27-day periodicity. A 27 day periodicity in the AE correlation with

the S1 amplitude would suggest a connection between the S1 and the auroral electro jet.

The results in section 4.5.2 show a weak (∼ 0.2 – 0.3) correlation between the AE

index and the de-seasonalized S1 amplitude around the solar minimum in 2008, sta-

tistically significant above the 95% confidence level. A correlation coefficient of 0.25

would mean that about 6% (0.252) of the changes the in the S1 amplitudes can be ex-

plained with the changes in the AE index. There is a clear 27-day periodicity between

maxima, approximately how the correlation of two signals with a 27-day periodicity

(with a phase difference between the two signals) is expected to look. 2000, being

a solar maximum year and showing only very small correlations, changes little when

removing the seasonal variability, and showing no apparent 27-day periodicity. This

fits with the explanation above. One might expect a gradual transition from solar

maximum to solar minimum instead of the rapid change in the correlation from 2007

to 2008. However, the correlation with the first 6 months and the last 6 months of 2007

separately indicate a more gradual transition. All of this adds credibility to there being

a solar link to the generation mechanics of the S1 component, and that it is particle

rather than radiatively driven.

The SuperDARN radars measure the meteor echoes with respect to the background ra-

diation. High auroral activity will increase the background radiation making it harder
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to detect meteor echoes and can cause data shortage for days with high auroral activity.

This might affect the results shown. In addition, as mentioned in section 2.3.2, during

intense solar geomagnetic storms the auroral oval can expand southwards, away from

the measuring stations. This can cause large geomagnetic storms, to not be recorded

and included in the AE index.

If the auroral oval expands southwards it would cross 60◦N in two places, increas-

ing in longitudinal separation with the southward expansion of the auroral oval. At

some point, it could potentially generate a wave more closely approximated an S2 wave.

The correlation of the AE with the S2 data (given in appendix D) did not show any

clear correlation for any year. Further investigation of this is outside the scope of this

thesis.

The offset in lag is an indication of the phase difference of the two signals, i.e. how long

it takes for a cause in AE to yield a response in the S1 amplitude. The AE is expected

to be leading. The observed change in the peaks in the AE correlation, increasing by

8 lags between first half of 2007, last half of 2007 and 2008. This might indicate that

there is a change in the time it takes the geomagnetic storms to cause effect in the S1

amplitude. Since the mechanics and circumstances for the S1 generation is not fully

understood yet, reading too far into this is not wise, and will not be attempted.



Chapter 7

Conclusion

In this thesis the behaviour of the zonal wavenumber 1 (S1) and 2 (S2) components of

the meridional semidiurnal tide has been investigated. These components cannot be

determined from single station measurements, but needs spatially separated measure-

ments. To extract the S1 and S2, 9 years (2000 – 2008) of meridional semidiurnal wind

amplitudes, extracted from wind data gathered by meteor echoes in the mesosphere

and lower thermosphere by a longitudinal chain of Super Dual Auroral Radar Network

(SuperDARN) radars, has been used. Assuming that the semidiurnal tide consists of

only S1 and S2, as done in previous studies, a non-linear least-squares fit has been

performed to extract these two components. In order to validate the aforementioned

fitting method, a method published by Baumgaertner et al. (2006) has been used for

comparison and also as starting values in the fitting routine. The validation method

showed strong positive correlations with the fitting results, and by the use of synthetic

data the fitting was shown to produce better results for about 95% of the cases.

The focus in this thesis has been to determine the climatology of the two components,

investigate the behaviour of these components during sudden stratospheric warmings

(SSW), and look for evidence for asymmetric joule heating by the auroral electrojet as

a generation mechanics for creating S1 waves.

The climatology showed that the S2 dominates from June to November maximising

around fall equinox, followed by another enhancement in winter. The S1 showed an

enhancement around the fall equinox. The rest of the year, the S1 and S2 amplitudes

were comparable in magnitude. This behaviours were different from those recorded

in the southern hemisphere, where the S1 often dominated, especially in the summer.

This was thought to in large be explained by inter-hemispherical coupling between

planetary waves and the semidiurnal S2 component.

The behaviour of the S1 and S2 components during SSWs have been studied using

a super-posed epoch of 7 SSWs accompanied by an elevated stratopause event. The

SSW was found to be mainly S2 driven with the amplitude maximizing roughly 12 days

65
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after the onset of the SSW. For some of the events the phase of the S2 changed quickly

right after the onset, before stabilizing again after the event. These results means that

most of the tidal enhancement during an SSW would be capable of propagating into

the ionosphere and initiating the process by which the SSW signature is carried to the

equator, as suggested by Chau et al. (2012).

The auroral electrojet being a generation mechanic of the S1 component has inves-

tigate by correlating the S1 anomaly amplitudes and the AE index. This yielded weak

correlations (∼ 0.2 – 0.3) above the 95% confidence level, showing a clear repeating 27

day cycle close to solar minimum. This repeating pattern is thought to be linked to

persisting high-speed solar winds from coronal holes, adding credibility to there being

a solar link to the generation mechanics of the S1 component, and that it is particle

rather than radiatively driven.

Future work

This thesis shows that it is possible to obtain good results using the longitudinal chain

of the SuperDARN radars to extract the S1 and S2 of the semidiurnal tide using a

non-linear least-squares fit. There should be no problem extending these methods to

account for different tidal components and include more wavenumbers. The equations

presented by Baumgaertner et al. (2006) can also be expanded to include several lon-

gitudinally spread stations.

The planetary wave amplitudes in Stray (2015) and the tidal amplitudes presented

in this study gives a good opportunity to study coupling between the tidal and PW

energy in the mesosphere and lower thermosphere. E.g. both studies shows an en-

hancement during fall equinox that might be linked to the generation of the S1 during

this period.
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Appendix A

Daily amplitude plots of S1 and S2

Figure A.1: Plot of the semidiurnal S1 amplitude from 2000-2008. The red line shows the
amplitude from the fit and the gold line is from the two station method.
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Figure A.1 (cont.)
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Figure A.1 (cont.)

Figure A.2: As figure A.1 only for S2. Fit (blue), two station (green)
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Figure A.2 (cont.)
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Figure A.2 (cont.)





Appendix B

Daily anomaly amplitude plots of S1
and S2

Figure B.1: Anomaly amplitude of S1 from 2000-2008
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Figure B.1 (cont.)
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Figure B.1 (cont.)

Figure B.2: Same as for figure B.1 only for S2.
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Figure B.2 (cont.)
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Figure B.2 (cont.)





Appendix C

Daily phase plots of S1 and S2

Figure C.1: Plot of the phase difference from 2000-2008 in UT. Blue circles are from the
fitting routine, and red are from the two station method. The phases are repeated three
cycles to show coherence.
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Figure C.1 (cont.)
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Figure C.1 (cont.)





Appendix D

AE correlation plots

Figure D.1: AE index correlation with the S1 amplitude indicated in title for years indicated
in top left.
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Figure D.2: Same as for figure D.1 only for S2.
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