One-way wave-equation
migration for wide-angle
propagation in anisotropic
media

Thesis for the degree of Philosophiae Doctor
Trondheim, July 2010

Norwegian University of Science and Technology
Faculty of Engineering Science and Technology
Department of Petroleum Engineering and Applied
Geophysics

@ NTNU

Norwegian University of
Science and Technology



NTNU
Norwegian University of Science and Technology

Thesis for the degree of Philosophiae Doctor

Faculty of Engineering Science and Technology
Department of Petroleum Engineering and Applied Geophysics

© @rjan Pedersen

ISBN 978-82-471-2246-4(printed ver.)
ISBN 978-82-471-2247-1 (electronic ver.)
ISSN 1503-8181

Doctoral theses at NTNU, 2010:140

Printed by NTNU-trykk



(rjan Pedersen

One-way wave-equation
migration for wide-angle
propagation in anisotropic media

PhD thesis

Department of Petroleum Engineering and Applied Geophysics
Norwegian University of Science and Technology

Trondheim

Norway






Summary

Seismic depth migration is a major component in the search for hydrocarbons. As
new prospects for oil and gas often are found in areas with challenging subsurface
structures, more advanced methods to find and evaluate these prospects are needed.
One-way wave-equation migration provides an appealing approach to be used to
create an image of the subsurface.

The characteristics of wave propagation can be described through the
dispersion relation, relating the vertical and horizontal phase-slowness. In the first
part of this thesis, simple and accurate phase-slowness approximations valid for
wide-angle propagation in a VTI media are derived.

Information from the subsurface might be increased by recording converted
wave reflections in addition to pressure waves. The second part of this thesis
provides the development of a set of new one-way propagators for imaging steeply
dipping and complex structures using converted and pressure waves in a VTI
medium.

Reliable amplitude information from one-way methods is useful as hydrocar-
bon indicators in structural imaging and for migration velocity analysis. In the
third part of this thesis, a flux-normalized wavefield decomposition is used as a
starting point to develop one-way propagators with improved amplitudes.

In new exploration areas, salt structures are important examples of subsurface
complexity. This poses a challenge for one-way migration methods due to
large velocity contrasts between salt and the surrounding sediments. A novel
approach using one-way migration operators combined with a lateral windowing
construction to limit the impact of errors introduced by large velocity contrasts is
developed.
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Chapter 1

Thesis introduction

This chapter contains a motivation for this thesis and a brief introduction to the
field of seismic imaging. The introduction is not a complete review of the literature
on the subject, but gives basic information to the readers not familiar with the
subject of seismic imaging. I focus in particular on seismic acquisition and seismic
migration. In section 1.2.1, an overview of the individual chapters contained in this
thesis is provided.

1.1 Motivation

The increasing demand for oil and gas drives the need for exploration in new areas
and for increased recovery in producing fields. New fields are often found in
challenging marine areas with complex subsurface structures, such as the Gulf
of Mexico, the West-coast of Africa or the Norwegian Sea. Exploration in
complex geological areas requires more advanced methods to find and appraise
hydrocarbon prospects. As a consequence, this encourages continual research and
development of new methods and improvement of existing methods for analyzing
the subsurface.

Currently, seismic surveying is the most common method for obtaining
information about the subsurface. The objective of seismic surveying is to attain
information on subsurface structures and properties for prediction of hydrocarbon
prospectivity. This is accomplished by appropriate acquisition of seismic data;
velocity analysis and seismic imaging; and finally interpretation.

Alternative methods like electro-magnetic surveying (Ward, 1980) and gravi-
metric and magnetic measurements (Johnson, 1998) are becoming more widely
used. However, these methods are usually used to provide complimentary
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constraints on reservoir geometry and characteristics obtained by seismic in
combined interpretation in order to reduce risk and optimize recovery of a prospect
(Foss et al., 2008; Ellingsrud et al., 2002).

A seismic experiment involves directing an energy source that generates a
seismic wave which propagates into the Earth’s subsurface. A seismic wave can be
regarded as a subsurface disturbance, where the properties of the wave propagation
are governed by the elastic stiffness and density of the medium. Seismic surveying
consists of several seismic experiments.

Applying stress on a medium generates changes in both shape and dimension.
A medium with the ability to resist and recover from deformations is referred to
as an elastic medium. Force acting upon an elastic medium induces a force which
tries to restore the state of equilibrium. This property causes waves to propagate
through the medium, depending on its state (Betti, 2007). In a solid medium, both
compressional and shear forces propagate, while in ideal liquid and gasses, only
compressional forces travel (Wapenaar and Berkhout, 1989).

In general, the physical properties of a rock may vary in the direction which
they are measured. This is commonly referred to as anisotropy (Sheriff, 2002), and
is often observed in seismic surveying. There are numerous causes of anisotropy
(Jones, 2010). There are a number of classes of anisotropy. It is common
in seismic surveying to approximate the anisotropy of the Earth by transverse
isotropy, which has an axis of cylindrical symmetry. The axis of symmetry can
either be vertical or tilted in any direction. For a transverse isotropic medium, the
physical properties only depend on the angle between the axis of symmetry and the
direction of the measurement. Accounting for anisotropy is important for accurate
wave propagation (Larner and Cohen, 1993; Audebert et al., 2006).

1.1.1 Marine seismic acquisition

In marine seismic, the energy source is typically placed in the water, thus the
generated wave is a pressure wave (P-wave) since fluids do not support shear waves
(S-waves). The wave propagates downward into the subsurface until reaching an
interface in the subsurface. These interfaces usually represent boundaries between
different geological structures. At such an interface in the subsurface, an incoming
P-wave is split into reflected and transmitted P- and S-waves as illustrated in
Figure 1.1. The reflected wave will propagate up towards the surface, while the
transmitted wave will propagate further down into the subsurface where again
reflection and transmission may occur. The partitioning into reflected, transmitted
and converted waves is dependent on the earth properties at the interface.

The reflected energy is subsequently recorded; where the amplitude and
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Surface normal

Reflector

T Pr

Figure 1.1: An incoming P-wave P is reflected as a P-wave Pr and an S-wave
Sr; and transmitted as a P-wave P and an S-wave St .

traveltime of reflected energy is measured. These measurements contain
information on the subsurface structures which has been illuminated by the seismic
experiment, that is, the part of the subsurface that the measured seismic wave has
travelled through.

There are several ways to acquire seismic data. In a marine environment, the
most common ways to acquire seismic data are either towed streamer or ocean
bottom seismic. Field data examples in this thesis are either acquired by towed
streamer or ocean bottom seismic.

In marine towed streamer acquisition, both the seismic source and hy-
drophones are deployed in the water a few meters below the sea surface as
illustrated in Figure 1.2(a). As a consequence, measurements are P-waves only,
and acoustic wave theory is considered a valid assumption. The hydrophones are
towed behind a seismic vessel, either along one single line as in two-dimensional
(2D) seismic surveying or in densely distributed lines as in three-dimensional (3D)
seismic surveying. A wide variety of acquisition configurations are developed in
order to increase subsurface illumination to improve data quality (Long, 2010).

In ocean bottom seismic (OBS) acquisition, the seismic source is deployed in
the water, while the receivers are placed on the sea floor. See Figure 1.2(b) for
a schematic representation of an OBS survey configuration. Each receiver can
consist of a four-component measurement (4C) with a hydrophone and a three-
component geophone. To record an S-wave, one need to measure at a solid. Since
the receivers in an OBS survey are at the sea floor, this allows measurement of both
reflected P-wave and reflected S-wave energy. An OBS acquisition is usually more
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Water surface

(a) A towed streamer survey.
Water surface

Ocean bottom

(b) An OBS survey.

Figure 1.2: Schematic representation of (a) a towed streamer and (b) an OBS
survey. The solid line represents P-wave mode and the dashed line represents
S-wave mode. The colored structures represents a subsurface velocity model. The
reflection in this illustration is caused by a salt structure with higher velocity than
the surrounding sediments.

costly than towed streamer acquisition due to more challenging operations and
time consumption. The increased cost can sometimes be justified by the additional
information obtained compared to towed streamer acquisition (Granli et al., 1999).
In addition, an OBS survey can provide the benefit of better illumination of the
subsurface compared to towed streamer acquisition.

After the data acquisition step, the data is enhanced by removing noise related
to the physical acquisition and source signature. Further processing steps often
assume that the seismic data contain primary reflections (waves reflected once)
only. In addition to primary reflections the recorded seismic data contain multiples.
Multiples are seismic waves reverberated in the water or between subsurface
reflectors (Ikelle and Amundsen, 2005). Multiples originating from subsurface
reflectors are normally assumed to be weak while water-layer related multiples
can be removed by techniques that predict and subtract the multiples from the data
(Abma et al., 2005).
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1.1.2 Seismic imaging and velocity analysis

Seismic migration can be regarded as a process where recorded primary reflections
are moved to their true position, thus creating a seismic image of the subsurface.
Seismic imaging is a crucial component for understanding underground geological
structures in the search for hydrocarbons and in reservoir monitoring. Providing
accurate subsurface images, help in minimizing risk in exploration and aids in
optimizing production of existing fields.

Seismic migration involves propagating wavefields into a representation of the
subsurface, where an image is formed. Wavefield propagation requires an estimate
of the velocities in the subsurface, and this estimation is essential in order to create
an accurate image of the subsurface. Various methods for estimating velocities
exist, and in the literature they are usually divided into two strategies depending
on the space the strategy works, either in the data space (before migration) or
in the image space (after migration). In the data space, modelled data using
an initial guess of the velocities are matched to the measured data and used to
improve the initial guess, see e.g. Bishop et al. (1985); Pratt (1999); Lambaré
(2008). In the image space, utilizing characteristics of migrated images revealing
an erroneous model with an initial guess of the velocities provide information for
model improvements, see e.g. Sava and Biondi (2004); Shen and Symes (2008).

There are several methods developed to perform seismic migration. These are
usually categorized as either time- or depth-migration. Time migration (Larner
etal., 1981) is a technique suitable for areas for which one can assume no, or very
small, variation in velocity in the lateral direction (Whitmore et al., 1987). The
result from time migration is an image not in depth, but in traveltime; however, it
can be converted to depth usually by a time-to-depth stretch. Depth migration is
currently the preferred technique. It creates images in physical coordinates, and is
suitable in areas where local velocity variations in the lateral direction exist.

Depth migration is usually classified as either ray methods or wave-equation
methods, each class with their own strengths and weaknesses. See e.g. Etgen
et al. (2009) for a thorough overview. Ray methods depend on an asymptotic
high-frequency approximation of the wave-equation while wave-equation methods
solve the wave-equation for a wide range of frequencies. The most common ray-
methods are Kirchhoff (Schneider, 1978; Beylkin, 1985) or the more recent beam
migration methods (Sun et al., 2000; Hill, 2001). Ray methods are considered to
be computational cheap, but not always suitable for imaging complex structures.
For example, multipathing due to complex velocity may result in images of the
subsurface that are not reliable using ray-methods (Biondi, 2006). Multipathing
is handled naturally in wave-equation methods. The frequency content in seismic
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Surface location

Depth

Figure 1.3: Wavepath (in gray-scale) and raypath (in red) between a source at
the surface (star) and a point in the subsurface (triangle) in a layered model
(blue). The wavepath represent 14 Hz and the raypath represent the high frequency
approximation.

data is band-limited. The portion of the subsurface in which a wave travel from
a source position to a location in the subsurface is frequency dependent; thus,
realistic wavepaths are inadequately estimated by the ray approximation. This is
illustrated in Figure 1.3 with a simple example of a layered subsurface providing a
comparison of a wavepath and the corresponding raypath.

Wave-equation methods are divided into either one-way or two-way methods.
The most common two-way migration method is reverse time migration (RTM)
(Whitmore, 1983; Levin, 1984) which directly solves the wave-equation, usually
with a finite-difference scheme. RTM is considered to be very accurate,
but challenging noise suppression when creating an image and expensive
computational implementations, can limit its application in 3D imaging in
particular.

There exists a wide variety of one-way migration methods. They build on the
solution of an approximation to the wave-equation, the so-called one-way wave-
equation. This approach assumes that waves only travel downward from the source
and upward from the reflectors. This is in general not physically correct since
both wavefields can travel both upward and downward. The one-way approach
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Surface location

Depth

Downgoing wave

Surface location

Depth

Downgoing wave

Figure 1.4: Snapshot in time of a downgoing source wavefield in a synthetic model
at 2 seconds. The wave-propagation is modelled with a two-way (top) and a
one-way (bottom) method. The two-way method allows for the wavefield to be
reflected upward while the one-way method does not. The two-way method is a
finite-difference scheme, and the one-way method is described in chapter 5.
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breaks down for horizontally traveling waves. In addition, smooth lateral velocity
variations are assumed and most methods are only kinematically correct. However,
a large amount of research is devoted to advancing on drawbacks of one-way
methods (Hale et al., 1992; Zhang et al., 2003; Shan and Biondi, 2008).

The solution of the one-way wave-equation is expensive to implement, but
efficient and robust approximations make one-way methods computationally
cheap, which make them an attractive alternative for 3D depth imaging. In
complex areas where multipathing occurs, one-way methods are considered to
render images superior to ray-based methods (Operto et al., 2000).

Most one-way methods operate in the frequency domain, where each
frequency slice is downward continued within thin depth-slabs in a recursive
fashion. One-way methods can be classified into the domain in which they operate.
In the space-domain, there are for example implicit methods (Claerbout, 1970) and
explicit methods (Holberg, 1988), and in the wavenumber domain, the phase-shift
method (Gazdag, 1978). In the mixed space-wavenumber domain, the most well-
known methods are phase-shift plus interpolation (Gazdag and Sguazzero, 1984);
split-step (Stoffa et al., 1990); extended split-step (Kessinger, 1992); Fourier
finite-difference (FFD) (Ristow and Riihl, 1994); and generalized-screen (Wu and
Huang, 1992; Rousseau and de Hoop, 2001b).

Figure 1.4 illustrates an example where two-way methods allow for the
wavefield to be reflected upward, while the one-way does not. The two-way
method describes the physical wave-propagation with reflected and transmitted
waves. The one-way method is an approximation to the physical wave-propagation
and only describes the downgoing part of the wavefield.

The models used in constructing Figures 1.2(a); 1.2(b); and 1.4 were created
by Hemang Shah and are provided courtesy of BP Exploration Operation Company
Limited ("BP”).

1.2 One-way wave-equation migration for wide-angle
propagation in anisotropic media

There are many options when deciding on which imaging method one should
use to create a trustworthy image of the subsurface. One-way methods offer an
efficient and robust alternative to two-way methods and a more accurate alternative
than ray-based methods when encountering strong velocity contrasts and complex
subsurface regions.

There are some challenges for existing one-way methods. These are related
to the ability of one-way methods to predict both the kinematics and dynamics in



wave-propagation. A considerable amount of research in the field of geophysics
over the previous decades has been dedicated to improve on these challenges.

The main objective of this thesis work is to develop new, and improve on
existing, imaging techniques used in one-way wave-equation migration of seismic
data. This will enable the possibility to handle more complex subsurfaces and
more realistic representations of the subsurface, and hence aid in mitigating risk
in hydrocarbon prospect evaluation. Each paper in this thesis contains individual
introductions describing its contribution in view of existing methods.

1.2.1 Thesis content

This thesis consists of five chapters including this introduction and an additional
appendix. Chapters 2 through 5 can be considered as independent papers with
their own abstracts; motivations; introductions; conclusions; and appendixes.
Therefore, some of the introductory and background material presented in the
different chapters may coincide. In some chapters, additional figures supporting
the numerical examples are included compared to the published papers.

The content of the remaining chapters is outlined in the list below:

Chapter 2: An approach for deriving phase-slowness approximations accurate
for wide-angles in a VTI medium is introduced. The approach is based
upon requiring that the approximated slowness expressions are exact both
at the vertical and the horizontal direction, and these approximations are
found using Taylor and continued-fraction approximations. The derived
approximations can be utilized in phase-shift migration methods and our
numerical tests show that these approximations are more accurate for wide-
angles than existing approximations. The co-authors of this work are Bjgrn
Ursin and Alexey Stovas. This work has been presented at the 68th EAGE
Conference and Exhibition in Vienna (2006) and at the ROSE meeting in
Trondheim in 2005. The paper is published in Geophysics in 2007, volume
72, pages S177-S185 (Pedersen et al., 2007).

Chapter 3: New one-way wave-equation propagators for compressional and
converted waves in a VTI medium are obtained. The propagators are based
upon a Fourier finite-difference scheme and new approximations to the
vertical slowness as a function of horizontal slowness. Numerical tests show
that the derived propagators are valid for wide-angle propagation both for
compressional and converted waves in the presence of anisotropy and large
velocity contrasts. A three-dimensional field data example from the Volve
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field in the Central North Sea shows that the method is applicable to real
data. The co-authors of this work are Hans-Kristian Helgesen and Bjgrn
Ursin. This work has been presented at the ROSE meeting in Trondheim in
2010. The paper is accepted for publication in Geophysics.

Chapter 4: In this chapter, wavefield decomposition and one-way wave-equation
propagators for flux-normalized wavefield extrapolation are developed.
An unbiased estimate of the reflectivity using the wave-equation angle-
transform is formulated. ~The numerical test shows that the method
provides accurate amplitude information for a one-dimensional medium.
A comparison to conventional wavefield decompositions using field data
from the Nordkapp Basin indicates that using the flux-normalized approach
improves amplitude information in laterally invariant media. The co-
authors of this work are Bjgrn Ursin and Bgrge Arntsen. This work was
partially presented at the ROSE meeting in Trondheim in 2007, and is under
preparation for submission to Geophysics.

Chapter 5: In this chapter, a novel method for subsalt imaging using one-way
wave-equation extrapolators is presented. The challenge of large velocity
contrasts associated with salt provinces in wavefield downward continuation
methods is addressed by an adaptive construction of lateral windows. These
windows contain salt, sediments or the salt-sediment boundary, and by
propagating the wavefield within these windows we limit the impact of the
errors associated with large velocity contrasts on the global wavefield. The
performance of the method is demonstrated on both synthetic data and a
field data example from the South Atlantic. The co-authors of this work are
Sverre Brandsbergh-Dahl and Bjgrn Ursin. This work has been presented
at the 69th EAGE Conference and Exhibition in London (2007) and is
published in Geophysics in 2010, volume 75, pages S73-S79 (Pedersen
et al., 2010).

Appendix A: A discussion on improved approximations and implementation of
the derived wide-angle phase-slowness approximations presented in chapter
2 is included in Appendix A. The content is published in Geophysics in
2008, volume 73, pages X1-X2 (Pedersen, 2008).



Chapter 2

Wide-angle phase-slowness
approximations in VTI media

@. Pedersen', B. Ursin!, A. Stovas'

' Department of Petroleum Engineering and Applied Geophysics, NTNU

Abstract

An anisotropic medium with vertical symmetry axis (VTI) often presents
a good model for describing of real rocks. Propagation of quasi-
P and quasi-SV-waves in such media requires an expression of the
vertical phase slowness, which is a complicated function of the horizontal
phase slowness and the medium parameters. For converted-wave phase-
shift migration methods, it is desired to have slowness expressions that
are simple and accurate at wide angles of propagation. Taylor-series
representations of the squared vertical slowness for quasi-P and quasi-
SV -waves result in new wide-angle phase-slowness approximations based
on truncated series and continued-fraction representations. Slowness
approximations that are exact for both vertical propagation and at a
horizontal slowness corresponding to horizontally traveling qP waves
are derived. The approximation for quasi-SV-waves can be used in
phase-shift migration in media where the quasi-SV wavefront contains
triplications. These approximations are tested on several models and
compared to previously published approximations. The numerical tests
suggest that the new continued-fraction approximations are more accurate.
They can be used in phase-shift migration algorithms which are more
efficient for large angles than the existing approximations.

11
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2.1 Introduction

Phase-shift migration methods are used often in subsurface imaging. The seismic
wave-field is extrapolated by applying a phase shift in the frequency-wavenumber
domain. The phase-shift operator depends on the frequency and the vertical phase-
slowness component of the wavefield (Gazdag, 1978). The vertical slowness
generally can be represented as a complicated function of horizontal slowness.
Schoenberg and de Hoop (2000) state that, for migration, “it is useful to have an
algorithm that is simple (i.e., with the root structure of an isotropic medium) and
accurate to compute the vertical slowness as a function of horizontal slowness.”

We consider wave propagation in a transversely isotropic medium with a
vertical symmetry axis (VTI medium). For quasi-P (¢P) and quasi-SV (¢SV)
waves, the medium is characterized by four Thomsen (1986) parameters, where
the dispersion relations for the ¢P- and ¢SV -waves (Aki and Richards, 1980)
express squared vertical slowness as a function of horizontal slowness. These
expressions contain a square root that we avoid by replacing it with a rational
approximation.

Fowler (2003) presents an overview over various dispersion-relation approxi-
mations in VTI media. His overview includes three-parameter dispersion relation
approximations from Alkhalifah (1998, 2000a), Stopin (2000), Dellinger et al.
(1993), Harlan (1995), and Tsvankin and Thomsen (1994). Han and Wu (2005)
use the dispersion relation approximation from Alkhalifah (1998, equation 5) to
develop a one-way screen propagator for g P-waves in VTI media. Farra (2001)
obtains explicit analytic formulas of approximate square phase velocities for VTI
symmetries. Approximate dispersion relations in VTI media are also discussed
in Schoenberg and de Hoop (2000), with rational approximations for squared
slowness functions. They also give a wide-angle approximation of the squared ¢ P
slowness that is exact for vertically and horizontally traveling waves.

Here, we derive several approximations for the ¢ P and ¢SV squared slowness
which are more accurate for wide angles than the existing approximations,
with Taylor-series representations of the exact expressions as a starting point.
For approximations valid for wide angles, the Taylor-series representations are
manipulated algebraically to ensure they are exact for both vertical and horizontal
propagation. All of these Taylor series are used to derive continued-fraction
approximations by matching the coefficients in the power series. Simplified
three-parameter expressions for gP-waves are found using the quasi-acoustic
(Alkhalifah, 1998; Fowler, 2003) approximation. For ¢SV -waves, simplified
expressions are found by eliminating anisotropy parameters of orders higher than
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one or using the close relation between the exact ¢P and ¢SV phase-slowness
expressions.

For the migration of ¢P — ¢SV reflected waves (C-waves), the horizontal
slowness must be less than the slowness for horizontally traveling ¢ P-waves to
avoid evanescent waves. For this case we develop new approximations for the
vertical slowness of ¢SV -waves that are exact for both a horizontal slowness
of zero (i.e., vertical propagation) and a horizontal slowness corresponding to
horizontally traveling g P-waves.

For ¢SV -waves, there may exist triplications in the group velocity function.
(Musgrave, 1970; Thomsen and Dellinger, 2003; Tygel et al., 2007). For a
horizontal on-axis triplication, the vertical slowness is a multivalued function
of horizontal slowness, as discussed in Appendix 2.A. In that case, these
approximations cannot be used. However, the approximation for ¢SV slowness
proposed for C-waves may still be used because it is intended for horizontal
slownesses of less than the values for which a horizontal on-axis triplication
occurs. We compare the accuracy of the various approximations for five different
VTI media.

2.2 Taylor-series representations

Let p denote the density and let ¢;; denote the stiffness coefficients of the medium.
Then the vertical ¢ P phase velocity is given by

ag = /8. @2.1)
P

and the vertical ¢SV phase velocity is given by

By = |2 2.2)
0

Further, the Thomsen (1986) parameters ¢ and § are defined in terms of the

stiffness coefficients by
g = GLTC88 (2.3)
2633
and
(c13 + 044)2 — (33 — 044)2
2¢44 (€33 — Ca4)

In our derivations, it will be convenient to use the parameters

¢ = e—3, (2.5)

)=

(2.4)
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and
o = ¢ (2.6)
2
%)}
= — -0 2.7
(ﬁo) (c— ), @7

where 7 denotes the ratio between the vertical ¢ P and the vertical ¢SV velocities.
The parameter ¢ was introduced by Tsvankin and Thomsen (1994) and the
parameter ( is similar to n = (¢ — 0)/(1 + 2J) (Alkhalifah, 1998) in the sense
that ¢ ~ n when § < 1/2.

The dispersion relation relates the vertical and the horizontal slowness. This
relation can be expressed in terms of the Thomsen parameters € and § as well as the
vertical ¢ P and the vertical ¢SV phase velocities. It can be solved for the squared
vertical slowness ¢® as a function of the horizontal slowness p, both for the ¢P-
and ¢SV -wave modes. To get the vertical wavenumber £k, the vertical slowness ¢
can be written as

q=k./w, (2.8)

and the horizontal slowness p can be written

p=ky/w. 2.9)
Let
1
Q@ = 5;——-p2,
0 (2.10)
ﬁzi—ﬁ
0 Bg

where p denotes the horizontal slowness. From the dispersion relation, the squared
vertical slowness for ¢ P- and ¢SV -waves in a VTI medium can be expressed by
(Stovas and Ursin, 2003; Ursin and Stovas, 2006)

Gy + @5y — 20 (0 +0)

1
2
Qap = 5

2

2 2_1
# (B -at) — 15 (8- 0 =) + 4 (QWH(M@Q].
(2.11)
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If there is no horizontal on-axis shear-wave triplication, the negative sign in front
of the radical corresponds to the ¢ P slowness and the positive sign corresponds to
the ¢SV slowness. In case of a horizontal on-axis shear-wave triplication, gg is
multivalued for some values of p. (See Appendix 2.A.)

Expanding the square root in equation 2.11 in a Taylor series, the squared
slowness for g P-waves is

¢ = % 1— iaj (pag)¥ 2|, (2.12)
Qg =
with
ag = 1429,
a = i‘g (1 + fﬁi) , (2.13)
—4o 2725
= e 0 ()

Higher-order coefficients of the square root expansion are given in Ursin and
Stovas (2006, equation B-9). From the exact expressions of ¢2 and q% in equation
2.11, we get the relation

G+ aG=0q0+ a5 — 20" (0+0). (2.14)

Using equation 2.12 in 2.14 we find that the squared slowness for ¢SV -waves can
be represented by

o0
ﬁzél—quWM, (2.15)
0 =0
where
@ =1+20, (2.16)
cj:—ajyg], j=12....

2.3 Continued-fraction approximations

A continued-fraction approximation (see, e.g., pp. 163-167 of Press et al. (1992))
of the vertical squared ¢P slowness in equation 2.12, which matches the Taylor
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approximation up to (payg)®, is

s 1 2 a1 (pap)*
- (1= — , 2.17
= ( o (po0)? — B (pao)g) 2.17)

where the coefficients a; are given in equations 2.13 and where

as —2(6 — o)
ai = ?1. (2:18)
1 Y

In the quasi-acoustic approximation (Alkhalifah, 1998), we assume v3 > 1,
and simplify the coefficient a; and the ratio between the coefficients a2 and
ay to respectively, a1 =~ 2((1+ 20) and az/a; ~ 2. Substituting these
simplified coefficients into equation 2.17 yields a simplified continued-fraction
approximation for the squared ¢ P slowness, given by

2
q3:1<1—(1+2€)(pa0) ) 219

ag \ 1 —2¢ (pag)?

This expression is equivalent to the dispersion-relation approximation from
Alkhalifah (1998), his equation 5. For horizontally traveling waves we have
¢o = 0and p? = ozf, where

ap = agV' 1+ 2. (2.20)

Thus the simplified ¢gP continued-fraction approximation of the squared qP
slowness in equation 2.19 is exact for both horizontally and vertically traveling
waves.

By a similar approach, a continued-fraction approximation of the ¢SV squared
slowness given in equation 2.15, matching the Taylor approximation up to (pf)°,

results in \
gzi 1— 2 c1 (pBo) 2921
qa ﬁg < Co (pﬁ()) 1— (62/01) (pﬂ0)2> (2.21)

where the coefficients c; are given in equation 2.16 and

Cc2 az o
- = —. (2.22)
C1 ai
We approximate the coefficient ¢; = —awg and co/c1, using the same
approximations we used for a; and ag/a;, and ignore products of anisotropy
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parameters. Inserting the simplified coefficients into equation 2.21, we obtain a
simplified continued-fraction approximation for the ¢SV squared slowness given
by

a5 = 512 (1 — (1+20) (pBo)? + (2.23)

0

20 (pfo)* )
1—20 (pf)? )

Just like the Taylor series approximations, the continued-fraction approximations
in equations 2.17 and 2.21 depend on all four parameters «g, By, € and d. The
simplified expression for ¢ P waves in equation 2.19, however, depends on only
three parameters, a, € and ¢, while the simplified expression for ¢SV -waves in
equation 2.23 depends on only two parameters, Gy and o.

2.4 Wide-angle approximations

The next approximations of the squared vertical-slowness expressions are exact
in both vertical and horizontal direction of propagation. We denote these
approximations as the wide-angle approximations. They are found using the
fact that when p? = 1/v7, the vertical slowness is zero, where vy is the
horizontal phase velocity, for each wave mode. For gP-waves, we factor a
term (1 — (ay/0)?(pap)?) from the Taylor approximation in equation 2.12 and
subsequently find the corresponding continued-fraction approximation accurate up
to order (pay)®. Factoring this term yields the following representation of the
squared vertical ¢ P slowness:

1 o 2 > .
2 _ h 2 ) 2j+2
I = o (1 - <ao> (pavo) ) 1- jz;bg (pao)”™7 ], (2.24)

where
RN
bo = ap — <h> = —2¢,
e7)]
an\?
bj:aj+(> bj1, 7=12...
o

(Cf. equation 27 of Schoenberg and de Hoop (2000).) A continued-fraction
approximation of the wide-angle squared slowness representation in equation 2.24

(2.25)



18 Chapter 2. Wide-angle phase-slowness approximations

is given by
1 an\ > by (pag)*
2 h 2 2 1 (P&o
g =—|1- <> (pao) 1 —bg (pag)” — .
“ o ( @ 1 — (ba/b1) (pvo)?
(2.26)
where the coefficients b; are given in equations 2.25 and where
bg a9
— = + (14 2¢). (2.27)
b1 by

Simplifying the coefficients in equation 2.27 using the quasi-acoustic approxima-
tion gives the same result as the simplified continued-fraction approximation of
equation 2.19.

A similar wide-angle representation of the squared ¢SV vertical slowness is
found by factoring a term (1 — (pBo)?) from equation 2.15. For such waves, 3, =
Bo; this gives

1 [e.9]
= 5 (1= wi)") | 1 ;Odj (507 |, (2.28)

where

do = 20,

. (2.29)
dj =cj +dj_1, 7=12...

The corresponding wide-angle continued-fraction approximation for the squared
qSV slowness in equation 2.28 is then given by

4
! (1 — (pbo) ) (1 —do (pfo)* — o (p/o) 2) . (230)

2
q =
C8 1 — (d2/d1) (pbo)
where the coefficients d; are given in equation 2.29 and where
— = —+1L (2.31)
Using the same approach as in the previous section, the simplified wide-angle

continued-fraction approximation of the ¢SV squared slowness component is
given by

1 1-2(c—36 2
@ 7 (1 - (pﬂo)2> . fj% (p)ﬁigf“ : (2.32)
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providing a three-parameter representation of the squared ¢SV slowness. Hence,
we have obtained a continued-fraction approximation that is exact at both vertical
and horizontal directions of propagation at the cost of one extra parameter, i.e. ¢
(cf. equation 2.23).

2.5 Converted waves

We now consider wide-angle incident g P-waves. For the migration of converted
waves, we are interested in the reflected ¢SV -wave for values of p < 1/a;,. When
p > 1/ay, the incident wave is beyond critical. Since evanescent qP-waves are
not used in migration, we will ignore the range of horizontal slowness values p >
1/ay,. To approximate the squared ¢SV curve with a best fit in the interval 0 <
p < 1/ay, we suggest approximating the squared ¢SV slowness in such a way
that it is exact for vertical propagation and at p = 1/«y,. With a similar approach
as for the wide-angle approximations, we represent the ¢SV squared slowness by

B (p) =5 (1 (1+20) 23 (00)?)

3
OO .
X\ (L= BB 0,) =D e (0B0)" " | + a3,
=0
where
1 1 2
2
G =—4+———51+0+9), (2.33)
ﬁ,ah ag ﬂg a}% ( )
with

eo=co— (1- ﬁ§Q%,ah) (1+2¢)75
= 2(, (2.34)
ej:cj+7§(1—|—25)ej_1, 7=12,...

Truncating the series in equation 2.33 will provide an approximation that is
exact at both p = 0 and p = 1/a;,. We denote this approximation as the C-wave
wide-angle approximation. Instead of truncating the series, we can find the C-wave
wide-angle continued -fraction expression. The resulting approximation is given
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by

1) =g (1~ (1420098 00)°)

X (1 — B3a3.q, — €0 (PB0)” —

€1 (P50)4 + q2 (235
1— (ea/er) (pfo)® ) 2%

where the coefficients e; are given in equation 2.34 and

e _ (6-0) <1+ 2456

= +~2 (1 + 2¢). (2.36)
61 73(5—0') 73_1> 70( )

We stress that the expressions in equation 2.33 and 2.35 are only to be used for
0<p<1/ay,.

2.6 Discussion

In the Taylor-series expansions of the squared ¢ P and ¢SV slowness, equations
2.12 and 2.15, respectively, the ¢SV coefficients are the ¢ P coefficients multiplied
by the factor 73, which may be large. When we compare these expansions, we note
that for weak anisotropy, i.e. (¢,9) < 1, the coefficients ag, a1, and ag in the ¢P
expression are only small compared to the coefficients cg, c1, and co in the ¢SV
expressions. The Taylor series for the ¢SV slowness thus converges more slowly
than that for the ¢ P slowness (Ursin and Stovas, 2006).

Continued-fraction approximations of the squared slowness can introduce
artificial poles in the squared slowness expressions determined by the parameters.
This occurs when the denominator approaches zero. For some parameter values,
these poles can exist in the propagating domain, so the expressions are valid only
for values of p away from these poles. After calculating the rational expression,
one can check for zeros in the denominator. If a pole exists in the propagating
domain, one can instead use the corresponding Taylor approximation from which
the continued-fraction approximation was derived.

For the wide-angle approximations, the deviation from the exact expressions
tend to be larger for intermediate values of the horizontal slowness component
compared to, for example, the Taylor-series approximations, (cf. Figures 2.3 &
2.4). This is because we have constructed the wide-angle expressions such that
they are exact at horizontal propagation.
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Approximation

qP

qSV

Taylor

Continued fraction

Simplified continued fraction

equation 2.12
equation 2.17
equation 2.19

equation 2.15
equation 2.21
equation 2.23

Wide-angle Taylor

Wide-angle continued fraction
Simplified wide-angle continued fraction

equation 2.24
equation 2.26
equation 2.19

equation 2.28
equation 2.30
equation 2.32

C-wave wide-angle
C-wave wide-angle continued fraction

equation 2.33
equation 2.35

Table 2.1: The squared slowness approximations.

Parameters | aglkm/s] | Go[km/s] € 1) o
Model 1 2.0 1.0 | 0.10 | 0.05| 0.20
Model 2 2.0 1.0 | 0.10 | 0.15 | -0.20
Model 3 2.0 1.0 | -0.05 | 0.05 | -0.40
Model 4 3.1 1.5 026 |-005| 1.32
Model 5 2.0 1.0 | -0.10 | 0.05 | -0.60

Table 2.2: Parameters of the models used to computate the phase slowness
approximations.

2.7 Numerical results

The derived equations for the squared slowness approximations are all listed in
Table 2.1. To test the accuracy of the different approximations, we use five
different VTI models. The model parameters are given in Table 2.2. In model
1, 0 > 0, while ¢ < 0 in models 2 and 3.

Model 4 is the Greenhorn shale (Jones and Wang, 1981), which has an off-axis
shear-wave triplication. In model 5, we have on-axis shear-wave triplications on
both the vertical and horizontal axes, as discussed in Appendix 2.A. For phase-
shift methods, one can prescribe an acceptable error Aq induced by the slowness
approximation by limiting the corresponding phase error to be less than /4.
Hence, requiring that Aqg < 1/(8fAz), where f denotes frequency and Az is
distance, would give an acceptable phase error. For example, by assuming a
frequency of 60 Hz and a distance of 2000 m would imply that Ag should be
less than 10~3 ms/m.
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Figure 2.1: Comparison of the difference Ag, between the exact ¢P and
approximated gP slowness curves: the continued-fraction approximation with
dashed line; the simplified continued-fraction approximation with asterisk; and
the truncated Taylor expansion with crossed line.

To evaluate the approximations, we compute the exact and approximate
expressions for gP and ¢SV slowness and plot the difference Ag as a function
of p. For the Taylor approximations used in our comparison, we truncate, in
all figures, the series in equations 2.12 and 2.15 at as and cy for the ¢P and
qSV approximations, respectively. For the wide-angle approximations used in
our comparison, we truncate the series in equations 2.24 and 2.28 at b, and dy for
the ¢ P and ¢SV approximations, respectively.

In Figure 2.1, we plot the difference between the exact g P slowness (equation
2.11) and the continued-fraction approximation (equation 2.17), the simplified
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Figure 2.2: Comparison of the difference Agg between the exact ¢SV and

approximated ¢SV slowness curves: the continued-fraction approximation with

dashed line; the simplified continued-fraction approximation with asterisk; and
the truncated Taylor expansion with crossed line.

continued-fraction approximation (equation 2.19), and the Taylor approximation
(equation 2.12). Figure 2.2 is as Figure 2.1 but now for ¢SV waves; i.e., we used
equations 2.21 and 2.23 for the continued-fraction approximation and its simplified
equation, respectively, and equation 2.15 for the truncated Taylor series.

For all models both for ¢P- and ¢SV - waves, we see that when we approach
wide angles, both the Taylor and continued-fraction approximations diverge
rapidly away from the exact slowness. This indicates we should use these
approximations only for small angles. The difference between the exact ¢SV
slowness and the simplified ¢SV continued-fraction approximation is comparable
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Figure 2.3: Comparison of the difference Ag, between the exact ¢P and
approximated ¢P slowness curves: the wide-angle approximation with solid
line; the wide-angle continued-fraction approximation with dotted line; the
simplified wide-angle continued-fraction approximation with dash-dotted line; and
Schoenberg & deHoop’s rational approximations with circles.

to the difference between the exact ¢SV slowness and the continuous fraction and
Taylor approximations. We note that the simplified continued-fraction expressions
of the ¢ P slowness is exact for horizontal propagation; it thus can be used for wide
angles.

Next, in Figure 2.3, we plot the difference between the exact ¢P slowness
and wide-angle approximation (equation 2.24), the wide-angle continued-fraction
approximation (equation 2.26), and the simplified wide-angle continued-fraction
approximation (equation 2.19). We also include the difference from the explicit
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Figure 2.4: Comparison of the difference Agg between the exact ¢SV and
approximated ¢SV slowness curves: the wide-angle approximation with solid
line; the wide-angle continued-fraction approximation with dotted line; and the
simplified wide-angle continued-fraction approximation with dash-dotted line.

q P approximation from Schoenberg and de Hoop (2000) (their equation 43). Their
approximation contains four parameters, just like our wide-angle approximation
(equation 20) and its continued-fraction approximation (equation 22). Figure 2.4
shows the difference between the ¢SV slowness and the wide-angle approximation
(equation 2.28), the wide-angle continued-fraction approximation (equation 2.30),
and the simplified wide-angle continued-fraction approximation (equation 2.32).
Note that Model 1 gives a pole for the wide-angle continued-fraction approxi-
mation of ¢SV slowness. In Model 4, the squared wide-angle continued-fraction
approximations become negative for large values of p, and we only plot the positive
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Figure 2.5: Comparison of the relative error in percent between the exact g P and
approximated ¢P phase-velocities corresponding to the approximated slowness
expressions: the continued-fraction approximation with dashed line; the truncated
Taylor expansion with crossed line; the wide-angle approximation with solid line;
the simplified wide-angle continued fraction with dash-dotted line; the wide-angle
continued-fraction approximation with dotted line; and Schoenberg & deHoop’s
rational approximations with circles.

part.

In Figure 2.5 we plot the relative error in percent between the exact
and approximated gqP phase-velocity expressions corresponding to the derived
slowness expressions as a function of phase angle #. The phase angle 6 is
found through the relation tané = p/q, whereas the phase velocities V (6) =
1/4/(p? + ¢?). We find the values of the approximated phase velocities on the
support points of the exact phase velocities through linear interpolation. Figure 2.6



2.7. Numerical results 27

Model 2
1.5F T

1,
e 3

= .
E0.0 §
= —
S =
o) o [}
2 AN 2
205 g
[«5] i <o VU.
ey ~ ) ~ N
_1sl -0.8

0 %4 72 0 44 /2

Model 4
0.8
ISN IS *
o 0.4 -
8 8 ek "
LE Lﬂs-‘ H***ff***
0 HHERT
g 50'4
,3, '
e —0.8 ,
0 T4 /2 0 /16 , T8 0.

Figure 2.6: Comparison of the relative error in percent between the exact ¢SV and
approximated ¢SV phase-velocities corresponding to the approximated slowness
expressions: the continued-fraction approximation with dashed line; the simplified
continued-fraction approximation with asterisk; the truncated Taylor expansion
with crossed line; the wide-angle approximation with solid line; the wide-angle
continued-fraction approximation with dotted line; and the simplified wide-angle
continued-fraction approximation with dash-dotted line.

is as Figure 2.5, but for ¢SV waves. For model 4, we plot the phase velocities up
to the angle that corresponds to the critical g P slowness, denoted 6,.

Because we have on-axis shear-wave triplications in Model 5, the wide-angle
qSV expressions are not valid. However, the ¢SV C-wave wide-angle expressions
are valid for pre-critical ¢P values. In Figure 2.7 we plot Ag for the ¢P and
qSV approximations, in addition to the corresponding relative error in the phase
velocities.
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We plot Agg for 0 < p < p,, where p, denotes critical g P vertical slowness.
The accuracy of the approximated ¢SV slowness for converted waves using the
truncated Taylor series (equation 2.33) and the continued-fraction approximation
(equation 2.35) are illustrated in Figure 2.8 only for the interval 0 < 6 < 6. where
these approximations are valid. We note that this approximation is accurate for
wide angles with an overall smaller error compared with the other ¢SV slowness
approximations we have derived.

In summary, the wide-angle approximations are most accurate for the
qP slowness in models 1 and 4, whereas the wide-angle continued-fraction
approximation gives the best fit for the gP slowness in models 2 and 3. For
qSV slowness, the wide-angle approximations provides the best approximation
in models 1, 3 and 4 while the wide-angle continued-fraction approximation is
best in Model 2. Both ¢SV C-wave wide-angle slowness approximations for
converted waves on 0 < p < 1/ay, provide accurate approximations on the interval
0<p<1/a.

2.8 Conclusions

We have derived simple and accurate wide-angle approximations for ¢ P and ¢SV
slowness in VTI media. The suggested approximations use four parameters, but
using a quasi-acoustic approximation yields two- or three-parameter simplified
approximations. The simplified continued-fraction approximation of the ¢qP
slowness is equivalent to the dispersion-relation approximation from Alkhalifah
(1998).

The wide-angle approximation and its continued fraction equivalent for qP-
waves provides the most accurate approximations for all models studied and are
more accurate that the existing approximations of Schoenberg and de Hoop (2000).
These approximations can be used for wavefield extrapolation in the content of
migration. For ¢P — ¢SV -wave extrapolation, we need four parameters: three
for ¢P extrapolation and one more for ¢SV extrapolation. We aim to use our
approximations for ¢P — ¢SV migration, so we suggest using the wide-angle
continued-fraction expression (equation 2.26) for g P-waves and the C-wave wide-
angle expression (equation 2.33) for ¢SV -waves because the ¢SV reflection angle
is always smaller than the g P incident angle.
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2.A Horizontal on-axis shear-wave triplication

We show how a horizontal on-axis shear-wave triplication implies that the vertical
qSV slowness curve is multivalued for some values of the horizontal slowness
component p.

We rewrite equation 2.11 as

1
E0) = 5 (6 + a3 — 2 (0 +0) £ VS ), @A)

with

2
S (p) = (g, —42)" — 425 (46 = 1) (0 =)

(2 1) 0 (2.A-2)
+ 4p* <2%20 + (o + 6)2> :
70
First, we note that ¢ (p) = 0 for
1
p=—, (2.A-3)
Qp

where qy, is given in equation 2.20, so that ¢2 (p) represents the ¢ P-wave for 0 <
p < 1/ay,. As a consequence, qi (p) represents the ¢SV -wave for 0 < p < 1/ay,.

For a horizontally traveling ¢SV -wave, the horizontal slowness is p = 1/
and

¢ (;()) = %(F +|Fl), (2.A-4)
where )
o 1-75(1 —i—22(5+20)‘ (2.A5)
ap
For

o>—1/2-6+1/(27) (2.A-6)
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we have F' < 0 and thus ¢2 (1/3) = 0. Further, we have ¢ (1/5y) < 0; hence ¢*
for ¢SV waves is single valued because we ignore evanescent waves. Therefore,
there is no horizontal on-axis triplication in this case and qi (p) represents the
qgSV-wave for 0 < p < 1/8y. However, in the case

o< —1/2-64+1/(27%) (2.A-7)

we have F' > 0, so that ¢* (1/3p) = 0 and ¢%(1/53p) > 0. This is the case of a
horizontal on-axis triplication (Musgrave, 1970; Thomsen and Dellinger, 2003); it
implies a multivalued (real) vertical slowness. In the case of a horizontal on-axis
triplication, letting p, (with p, > 1//3;) denote the horizontal slowness p for which
S(ps«) = 0, it follows from 2.A-1 that

a2 (ps) = ¢ (ps). (2.A-8)

The squared ¢SV slowness curve is then given by

2
2 Q+(p)7 nggp*a
- (2.A-9)
%) {q%<p>, 1/80 < p < p.

Because ¢+ (p«) > 0, g is multivalued for 1/8y < p < p,. For 1/6y < p < py,
the lower part of the squared slowness curve goes from ¢2 (1/3y) = 0 to the value
at p = p,, which is equal to g% (p,) because S(p,) = 0.

As an example, we consider the VTI medium 5 in Table 2.2 with 0 = —0.6 <
—1/2 — 6 + 1/(24%) = —0.5188, thus having a horizontal on-axis shear-wave
triplication. In Figure 2.9, we plot the squared slowness g% for this model. The
slowness curves for the ¢ P- and ¢SV -waves are plotted in Figure 2.10, where the
horizontal on-axis triplication of the ¢SV -wave is evident from the concave shape
of the slowness surface near the horizontal axis.
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Figure 2.7: Comparison of the difference Ag (top) between exact and
approximated ¢P (left) and ¢SV (right) slowness curves, and the error in
corresponding phase-velocities (bottom): the continued fraction approximation
with dashed line; the simplified continued-fraction approximation with asterisk;
the truncated Taylor expansion with crossed line; the wide-angle approximation
with solid line; the wide-angle continued-fraction approximation with dotted line;
the simplified wide-angle continued-fraction with dash-dotted line; Schoenberg
& deHoop’s rational approximation with circles; the C-wave wide-angle
approximation with squared line; and the C-wave wide-angle continued-fraction

approximation with triangles.
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Figure 2.8: The relative error in percent between the exact ¢SV and approximated
qSV phase-velocities corresponding to the approximated slowness expressions:
the continued-fraction approximation with dashed line; the simplified continued-
fraction approximation with asterisk; the truncated Taylor expansion with
crossed line; the wide-angle approximation with solid line; the wide-angle
continued-fraction approximation with dotted line; the simplified wide-angle
continued-fraction approximation with dash-dotted line; the C-wave wide-angle
approximation with squared line; and the C-wave wide-angle continued-fraction
approximation with triangles.
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Figure 2.9: The squared slowness curves for on-axis shear-wave triplications. The
solid line is qi and the dashed line is ¢2 , both from equation 2.A-1.
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Figure 2.10: The slowness curves for on-axis shear-wave triplications. The solid
line is g4 and the dashed line is g, both from equation 2.A-1.
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In seismic reflection surveying, by recording both pressure and shear-
wave reflections, one can increase the amount of information obtained
about the subsurface than by recording pressure waves alone. Geologic
structures which are not visible by using conventional pressure-data may
possibly be imaged using shear waves, thus mitigating the risk in oil
and gas exploration and production. Horizontally layered sedimentary
rocks exhibit anisotropy that can be approximated by an effective
transverse isotropic medium with a vertical axis of symmetry. Taking into
account a vertically transverse isotropic Earth, we derive phase-slowness
expressions for quasi-P and quasi-SV waves which are used in a one-
way wave-equation migration scheme. We derive simplified slowness-
expressions which are useful for processing of conventional pressure data.
Numerical examples demonstrate that the slowness approximations are
valid for wide-angle propagation, and the resulting one-way propagators
are validated on a series of synthetic tests and applied on a field ocean-
bottom seismic dataset. The results show that the method accurately
images both compressional and converted waves in OBS data over a
vertically transverse isotropic medium.

3.1 Introduction

In seismic reflection surveying, by deploying both hydrophones and geophones
at the seafloor as in e.g. ocean-bottom seismic (OBS) surveying, it is possible
to record both pressure and shear-wave reflections from the subsurface. By
combining both pressure and shear-wave reflections, one can increase the amount
of information about the subsurface than obtained with pressure waves alone
(Hokstad, 2000). A dominant part of the seismic energy recorded on the horizontal
geophone components is energy that has experienced conversion from pressure
waves to shear waves at subsurface reflectors. Converted shear-wave data can
possibly be used to image subsurface reflectors which are weak using pressure
data alone, especially in gas-charged formations (Granli et al., 1999; MacLeod
et al., 1999; Barkved et al., 2004), hence reducing the risk in hydrocarbon
exploration and production. Shear-wave information may also help improve
reservoir characterization by providing further constraints on rock properties,
lithology, and fracture density and orientation.

The Earth is anisotropic in nature and in particular sedimentary rocks
exhibit anisotropy. These sedimentary rocks may often be described as being
transverse isotropic with a symmetry axis perpendicular to the bedding plane.
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A homogeneous medium which is fractured may also be described as being
transverse isotropic, now with a symmetry axis perpendicular to the fractures. A
transversely isotropic media with a vertical symmetry axis (VTI) often presents
a good model for the description of real rocks. The characteristics of wave-
propagation in a VIT medium can be described by the dispersion relation, relating
the vertical and horizontal phase-slowness. Seismic waves, and shear waves in
particular, are sensitive to anisotropy.

There are several migration methods used in subsurface imaging. Depending
on their underlying assumptions, these methods can usually be classified as either
Kirchhoff (Schneider, 1978; Sun et al., 2000) or wavefield extrapolation (Bleistein,
1987; Gazdag, 1978; Stolt, 1978) methods. Kirchhoff methods explicitly introduce
a high-frequency approximation of the wave-equation. In areas with complex
geology where multi-pathing occurs, Kirchhoff methods may not provide reliable
subsurface images (Biondi, 2006). In wavefield extrapolation methods, multi-
pathing is handled in a natural way. Two-way wave extrapolation methods,
provide an accurate description of wave propagation, however, the computational
cost and challenges in noise when creating subsurface images can become a
limitation. One-way wavefield extrapolation methods are routinely used in
3D depth migration of seismic data. Since one-way methods separate the
wavefields into up- and downgoing wavefield constituents, they are not valid for
horizontally traveling wavefield components. Because of their efficient computer
implementations and robustness, one-way methods have become increasingly
popular and a wide variety of methods has been introduced (Gazdag, 1978; Stolt,
1978; Gazdag and Sguazzero, 1984; Stoffa et al., 1990; Wu and Huang, 1992;
Ristow and Riihl, 1994).

Utilizing an isotropic propagator for migration in a VTI medium may lead to
position errors of subsurface structures (Larner and Cohen, 1993; Alkhalifah and
Larner, 1994; Vestrum et al., 1999). In a VTI medium with no lateral variations
where all medium parameters are known, the dispersion relation can be used
directly in phase-shift migration methods (Gazdag, 1978; Alkhalifah, 2000b), and
provides an accurate description of the kinematics of wave-propagation. If we
allow the medium to contain small lateral variations, a split-step Fourier approach
(Stoffa et al., 1990) accounts for the zero-order lateral perturbations in the medium
parameters. To be able to exploit the phase-shift approach efficiently with a
fast Fourier transform, and in addition provide an accurate description of wave-
propagation in an isotropic laterally varying media, the scalar generalized-screen
(Wu and Huang, 1992; Rousseau and de Hoop, 2001a) or Fourier finite-difference
(FFD) method (Ristow and Riihl, 1994) can be used.
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The isotropic generalized-screen approach was extended to VTI media by
Rousseau and de Hoop (2001b). A simplified dispersion relation for g P waves was
developed by Alkhalifah (1998, 2000a). Based on this dispersion relation, Han
and Wu (2005) develop a one-way propagator using a screen approximation with
a finite difference correction term. Xie and Wu (2005) present a multicomponent
prestack depth migration method utilizing the elastic screen method. Nolte (2005)
describes a technique for converted-wave (C-wave) migration in anisotropic media
with VTI symmetry using FFD methods through least-squares fitting of finite
difference coefficients to an anisotropic dispersion relation.

We derive one-way propagators for compressional and converted-waves
through a Fourier finite-difference approach based on a representation of the
(squared) vertical slowness as a function of horizontal slowness. We provide a
simplified vertical-slowness approximation involving fewer parameters which can
be used in processing of compressional waves where not all medium parameters
are available. The accuracy of the derived one-way propagators is demonstrated
in 2D on synthetic data and in 3D on OBS field data from the Volve field in the
central North sea.

3.2 Theory

We consider a VTI medium which is described by its stiffness coefficients in the
Voigt notation c;;. For a VTI medium the only non-zero stiffness coefficients are
(Thomsen, 1986)

c11 c11 — 2c66 €13
€11 — 2¢66 11 13
C13 C13 €33 ' (3.1)
C44
C44
L C66

In terms of density and stiffness coefficients, the vertical ¢ P velocity is given by

ap = 232, (3.2)

p
and the vertical quasi-SV (¢SV) velocity is given by

o=/, (3.3)
0
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where p denotes the density of the medium. The Thomsen (1986) parameters ¢
and ¢ are defined in terms of the stiffness coefficients by

_ C11 —C33

2c33
2 2
c13 + caa)” — (€33 — Ca4)
2c44 (€33 — Ca4)

(3.4)
5. ¢

and allows us to describe a VTI medium by the parameters «g, 5y, § and . For
notational convenience, we introduce the parameters

o _%a

(=c-9, (3.5)
o =15¢,

x =1+ 24.

The dispersion relation relates the vertical and the horizontal slowness and can
be found by inserting the stiffness coefficients in matrix 3.1 into the Christoffel
equation (see for example Cerveny (2001)). This relation can be expressed in
terms of the Thomsen parameters ¢, ¢ and the vertical ¢ P and the vertical ¢SV
phase velocities ag and f3y. It can be solved for the squared vertical slowness ¢ as
a function of horizontal-slowness p, both for ¢ P- and ¢.5V -wave modes.

From the dispersion relation, the squared vertical slowness for g P- and ¢SV -
waves in a VTI medium can be expressed by (Stovas and Ursin, 2003; Ursin and
Stovas, 2006)

1
qi,g =3 (Qig + Q%O —2p* (0 + 5))
1 2 p2
F o | (@5 ) - 4073 ("6 —1) (o —4) 3.6)

70

+ 4p* (2(73;1)04— (cr+5)2> ] 2,

where qio = 1/a3 — p? and q%o = 1//32 — p*. With no horizontal on-axis shear-
wave triplication (Musgrave, 1970; Thomsen and Dellinger, 2003), the negative
sign in front of the radical corresponds to the ¢ P slowness and the positive sign
corresponds to the ¢SV slowness. In case of a horizontal on-axis shear-wave
triplication, gg is multi-valued for some values of p (Pedersen et al., 2007). This
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means that q% has a concave shape near the horizontal axis, that is, when p is close
to 1/, and is described by both the positive and negative sign in front of the
radical. To get the vertical wave-number k,, the vertical slowness g can be written
as ¢ = k,/w, while the horizontal-slowness p can be written p = k, /w where k,
is the lateral wave-number.

For simplicity in our derivations, we assume that we consider a 2D VTI
medium where we can describe the parameters g and 3y, and the anisotropy
parameters € and J, as functions of both depth z and spatial position z. An
extension to 3D is straight forward. The medium is divided into thin depth-slabs
of thickness Az, where the parameters are assumed constant in depth within each
slab and the lateral medium variations are smooth. Given a wavefield U(z, :) at
some depth z, the solution of the one-way wave-equation provides the thin-slab
propagator (Claerbout, 1985)

U(z+ Az, :) = A2 (5 1), (3.7)

where the superscript sign corresponds to backward(-) and forward(+) propaga-
tion. Extrapolating the wavefield using equation 3.7 is expensive (Holberg, 1988).
More efficient one-way propagators can be constructed by an approximation of the
thin-slab propagator given in equation 3.7.

We will focus on an approximation of the thin-slab propagator similar to the
FFD approach, as described by Ristow and Riihl (1994), where the propagator
is separated into a phase-shift propagator in a background medium and a spatial
finite-difference correction accounting for the varying model components.

By introducing a constant background medium for each slab in a VTI medium,
described by the parameters o, 30, €Y, and 6°, we can represent the vertical
slowness as

a3, ) = ¢ 3(P) + Ao s(p, ), (3.8)

where qg’ g(p) denotes the vertical slowness in the background medium and
Agq p(p,x) denotes the phase-correcting term. Within a depth slab, each
background medium parameter can be chosen as the minimum within each slab.

The wavefield is globally propagated in the background medium in vertical
slowness domain using q& B(p), and locally corrected for the vertical-slowness
perturbations with an approximation of the phase-correcting term Ag, 3(p, x)
through a finite-difference scheme in space. The vertical slowness is independent
of lateral position in the background medium, hence we can accurately propagate
the wavefield in the background medium utilizing a phase-shift operator using the
exact expression in equation 3.6.
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When we consider the phase-correcting term, we notice that it is a non-linear
function of both lateral position z and horizontal-slowness p, hence we need to
decouple the spatial and horizontal-slowness dependency. Thus, for the phase-
correcting term, we represent the vertical-slowness on the following form:

Gog = DK (@) 17 (). (3.9)
j=0

Following the FFD approach (Ristow and Riihl, 1994) we truncate the series
expansion in equation 3.9. These expressions will provide a vertical-slowness
approximation that can be used in constructing one-way propagators in an FFD
approach after cascading by a continued-fraction approximation.

3.3 Slowness expressions for ¢ P- and ¢SV -waves

By a series representation of the square-root term in equation 3.6, the squared g P
slowness can be written as

1 .
G =— | 1= >_aj(pag)?™ (3.10)
0 7>0
with
ap = X,
20 2705 )
a1 =—5 |1+ ,
PR ( 21 (3.11)

2
- 50 <1+ 200 )

% (6 — 1) Y — 1
The higher-order coefficients of the square-root expansion can be found in Ursin
and Stovas (2006, equation B-9). To express the vertical slowness for ¢ P-waves
on polynomial form as given in equation 3.9 (and hence being able to separate the
spatial and wave-number dependencies), we take the square-root of equation 3.10.

By a Taylor expansion of the square root of equation 3.10 around p = 0 we
obtain

a2

1 ~ )
=1~ D " a; (pag)®*? (3.12)
Jj=0
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where the first three coefficients a; in terms of a; are

5 1

apg = 2 ap,

5 1 1

a; = 2a1 + Sao, (3.13)
- 1 n 1 L b 1 3

a —a —aga

27 Qa2 T AT g%

thus q,, is on desired form as represented in equation 3.9.
For ¢SV -waves, we find a series expansion of the squared vertical slowness

as:
1 4
ﬁzﬁlequM (3.14)
0 j>0
where
co =1+ 20,
Y . (3.15)
cj = —a;y’, 7> 1

By a similar approach as for the slowness approximation of g P-waves, we find a
slowness approximation for ¢SV -waves given by

1 .
g5 == [ 1= (pso)¥** (3.16)
Bo =

where the first three coefficients ¢; in terms of ¢; are

.1
Co 5007
.1 1,
1 2501 + §607 (3.17)
1 n 1 n 1 3
= —Cp
Gy = 202 46061 160

The representation of the gP- and ¢SV -slowness can now be cascaded by
continued-fraction approximations. By cascading the expression in 3.12, we find
that the ¢ P slowness can be approximated by

1 2 ’i?pZ >
Go = — (14 rSp? + 222 (3.18)
@ a()( 2 1 — k§p?
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where

=
S

I

o
e

K =La2, (3.19)

Similar for the ¢SV -waves, by cascading the slowness approximation for
qSV -waves in equation 3.16, we find

1 /ﬁ)ﬂ 2
gs= o |1+ mgp?+ L) (3.20)
Bo 1 — Kkgp?
where
C2
ng :aﬁ(%
-9
¢
KD :é 2, (3.21)

3.4 Simplified slowness expressions for ¢ P-waves

For conventional towed streamer data, only ¢P-waves are recorded. In this case
it is convenient to consider simplified expressions of the vertical slowness for
qP-waves where the ¢SV -wave velocity is disregarded, i.e. a quasi-acoustic
approximation (Alkhalifah, 1998). In the quasi-acoustic approximation, we
assume that 78 > 1, and a simplified slowness expression for ¢ P waves can be
provided by (Alkhalifah, 1998; Pedersen et al., 2007)

(14 2¢)(pap)?
3.22
\/ 1—2¢(pag)?* ’ R

where the superscript s denotes a quasi-acoustic approximation. Equation 3.22
can be found by a continuous-fraction approximation that matches the Taylor
expansion of g2 given in equation 3.10 up to (pa)® and setting 73 > 1.



44 Chapter 3. One-way VTI propagators

From the quasi-acoustic approximation and equations 3.11, we find

ay = X,
as = 2x¢, (3.23)
a3 = 4¢%x,

and the Taylor-expanded vertical-slowness can be approximated by the truncated
series

2
G = g |1 2 @)™ | (324)

By substituting the simplified parameters a? into equations 3.19 we find

o _ 2+ 50x + 16
¢+ 5x
ws _ X1+ o
Ky = 2 1 2 1.3 g, (325)
2C°x + 50X + 15X
Lo _ 1x G+ 3083+ & o
2 —_ - - .
27202+ 503 + 15x°
Thus, a simplified cascaded g P-slowness expression can be found by inserting the
simplified coefficients x;"* into equation 3.18, that is

«,

1 ﬁa’5p2
—_ «,s 2 1
q; = ;0 <]. + K/Q P + 1— /QS"SPQ) . (326)

3.5 Accuracy of slowness expressions

We compare the accuracy of the Taylor-expanded slowness expressions in
equations 3.12 and 3.16 and the cascaded slowness expressions in equations 3.18
and 3.20 for ¢P and ¢SV waves, respectively. The performance of the slowness
approximations is illustrated using two models, where the Taylor-expanded series
are truncated at ;5 = 2. We also show the accuracy of the quasi-acoustic qP
slowness expression given by equation 3.24 on polynomial form and equation 3.26
on cascaded form.

The medium parameters in model 1 is defined by ag = 2.00 km/s, Gy = 1.00
km/s, ¢ = 0.10 and 6 = 0.05 and the medium parameters in model 2 is
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Figure 3.1: Slowness surfaces for ag = 2.0 km/s, 5y = 1.0 km/s, ¢ = 0.10 and
0 = 0.05. (a) The exact ¢P slowness curve in solid line; the Taylor-expanded
qP slowness curve in dotted line; and the cascaded gP slowness curve in dashed
line. (b) The exact ¢SV slowness curve in solid line; the Taylor-expanded ¢SV
slowness curve in dotted line; and the cascaded ¢SV slowness curve in dashed
line.

defined by ag = 2.00 km/s, By = 1.00 km/s, ¢ = 0.10 and § = 0.15. In
Figures 3.1(a) and 3.1(b) we plot the derived slowness curves for ¢P- and ¢SV -
waves in model 1, respectively. The ¢P approximations is accurate up to about
p = 0.4 [ms/m] and the ¢SV approximations up to about p = 0.7 [ms/m]. For
both wavemodes, the cascaded approximation is more accurate than the Taylor-
expanded approximation. Similar results are observed for model 2, as illustrated
in Figures 3.2(a) and 3.2(b).

The derived quasi-acoustic slowness curves for model 1 and 2 are shown in
Figures 3.3(a) and 3.3(b). The accuracy of the quasi-acoustic approximations are
similar to that of the g P — ¢ P approximations.

To quantify the accuracy, it is usefull to show the relative error of the group-
velocity as a function of group-angle corresponding to the exact and approximated
dispersion relations. For example Berryman (1979) provides a description of how
the group-velocity and group-angle can be found.

Figure 3.4 shows the relative error in group-velocity as a function of group-
angle for model 1, where the dashed and solid line corresponds to the Taylor-
expanded and the cascaded approximation, respectively. Figure 3.4(a) shows the
qP and Figure 3.4(b) shows the ¢SV approximations. If one allows the relative
error to be less than 1 %, the cascaded qP and ¢SV approximations are valid up
to about 60° in model 1. In model 2, the cascaded ¢P approximation has less
than 1 % relative error up to about 70° while the cascaded ¢SV approximation is
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Figure 3.2: Slowness surfaces for oy = 2.0 km/s, 5y = 1.0 km/s, ¢ = 0.10 and
6 = 0.15. (a) The exact gP slowness curve in solid line; the Taylor-expanded
q P slowness curve in dotted line; and the cascaded g P slowness curve in dashed
line. (b) The exact ¢SV slowness curve in solid line; the Taylor-expanded ¢SV
slowness curve in dotted line; and the cascaded ¢SV slowness curve in dashed

line.
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Figure 3.3: (a) Slowness surfaces for ag = 2.0 km/s, 3y = 1.0 km/s, ¢ = 0.10 and
6 = 0.05. (b) Slowness surfaces for aig = 2.0 km/s, By = 1.0 km/s, ¢ = 0.10 and
0 = 0.15. The exact ¢ P slowness curve in solid line; the quasi-acoustic Taylor-
expanded ¢P slowness curve in dotted line; and the quasi-acoustic cascaded qP

slowness curve in dashed line.
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Figure 3.4: Relative group-velocity error as a function of group-angle for cg = 2.0
km/s, By = 1.0 km/s, ¢ = 0.10 and § = 0.05. The Taylor-expanded group-velocity
in dashed line and the cascaded group velocity in solid line corresponding to (a)
the ¢ P and (b) the ¢SV slowness approximations.
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Figure 3.5: Relative group-velocity error as a function of group-angle for ag = 2.0
km/s, By = 1.0km/s, e = 0.10 and § = 0.15. The Taylor-expanded group-velocity
in dashed line and the cascaded group velocity in solid line corresponding to (a)
the ¢ P and (b) the ¢SV slowness approximations.

valid up to about 40° and is shown in Figure 3.5. The group-velocity errors for the
quasi-acoustic approximations are shown in Figure 3.6(a) and 3.6(b) for model 1
and model 2, respectively. The results are similar to the ¢ P approximations.
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Figure 3.6: Group-velocity error as a function of group-angle for the quasi-
acoustic approximations. The Taylor-expanded group-velocity in dashed line and
the cascaded group velocity in solid line for (a) ag = 2.0 km/s, By = 1.0 km/s,
€ = 0.10 and 6 = 0.05 and (b) g = 2.0 km/s, Sy = 1.0 km/s, ¢ = 0.10 and
0=0.15

3.6 One-way propagators

Introducing a laterally invariant background medium allows us to define a vertical
slowness perturbation Ag,, using equation 3.12. Further, by cascading Aq, by
a continued fraction approximation, we find from equation 3.7 that the resulting
one-way propagator for g P-waves can be represented by

eiwAzqa (p,z) ~ eiwAzqg(p)eiwAqua(p,:v) ) (3.27)

In a similar fashion, we find that the ¢.SV propagator can be represented by

eiwAzqﬂ(p,a:) ~ eiwAzqg(p)eiwAquﬂ(p,ac). (3.28)

See the Appendix for a detailed derivation of Ag, and Agg.

For each frequency, the phase-shift in the background medium is applied to
the wavefield in slowness domain, while the phase-correcting term handling the
vertical-slowness perturbation is applied in space domain by a finite-difference
approach in a similar fashion as described by Ristow and Riihl (1994).

In an OBS experiment with a downgoing pressure source field (D7) in a fluid
and by recording pressure and particle velocity at the seafloor, we can find the
upgoing pressure wavefield (9") and the upgoing shear wavefield (U/9°") at the
sea floor by wavefield decomposition (Amundsen and Reitan, 1995; Osen et al.,
1996).



3.7. Numerical results 49

For pre-stack migration, a C-wave subsurface image, denoted 79795V can be
constructed using the following imaging condition

and a ¢P — ¢P subsurface image, denoted 7979” can be constructed using the
following imaging condition

19298 (5 ) ZZUqP )DIF (2%, (3.30)

where the superscript * denotes complex conjugate (Claerbout, 1971) and
DqP(z +Az,:) = iwAzqa(p,ﬂﬁ)DqP(Z7 )

UP (2 4+ Az,:) =e WA2aPo) gl (; ) (3.31)
UV (z + Az,:) =e wAzas@2) [7asV (5 ),

The subscript k£ denotes shot number for common-shot migration and receiver
number for common-receiver migration.

3.7 Numerical results

In this section we use the derived migration schemes to produce impulse responses
for both compressional and converted waves. These tests are usefull for illustrating
the capabilities to image steep-dips with the proposed scheme in media with
lateral medium perturbations. Further, we test the ability of the derived migration
scheme to handle a complex subsurface with a relative high degree of medium
perturbations on a 2D synthetic data example.

3.7.1 Impulse responses

To demonstrate the accuracy of the derived one-way propagators, we first produce
a series of impulse response tests. The impulse response test involves migrating
a single input seismic trace in a given medium. The input trace contains a single
spike located at time 2.0 s.

First,we consider a medium given by oy = 2000.0 m/s, 5y = 1000.0 m/s,
0 = 0.0 and € = 0.1. By introducing a background medium given by a8 = 1000.0
m/s, ﬂg = 750.0 m/s, 6 = 0.0 and € = 0.1 we can illustrate the ability of
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Figure 3.7: Impulse responses of gP — ¢SV (a) and ¢P — gP (b) waves with
analytically computed impulse response overlaid. The medium is given by ag =
2000.0 m/s; By = 1000.0 m/s; 6 = 0.0; and € = 0.1 with a background medium
given by ) = 1000.0 m/s; 80 = 750.0 m/s; 6° = 0.0; and €° = 0.1

the derived one-way propagators to handle the resulting lateral medium variations.
The impulse response for the C-wave migration is shown in Figure 3.7(a). By
inspection, we see that the proposed one-way propagators in this example are
accurate up to about 50°. For larger angles the error introduced by the medium
perturbations cause the impulse response to be mis-positioned. This is mainly
due to the inaccuracy of the ¢SV slowness approximation for large angles, which
diverges from the exact ¢SV slowness.

The impulse response for the g PP — ¢P migration is shown in Figure 3.7(b).
We see that the proposed propagator is accurate up to about 70°.

In our next example, we change the anisotropy parameters such that § = 0.05
and e = 0.10 with and 6° = 0.05 and €° = 0.10. The impulse responses are shown
in Figure 3.8. The accuracy of the C-wave and ¢ PP — ¢ P migration is similar for
both wavemodes as in the previous example. Further, we change the anisotropy
parameters such that § = 0.05 and ¢ = 0.25 with and 6° = 0.05 and €% = 0.25.
The impulse responses are shown in Figure 3.9. The ¢gP — ¢P impulse response
is reasonably accurate as the previous examples. The C-wave impulse response
shows that the C-wave migration is accurate up to about 45°. For angles above
45°, the wavefront is mis-positioned.

In general, the accuracy of the derived one-way propagators for high dips
depends on the variation of the medium properties. That is, for high dips the
propagators are more accurate for small medium variations than for larger medium
variations.
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Figure 3.8: Impulse responses of gP — ¢SV (a) and ¢P — gP (b) waves with
analytically computed impulse response overlaid. The medium is given by ag =
2000.0 m/s; By = 1000.0 m/s; § = 0.05; and € = 0.1 with a background medium
given by o = 1000.0 m/s; 3 = 750.0 m/s; 6° = 0.05; and €° = 0.1
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Figure 3.9: Impulse responses of gP — ¢SV (a) and ¢P — gP (b) waves with
analytically computed impulse response overlaid. The medium is given by ag =
2000.0 m/s; By = 1000.0 m/s; 6 = 0.05; and € = 0.25 with a background medium
given by ) = 1000.0 m/s; 30 = 750.0 m/s; 6° = 0.05; and € = 0.25
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3.7.2 2D Synthetic data example

Next, the accuracy of the kinematics of the proposed one-way propagators is
demonstrated on a 2D synthetic dataset.

A synthetic common-shot dataset was produced using a Born-Kirchhoff-
Helmholtz modelling scheme (Ursin and Tygel, 1997; Sollid and Ursin, 2003) both
for qP — qP and gP — ¢SV waves. The dataset model parameters are shown in
Figure 3.10. The model consists of 5 reflecting interfaces and the response from
the sea-floor is not modelled. The sources are located at the sea surface, while the
receiver cable is located at the seafloor at depth 100 m. Each shot contains 161
receivers with separated by 20 m, and the shots are distributed with a distance of
20 m. Figure 3.11 depict selected shot-gathers which are input to migration.

The migrated sections are shown in Figure 3.12, where Figure 3.12(a) depicts
the migrated ¢P — ¢qP data and Figure 3.12(b) depicts the migrated gP — ¢SV
data. Above the sea-floor, 5y = § = ¢ = 0, thus the downgoing source pressure
wavefield U?” is propagated using an isotropic phase-shift down to the sea-floor.
From the results, we see that both the C-wave and ¢P — ¢qP-wave migration
provide accurate results. The difference between the migrated sections is not
very distinct, and the reflector interpretation would most likely coincide for both
sections. We notice that the migrated ¢ P — ¢SV image has higher resolution than
the migrated ¢ P — ¢ P image since the shear-wave velocities are slower than the
pressure velocities.

3.8 3D Real ocean-bottom data example

We apply the derived one-way propagators on a 3D field OBS dataset. The OBS
dataset was acquired in 2002 in the central North Sea over the Volve field. The
field is located in the Sleipner area in the southern part of the Viking Graben.

A subset of the entire 3D survey was extracted for input to a common-receiver
migration scheme. A 2D section of the derived model parameters (Szydlik et al.,
2007) are shown in Figure 3.14, where Figure 3.14(a) shows the vertical g P-wave
velocity; Figure 3.14(b) shows the vertical ¢SV -wave velocity; Figure 3.14(c)
shows the Thomsen parameter ¢; and Figure 3.14(d) shows the Thomsen parameter
€. The model parameters correspond to inline 68 in the subset of the survey.
In Figure 3.15, the model parameters for crossline 232 is shown. The extracted
dataset contains 12 cables of 6 km length, each with 240 receivers. The shots are
separated by 50-by-50 m. In Figure 3.16, selected shot-gathers are shown, where
Figure 3.16(a) shows a ¢P — ¢P gather and Figure 3.16(b) shows a gP — ¢SV
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Figure 3.10: Model parameters for the synthetic data example. (a) Vertical qP-
wave velocity ag; (b) vertical ¢SV -wave velocity Gy; (c) Thomsen parameter ¢;
and (d) Thomsen parameter .
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Figure 3.11: Selected synthetic shot-gathers - for a source at surface location 2500
m - which are input to migration. (a) ¢P — ¢ P shot gather and (b) gP — ¢SV shot
gather.

gather. The data is migrated in a common-receiver migration scheme.

From the stacked migrated datasets 19°~97 and J7°~95V we extract two
sections; one along (inline 68) and one across (crossline 232) the OBS cables
indicated by the dashed lines in Figure 3.13. The sections I7°~9F and 194P—25V
for inline 68 are shown in Figures 3.17 and 3.18, respectively. The sections 197 ~7
and 197=95V for crossline 232 are shown in Figures 3.19 and 3.20, respectively. A
side-by-side comparison of 19°~9" and 197~95V for inline 68 is shown in Figure
3.21 and for crossline 232 in Figure 3.22. No post-processing has been applied
after imaging except a gain in depth for displaying purposes.

In general, the migrated images I9°~9" and 197°~%5V show good structural
focusing. The two images correlate well in depth. We notice that the migrated
I9P=49P image show better reflector continuity in the deeper part than the migrated
I19P=395V image and thereby seems to be better focused. Some differences are
found between the distinction of some of the reflectors in the deeper part below
about 3 km. These differences are most probably due to differences in the
reflectivity for the converted waves.
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Figure 3.12: Migrated section of the synthetic data example. (a) ¢P — qP-stack
and (b) gP — ¢SV -stack.
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Figure 3.13: Representation of the coverage used in migration of the 3D field data
example. Extracted 79797 and 197~95V sections are indicated by dashed lines
and displayed in Figures 3.17; 3.18; 3.19; and 3.20.
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inline 68. (a) Vertical ¢ P-wave velocity «q; (b) vertical ¢SV -wave velocity [g;
(c) Thomsen parameter €; and (d) Thomsen parameter .
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Figure 3.15: Model parameters for the real data example from offshore Norway at
crossline 232. (a) Vertical ¢ P-wave velocity ag; (b) vertical ¢SV -wave velocity
Bo; (c) Thomsen parameter €; and (d) Thomsen parameter 9.
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Figure 3.16: Selected shot gathers which are sorted into common-receiver gathers
and input to migration for the real data example from offshore Norway. (a) Derived
qP — qP shot-gathers and (b) derived ¢ P — ¢SV shot-gather.

3.9 Conclusions

We have developed a pre-stack migration scheme for compressional and converted
waves using one-way propagators. The method builds on an FFD depth
extrapolation scheme for which we derive approximations of the vertical ¢ P and
qSV slowness as a function of horizontal slowness p. We also derive a ¢P
approximation by using the quasi-acoustic approximation, which can be used
in conventional processing where the shear-wave velocity is not known. We
notice that the quasi-acoustic approximations provides similar accuracy as the g P
approximations. This is expected, since the impact of 3y on a propagating qP
wave is small.

By analyzing the group-velocity as a function of group-angle corresponding
to the derived approximations, we show that the approximations used in the
compressional and C-wave depth-extrapolation scheme are accurate for high
angles using small anisotropy parameters and weak non-hyperbolicity.

Impulse responses demonstrate the accuracy of the derived propagators
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Figure 3.17: Migrated gP — ¢P section from inline 68 of the real data example
from offshore Norway.
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Figure 3.18: Migrated ¢P — ¢SV section from inline 68 of the real data example

from offshore Norway.
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Figure 3.19: Migrated ¢ P — q P section from crossline 232 of the real data example
from offshore Norway.
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Figure 3.20: Migrated ¢P — ¢SV section from crossline 232 of the real data
example from offshore Norway.
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Figure 3.21: Comparison of migrated sections from inline 68 of the real data

example from offshore Norway.
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Figure 3.22: Comparison of migrated sections from crossline 232 of the real data

example from offshore Norway.
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through good dip response and accurate kinematic behavior for weak anisotropy.
We show that for higher values of the non-hyperbolicity parameter (¢ —4)/(1426),
the accuracy of the compressional propagators are still valid for high angles of
propagation, while the C-wave propagators become more inaccurate for higher
angles.

The 2D synthetic data example illustrates the methods ability to handle models
with a realistic degree of laterally varying medium parameters. The data example
also shows consistency between the compressional and C-wave images. The 3D
field data example shows that the method is applicable to real data. Even thought
the compressional and C-wave images show differences in focusing and structural
definitions, we also see good correlation in depth in the images.
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3.A Finite-difference corrections for one-way thin-slab
propagators

Using equation 3.12, we can represent the phase-correcting term Ag,, as

Aga = qo — q(g
1 - - ; i 3.A-1)
P 20,2542 2j+2 3.
(=) = 3 (4 = @) (aap)
Jj=0
where
r= ag/ao (3.A-2)

and d? are the coefficients in equations 3.13 defined by the background medium.
By cascading Ag,, as given in equation 3.18, we find that
ArSp?

1= Angp?’ G-A9

1
Ago~ — (1—7r)+ Ang‘pQ +
%]
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where
As?
ARY — 1
) 7AS2 (7))
ASQ
ARy =—= A-
K9 As, 0 (3.A-4)
As?
Ak§ = <A80 - As;> oo
and
AS() :CNL(] — EL87’
Asy =ay — adr® (3.A-5)
Asy =a9 — &81“5.
Similarly, from equation 3.16 we find
Ags = a5 — 4}
1 20,94 ; 3.A-6
= 5 =0 =2 @ - B2 @ CA
0 >0
where
t = 3/Bo (3.A-7)

and E? are the coefficients in equations 3.17 defined by the background medium.
By cascading Agg as given in equation 3.20, we find that

1 Af@ﬂpQ
Agg~ — (1 —t) + Axbp? + ——20 (3.A-8)
g Bo ( ) 2 1-— Aﬁgp2
where

Au?

Ak =1

KO AUQ ﬂ()

A’U,Q



3.A. Finite-difference corrections for one-way thin-slab propagators

67

and

- 0
Aug =1y — gt

Aul :ﬂl — ﬁ(l)td

AUZ :’L~62 — a2t5.

(3.A-10)

Finally, we notice that in the isotropic case, ( = o = 0and y = 1,thusag = 1

and a1 = a9 = 0, hence,

- 1
CLO:§,
. 1
a; = —
1 87
- 1
a2—16.
This gives
1
Asozi(l—r),
Asi= (1)
s1=—(1—
1 ] r),
sy = (1-17)
so=—(1—7r
7 16
Further,
1(1—1r?)?
Aﬂg_l 1= 0
11—7°
o' - 2
AR = 5139
1 1(1—r3)?
A/@‘Q":<2(1r)4 5 )20

(3.A-11)

(3.A-12)

(3.A-13)

which is equivalent to the isotropic third-order FFD approximation derived by

Ristow and Riihl (1994, their equation A-22).
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Chapter 4

Flux-normalized wavefield
decomposition and migration of
marine seismic data

@. Pedersen', B. Ursin!, B. Arntsen'

' Department of Petroleum Engineering and Applied Geophysics, NTNU

Separation of wavefields into directional components can be accomplished
by an eigenvalue decomposition of the accompanying system matrix. In
conventional pressure-normalized wavefield decomposition, the resulting
directional decomposed differential equations contain an interaction
between directional components, and depend on the reflectivity function.
Usually, the interaction between directional components is disregarded,
and by accounting for the reflectivity function, amplitude information is
improved. By directional wavefield decomposition using flux-normalized
eigenvalue decomposition, it is possible to simplify the resulting system
differential equations. Disregarding directional component interaction in
the flux-normalized approach provides wavefield separation independent
on reflectivity function, and amplitude information is preserved. As a
result, reflectivity images with improved amplitude information can be
beneficial as indicators of hydrocarbon or in wave-equation migration
velocity analysis.

69
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4.1 Introduction

Accurate wavefield traveltimes and amplitudes can be described using two-way
wave-equation techniques like finite-difference or finite-element methods. How-
ever, these methods can often be significantly more computationally expensive
compared to one-way methods. The computational cost in modelling wavefield
extrapolation using full wave-equation methods can become a limitation for three-
dimensional applications in particular. Ray methods based upon asymptotic theory
provide effective alternatives to full wave-equation methods; however, their high-
frequency approximations restrict their use in complex subsurface geometry. One-
way wavefield methods based upon a paraxial approximation of the wave-equation
provide a both computationally cheap and robust alternative approach for solving
the wave-equation. With wavefield propagators based on one-way methods, one
can increase the speed of computations by several orders of magnitude compared
to full wavefield methods.

Representation of a wavefield using the one-way wave-equation permits
separation of the wavefield into up- and downgoing constituents. This separation
is not valid for near-horizontal propagating waves. Schemes for splitting the wave-
equation into up- and downgoing parts and seismic mapping of reflectors are
discussed by Claerbout (1971, 1970); however, only the traveltimes are handled
correctly.

Several authors have investigated various methods for amplitude correction
to one-way wave-equations. Zhang et al. (2003, 2005, 2007) addresses true-
amplitude implementation of one-way wave-equations in common-shot migration
by modifying the one-way wave-equation. This is accomplished by introducing
an auxiliary function that corrects the leading order transport equation for the
full wave-equation. Ray theory applied to the modified one-way equations yield
up- and downgoing eikonal equations with amplitudes satisfying the transport
equation. With full wave-form solutions substituted with corresponding ray-
theoretical approximations provides true-amplitude in the sense that the imaging
formulas reduce to a Kirchhoff common-shot inversion expression.

Kiyashchenko et al. (2005) develop improved estimation of amplitudes
using a multi-one-way approach. It is developed from an iterative solution
of the factorized two-way wave-equation with a right-hand side incorporating
the medium heterogeneities. It allows for both vertical and horizontal velocity
variations and it is demonstrated that the multi-one-way scheme reduce errors in
amplitude estimates compared to conventional one-way propagators.

Cao and Wu (2008) reformulate the solution of the one-way wave-equation



4.2. Laterally homogeneous medium 71

in smoothly varying one-dimensional media based on energy-flux conservations.
By introducing transparent boundary conditions and transparent propagators, their
formulation is extended to a general heterogeneous media in the local angle
domain utilizing beamlet methods.

By decomposing the wavefield into up- and downgoing waves with an
eigenvalue decomposition using symmetry properties of the accompanying system
matrix, one can derive simplified equations for computing the wavefield propaga-
tors. This directional decomposition is consistent with a flux-normalization of the
wavefield (Ursin, 1983). Further, by neglecting coupling terms between the up-
and downgoing waves, the resulting system matrix can be used as a starting point
to derive paraxial approximations of the original wave-equation. They can also
be used to derive WKBJ approximations of various orders (Bremmer, 1951; van
Stralen et al., 1998).

In this paper, we derive initial conditions and one-way propagators for flux-
normalized wavefield extrapolation in 1D media and show how this provides
accurate amplitude information. We formulate an unbiased estimate of the
reflectivity using the wave-equation angle transform. Further, we propose an
extension to a general heterogeneous media by defining a laterally invariant
background media in which the flux-normalization and an approximation to the
transmission loss is performed. We account for the medium perturbations in the
downward propagation using Fourier finite-difference methods (Ristow and Riihl,
1994).

We apply both conventional pressure-normalized and the derived flux-
normalized wavefield decomposition and propagation to a field data example from
offshore Norway. Using this example, we compare and quantify the estimated
reflectivity differences.

4.2 Laterally homogeneous medium

We consider acoustic waves travelling in a three-dimensional medium where the
principal direction of propagation is taken along the x3 axis (or “depth”), and
the transverse axes are (z1,22). The acoustic medium parameters are assumed
to be functions of depth x3 only. Let c denote the propagation velocity; v =
(v1,v2,v3) the displacement velocity vector; p the pressure; and p the density of
the medium. With no external volume force acting on the medium, the acoustic
wavefield satisfies the constitutive relation given by (Pierce, 1981) (equation 1-5.3)

—Vp = popv, (4.1)
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and the equation of motion given by
1
0w+ pV v =0, 42)

where V = (01, 02, J3) and 0; denotes the partial derivative with respect to time t.
We define the Fourier transform with respect to time ¢ and the transverse spatial
directions (x1,x2) as

(w, k1, ko, x3) =
/// (t, 1,2, 23) ei(“’t_klwl_k2x2)dx1d$2dt, 4.3)

with the inverse transform with respect to circular frequency w and the transverse
wave-numbers (k1, ko) as

t '1:1, X2, £U3
a / / / (w, k1, ko, x3) el WtFRMTTRE) gL dkodw.  (4.4)
7'['

Applying the Fourier transform to equations 4.1 and 4.2, the resulting reduced
linear acoustic system of equations in a horizontally homogeneous fluid yield the
matrix differential equation

O3b = iwAb, 4.5)
where the system matrix A is given by
0 p
A=|1/1 Kk ol (4.6)
p\&@ ™ e
and the field vector b by
P
b= [V3 ] | @.7)

where P is the Fourier transformation of p and V3 is the Fourier transformation of
vs with respect to ¢, x1 and x2.

The measured field vector b = [P, V3]T can be separated into up-
and downgoing waves, denoted U and D, respectively. This separation is
accomplished by applying an inverse eigenvector matrix of A, denoted L™, on
b. We define the transformed field vector containing the directional decomposed
wavefield by

w = {g] =L 'b. (4.8)
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Moreover, upon substitution of w, the matrix differential equation 4.5 transforms
to

d9sw = (iwA —L7'05L) w, (4.9)

where an eigenvalue decomposition of A provides the diagonal eigenvalue matrix
A=L"'AL.
The vertical wave-number k3 is

W2 (k2 1 k2). if K22 < |
kg = \/(c) (K +£3), if /BT + k3 < |%] 4.10)

R4k — (22, iRk > (2]

We consider a plane wave with wavenumber k = (k1, ko, k3)” and direction

m = (sinf cos ¢, sin sin ¢, cos §)7 where @ is dip angle and ¢ is azimuth. We
have mw
k=— =wp, 4.11)
c

where p is the slowness vector. In our further development, it is convenient to
introduce the impedance Z:

pw _p  pc
J="—="—= . 4.12
ks p3 cosé ( )

4.2.1 Amplitude-normalized wavefields

In the conventional pressure-normalized wavefield separation approach, one
choose the eigenvector matrix of A as (Claerbout, 1976; Ursin, 1984, 1987)

L= [1 }]. (4.13)

Z

N

This leads to the inverse eigenvector matrix

L 11—z
L _QL Z], (4.14)

With the eigenvector matrix defined in equation 4.13, the matrix differential
equation 4.9 becomes

. |-p3 O -1 1
O3w = iw [ 0 pg} w — 7y (z3) [ _1] w, (4.15)
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where )
v (z3) = 553 log Z (z3) (4.16)

is the reflectivity function. Using equation 4.12 it can be expressed as

1[10p 1 1 0c

— |2 LA 4.1
7(ws) 2 p8x3+0082908x3 @17

The wavefield decomposition described in equation 4.15 is referred to as being
pressure-normalized in the sense that the pressure field equals the sum of the up-
and downgoing wavefield.

We consider a stack of inhomogeneous layers where p and ¢ are continuous
functions of x3 within each layer. At an interface between two layers, the boundary
condition requires that the wave vector b shall be continuous. For an interface at
xr3 = x3, we must have Lyw, = L_w_ where L_ = L(x3, ) is evaluated
above the interface, and Ly = L(x3,, ) is evaluated beneath the interface (the
x3-axis is pointing vertically downwards). We therefore have

wy=L"L_w_. (4.18)
Equation 4.13 and 4.14 give
1M+ 2e 12«
LD = Z- Z- 4.19
-2 142 o

This can be written as (Ursin, 1983, equation 33):

1 -1 -1
L7 = [ T~ BT, } (4.20)

2 |R,T7Y T

u

where T;, and R,, are the transmission and reflection coefficients for an upward
travelling incident wave at the interface.

4.2.2 Flux-normalized wavefields

We now derive an alternative directional decomposition by a flux-normalization
of the wavefield. The main advantage of flux-normalizing the wavefield is
that we obtain simpler expression of the corresponding directional decomposed
matrix differential equation, as compared to the pressure-normalized approach.
Disregarding the interaction between directional components yields a matrix
differential equation independent of the reflectivity function.
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In order obtain a flux-normalized system of equations, we choose the
eigenvector matrix of A as (Ursin, 1983; Wapenaar, 1998)

vVZ VZ
1
VZ VZ

-
L=—
V2

and thus the inverse eigenvector matrix becomes

g1- b V7 . (4.22)
V2 |7 VZ

This provides a flux-normalized representation of the wavefield

: 4.21)

w=L""b, (4.23)

where w = (U, D)7, and where U and D denote the flux-normalized directional
components of the wavefield. The wavefield is referred to as flux-normalized in
the sense that the energy flux in the zs-direction is propagation invariant (Ursin,
1983; Wapenaar, 1998).

Both the pressure-normalized and the flux-normalized decomposition break
down for near horizontally travelling waves since the lateral wave-number ks
approaches 0 in the horizontal direction.

Combining equations 4.21 and 4.23 with equation 4.9 yield the transformed
matrix differential equation

oW = iw {‘53 0] % — v (z3) [‘1) (1)] W, 424)

Comparing the flux-normalized system of equations in equation 4.24 with the
conventional pressure-normalized system of equations in equation 4.15, we see
that in equation 4.24 only the off-diagonal terms (depending on the reflectivity
function «(z3)) are present. Further, by neglecting interaction between the
flux-normalized directional decomposed components, the flux-normalized matrix
differential equation becomes independent of the reflectivity function ~y(x3).
Finally, we note that

- /2
W(u},kﬁl,kg,ﬂ?g) — Ew(kalak27x3)

(4.25)
2ks

=/ —w(w, k1, ko, x3).
pw
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At an interface between two smoothly varying media we have w = jijrli_\?v_
with - -
= = . R, T,
L= % u
+ |:RuTu_1 T-1 :|

u

. |Z_ Zo+272. 1| |z Z_
P ety o S S M Y S 427
u Z.0v T oz Z- 2 { Z "\ 7z ( (4.27)

where Z_ denotes the impedance at the bottom of the previous thin layer and Z
denotes the impedance at the top of the next layer.

Zhang et al. (2005) in their equations 27 and 28 use the scaling w = 1/k3w so
they are not using flux-normalized variables. With their scaling, the transformed
matrix differential equation will only be of the form of equation 4.24 for a medium
with constant density.

Here,

4.3 One-way wave-equations

We shall obtain one-way equations for the up- and downgoing waves by neglecting
the interaction terms in equations 4.15 and 4.20. This gives the zero-order WKBIJ
approximation (Clayton and Stolt, 1981; Ursin, 1984) obeying the equations

0 |U —iks + vy 0 U
— = . 4.28
O3 [D] [ 0 iks +~]| |D (4.28)
with interface conditions
vl 1 |U
[ D} =T, [ D] . (4.29)
+ —
In a region with smoothly varying parameters, the equation
oD
— = (ik D 4.30
. (ik3 + ) (4.30)

with D(z9) given, has the solution

D(ws) =D(x5) exp [ / (ik3(¢) +7(0)) d<]

3

~Diat) | Fdexp [ ) d<] .

4.31)
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The solution to equations 4.28 and 4.29 in the zero-order WKB approximation
becomes

D(z3) = D(23)T (x3) exp [i /03 k‘3(C)dC] (4.32)
and
Ul(zz) = U(x3)T (x3) exp [—1/03 kg(C)dC] : (4.33)
The factor
Z(afg )
T z3) T K
(s) = g 0<ac13_[<;r3 (wgk) Z(x3k+
(4.34)
H TJ1($31C)

3 0<wz3, <x3

is due to the interfaces between the inhomogeneous layers.
For the flux-normalized up- and downgoing waves we obtain from equations
4.32 to 4.34 using equation 4.25:

Dl = Dlas) [ Ti'(ws)esp [/ff

0<;183]C <x3 3

ikg(odc] (4.35)

and

Ulas) =08 ] To'(xs)exp [— / :Sikg(Odc]. (4.36)

0<J:3Ic <x3 3

These equations could, of course, also have been obtained directly by neglecting
the interaction terms in equation 4.24 and 4.26.

4.4 Imaging conditions

In order to investigate the amplitude versus angle (AVA) or amplitude versus
slowness (AVP) behavior of imaging with the different wavefield separation
methods, we shall consider the simple case of a point source at a distance z3 above
a plane reflector. See Figure 4.1.
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Source Receivers T

Reflector

|

Figure 4.1: Simple geometry for imaging conditions.

The initial downgoing wavefield is

278 (w)

DO = D(w,kl,k‘Q,l’g = 0) = — iwk3

(4.37)

The inverse Fourier transform of equation 4.37 with respect to k1 and ko is known
as the Weyl integral (Aki and Richards, 1980). S(w) is the Fourier transform of
the effective source signature. The reflected wavefield is recorded at the same level
as the source, and it is given by (suppressing the function arguments)

Up =U(w, ki, kg, z3 =0)

) . (4.38)
= Dy exp [iksxz3]R(p1, p2) exp [ikszs],

where R(p1,p2) is the reflection coefficient at depth x3. It depends only on the
horizontal slowness (see Appendix 4.A)

p=\/pi+p3. (4.39)

With amplitude-normalized separation of the up- and downgoing wavefields,
wavefield extrapolation gives, at depth x3,

D= Do exp [ik3$3}

4.40
U = Uy exp [—iksxs). (+40)
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Imaging, or estimation of the reflection coefficient, is performed by cross-
correlation in the wavenumber domain at depth x3. This gives for amplitude-
normalized variables

IA(p1,p2) —/UD*dw

— R(p1.p2) / |Do? dw (4.41)
F(w)
== R ) )
(p1,p2) 22
where )
Plw) = 27“?](“’) 4.42)

For flux-normalized variables, w = 4/ %%w we obtain

Ir(p1,p2) Z/Ub*dw

~ |2
— R(pn.pa) [ [Do o @43)
2F (w)
pp3

= R(p1,p2)
Sun and Zhang (2008) have proposed a migration scheme where the initial

conditions for the downward continued wavefield is

Do = fM. (4.44)

1w

This gives the cross-correlation image

Iz(pl,pg) :/UD;jdw

= R(phm)/DoDde (4.45)

F(w)
=R —.
(p1,p2) 273
Since p3 = cos(f)/c it is seen that the first cross-correlation in equation 4.41
is divided by cos?(6), while the two last in equations 4.43 and 4.45 only are
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divided by cos(#). It is customary to estimate the AVA response by multiplying
an AVA response obtained from a cross-correlation image condition with cos(9).
Then only the two last cross-correlations will give correct AVA behavior. This
confirms what previously has been found by Zhang et al. (2005) and Sun and
Zhang (2008). Multiplying the cross-correlation AVA response with cos(6) gives
incorrect result for the amplitude-normalized wavefields, but the one of new initial
data give correct result.

We note that in this simple example, the two first methods give correct result
by computing

f UD*dw
R(p1, =
(1, p2) [1Do[? dw
pr— 7~ 2 .
f ‘Do‘ dw
In the last method, some care must be used since

UD*dw
R(p1,p2) = ffDoD*dw' (4.47)
0

4.5 Heterogeneous medium

We want to use one-way wave propagators for migration in a heterogeneous
medium. Based on the previous discussion we choose to use flux-normalized
variables. The downgoing field from a point source is then represented in the
wavenumber-frequency domain by

- [ 2
D = 27i . 4.4
o(w,kl,kQ,O) 1 pu)k;;s(w) ( 8)

In marine seismic data we may add the effect of the free surface (the ghost) on the
downgoing wavefield (Amundsen and Ursin, 1991):

i 2
Do(w, k1, k2, 0) = 2riy |
0w, k1, ky, 0) = 27 ks (4.49)

x (exp [—iksx3] — Roexp [ikzz3]) S(w),

where 23 is the source depth, and the reflection coefficient is theoretically Ry = 1.
If the wavefield is acquired by a conventional streamer configuration, only
pressure is recorded. The primary upgoing wavefield U can then be estimated by
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a demultiple procedure (Robertsson and Kragh, 2002; Amundsen, 2001), where
ghost and free-surface multiples are removed from the data. Hence, using equation
4.25 the flux-normalized upgoing wavefield can be represented by

~ /2
Up = EUU. (4.50)

The pressure and the vertical displacement velocity can be measured in ocean-
bottom seismic acquisition. Recent development (Tenghamn et al., 2008; Landrg
and Amundsen, 2007) also allows for both these to be measured on a streamer
configuration. Then the flux-normalized upgoing wavefield is given by
~ 1
Up=—=
' ez

The downward continuation of the wavefields is done by solving the equation

Ow —iH, 017 .
_— = ~ W
x5 0 iH,

P — ZV3]. 4.51)

(4.52)

. . 1T
for x5 > 0 with w(0) = [Uo, Do} given in equation 4.49 - 4.51. Equation 4.52 is
a generalization of equation 4.24 with the coupling terms neglected. The operator
H, is the square-root operator satisfying (Wapenaar, 1998)

RPN w\?2 o (10 o (1 0
i = <;> oy (paxl) 05 (pa@) . (453
By dividing the medium into thin slabs of thickness Ax3 with negligible
variations in the preferred direction x3 of propagation within each slab, allows
us to extend the propagator to a general inhomogeneous medium with small lateral
medium variations using for example split-step (Stoffa et al., 1990), Fourier finite
difference (Ristow and Riihl, 1994), or a phase-screen (Wu and Huang, 1992)
approach depending on the size of the medium heterogeneities in the lateral
direction (Zhang et al., 2009).
At thin-slab boundaries one may apply a correction term for the transmission

loss (see Appendix 4.B):
Z+ Z_
Z_ Z+

Cao and Wu (2006) have proposed a similar correction for the downward
continuation of pressure.

~ 1
—1
== 4.54
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The downward continued wavefields can be used in a standard way to create
an image. One may also apply a cross-correlation and a local Fourier transform
to compute common-angle gathers (de Bruin et al., 1990; Sava and Fomel, 2003;
de Hoop et al., 2006; Sun and Zhang, 2008). This is termed the wave-equation
angle transform, and a common-image gather for a single shot is

1 h h .
I(x,p) = Py // U (x + 2,w> D* (x - 2,w> e wPhihduw, (4.55)

where h = (hq, ho,0) is the horizontal offset coordinate and p - h = p1hy +
p2ho. In Appendix 4.A it is shown that this approach produces an estimate of the
plane-wave reflection coefficient multiplied by the energy of the corresponding
downgoing plane wave. In order to obtain an unbiased estimate of the reflection
coefficient it is necessary to divide by this factor (which we will refer to as the
source correction term), exactly as in equation 4.46. This gives the estimate

27
2m [1D(x,wp,w)|2dw

h * _h —iwp-h
1 ff U (x + 3 ,w) D (X w) e dhdw 456)

RAT(X7 p) =

It may be necessary to apply a stabilizing procedure as discussed in Vivas et al.
(2009). In order to obtain an estimate of the reflection coefficient for a range of
p-values it is necessary to average the expression in equation 4.56 over many shots.

4.6 Numerical results

Throughout our numerical examples, we employ a Fourier finite-difference
approach to account for lateral medium variations. Further, we consider wave-
propagation in a 2D medium.

First we extract amplitude information after migration using flux-normalized
wavefields in a lateral invariant medium. The input data to migration is modelled
over a medium with density contrasts only; hence, the reflection coefficients are
independent of angle. Next, we compare conventional pressure normalization to
the flux-normalized approach on a field data example where we in a quantitative
fashion compare the estimated reflectivity. For the flux-normalized approach
we use equations 4.35 and 4.36 combined with equation 4.A-6 for the wave
propagation. For the pressure-normalized approach, we use equations 4.32 and
4.33 and set the transmission correction to unity. Equation 4.56 is used to output
AVP gathers on selected locations.
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Figure 4.2: Densities used in the finite-difference modelling over the lateral
invariant model example.

4.6.1 Imaging in a lateral invariant medium

In our first test, we consider a laterally invariant medium with a constant velocity
of 2000 m/s and with density contrasts in depth at 1, 2, and 3 km as illustrated in
Figure 4.2. We choose this model since in this particular case we will have angle
independent reflection coefficients. We create a synthetic split-spread shot-gather
over the laterally invariant medium using a finite-difference modelling scheme. In
Figure 4.3 we show the modelled shot, and the migrated shot is shown in Figure
4.4.

To extract AVP or AVA information at a reflector position, we need information
from more than one shot since each shot gives limited angle information. A
schematic representation of angle information available from one shot is shown
in Figure 4.5. Using information from the wave-equation angle-transform, this
can further be illustrated by plotting I(x,p) (in gray-scale) overlaid the source
correction term (in color-scale) at midpoints x,,1 = —0.5 km, 2, 2 = 0.0 km,
and z,, 3 = 0.5 km shown in Figure 4.6.

By simulating more shots over one midpoint location x,,,, we can extract angle
information for larger angle coverage as shown schematically in Figure 4.7. We
simulate 100 shots with a shot-distance of 10 m on both sides of x,,, in addition
to one shot just above x,,. This produces the angle coverage shown in Figure 4.8,
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Figure 4.3: A synthetic shot-gather from a finite-difference modelling over the
lateral invariant model example.
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Figure 4.4: Migrated shot from the lateral invariant model with flux-normalized
wavefields.
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Figure 4.5: Schematic representation of angle information contained in one shot,
where x,,, 1 and x,, 2 are midpoint locations with information around angles ¢ and
2. For each midpoint location, each shot only gives limited angle information.
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Figure 4.6: Slowness coverage I(x,p) from one shot (gray-scale) overlaid the
corresponding source correction (color-scale) for (left) x,, 1 = —0.5 km; (middle)
ZTm,2 = 0.0 km; and (right) x,,, 3 = 0.5 km.
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Sources

Depth

Y

Figure 4.7: Schematic representation of angle coverage ¢ at one midpoint location
Tm from a range of shots. To extract a larger range of angle coverage, each
midpoint location requires several shots.

where we plot I(x, p) overlaid the corresponding source illumination for the fixed
midpoint location x,,. We notice that the angle coverage for each reflector in depth
is different (as expected).

At each reflector depth, we extract the peak amplitude of R a7 (z,, ) using
equation 4.56. The result is depicted in Figure 4.9. We have plotted the AVA
response for the reflector at 1 km up to 50 degrees (in red), the reflector at 2 km up
to 35 degrees (in green) and the reflector at 3 km up to 25 degrees (in blue). In this
example, we expect an angle-independent reflectivity, and from the result we see
that the reflectivity is recovered relatively accurately for a wide range of angles.
Due to a limited aperture, edge effects impact the results, and the largest angles on
each reflector are affected.

4.6.2 Marine field seismic data example

We apply both conventional pressure-normalized and the derived flux-normalized
methods to a field dataset from the Nordkapp Basin. The basin is located offshore
Finnmark, in the Norwegian sector of the Barents Sea. It is an exploration area
which exhibits complex geology and is challenging for seismic imaging. We have
extracted a subset of a 2D survey which covers two salt dome structures partially.
In Figure 4.10, the velocity model used in the migration is shown.

The dataset is composed by collecting and combining streamer data in two
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Figure 4.8: Angle coverage I(x,p) (gray-scale) from one spatial location x,,
overlaid the corresponding source correction (color-scale) where the contribution
from multiple shots are included.
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Figure 4.9: Peak amplitudes at each reflector at 1 km (red), 2 km (green), and 3
km (blue) for one spatial location .
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Figure 4.10: The velocity model used in the Nordkapp field data example.

directions, providing a split-spread configuration. Each shot is separated by 25.0
m, and in our example we have included a total of 775 shots. Each streamer has
1296 receivers with a hydrophone distance of 12.5 m and a total offset of about
8100 m on both sides of the source location. Notice that no demultiple is applied
in the pre-processing step. In Figure 4.11 we show one extracted shot which is
input to migration.

In the imaging, we have used a source signature comparable to a Ricker
wavelet with a peak frequency of 17 Hz. We used 3-35 Hz of the frequency content
of the data, and imaged the data down to 10 km. The total aperture of each shot
was 16 km. For both the pressure-normalized and the flux-normalized wavefield
decomposition, we migrate the dataset with the same downward continuation
scheme and the same imaging condition. That is, we use a third-order Fourier
finite-difference migration operator and an image condition which estimates the
reflectivity by accounting for the source illumination. The flux-normalized
migration has an approximation to the transmission loss correction applied at thin-
slab boundaries using the minimum velocity at each slab given by the aperture
of each migrated shot. In Figures 4.12 and 4.13 the pressure-normalized and
the flux-normalized migrated sections are shown, respectively. By inspecting
and comparing both sections, we see that we have an apparent similar amplitude
response.

To quantify the difference between the migrated sections, we the compute
difference between the absolute value of each section. The difference plot is
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Figure 4.11: One extracted shot-gather used in the Nordkapp basin field data
example.

shown in Figure 4.14. The red and black colors indicate that the flux-normalized
image provides higher and lower amplitudes than the pressure-normalized image,
respectively. In the shallower part of the difference image, from the surface to
about 2 km, the pressure-normalized image appears to be dominating; however,
these parts of the sections are also contaminated by low frequent migration noise.
In the sediment basin between the two salt-domes, that is, below and around a
distance of 6 km, no coherent energy appears below 2 km. Around approximately
a distance of 14 km to 16 km at around depth 8 km, the flux-normalized images
gives a higher amplitude response on some parts of a few subsurface reflectors. The
peak amplitude difference is around one-tenth of the reflectivity image amplitudes.

Further, we extract a slowness gather from each of the migration approaches
corresponding to lateral position of 14.4 km and these are shown in Figure 4.15.
Figure 4.15(a) and Figure 4.15(b) shows the output from the pressure-normalized
and flux-normalized approach, respectively. The gathers looks similar. Next, we
extract one event at 7.8 km of depth on these gathers, as shown in Figure 4.16.
For this event we extract the peak amplitudes for each of the migrated reflectors,
and plot these in Figure 4.17 (top), where the red curve is the flux-normalized and
the blue curve is the pressure normalized peak amplitudes. Finally, we take the
difference between the normalized peak amplitudes (bottom), where the positive
and negative values correspond to higher and lower peak amplitudes when using
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flux-normalized variables. The plot shows differences between the results from
the different approaches, and explains the difference plot in Figure 4.14.

4.7 Conclusions

By directional decomposing a wavefield using a flux-normalized eigenvalue
decomposition, we have derived initial conditions for pre-stack depth migration
of common-shot data. This decomposition simplifies the system of differential
equations. Further, by neglecting interaction between directional components, we
derive propagators for flux-normalized wavefields where we formulate a transmis-
sion loss compensation approach for flux-normalized wavefield propagation. By
using the wave-equation angle transform, we formulate an unbiased estimate of
the reflection coefficient. From our one-dimensional numerical example, we show
that a flux-normalized directional decomposition provides accurate amplitude
information in a medium where the parameters are function of depth only. Finally,
we extend our approach to a laterally varying media. From a field data example,
we observe some differences in the strength of the estimated reflectivity compared
to a pressure-normalized approach.
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4.A The wave-equation angle transforms

In terms of local Fourier transforms, the common-image gather in equation 4.55
can be expressed by

I(Xa p) =

1)° . A s .
<2> / / / / U(x, K", w)D*(x, k®, w)ek /261" 0/ 2= hqyr sy,
s

4.A-1)
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Figure 4.12: Migrated image of the Nordkapp field example with the pressure-normalized wavefield decomposition and

migration approach.
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Figure 4.15: Slowness-gather at a distance of 14.4 km from the Nordkapp
basin field data example. (a) with pressure-normalized and (b) flux-normalized
variables.
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Figure 4.16: Extracted event at 7.8 km depth from the slowness-gathers in Figure
4.15 at a distance of 14.4 km for (top) flux-normalized variables and (bottom)
pressure-normalized variables.
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Figure 4.17: Normalized peak amplitudes along event in 4.16 (top) with flux-
normalized variables (red line) and pressure-normalized variables (blue line).
Difference between normalized peak amplitudes (bottom), where positive and
negative values corresponds to higher and lower peak amplitudes in using flux-
normalized variables.

where k" = (kf, k5) and k® = (K7, k3). Snell’s law is
Ux, k", w) = R(x,q)D*(x,k*,w)(2m)25 (k" — k*). (4.A-2)

Inserted in equation 4.A-1 this gives

3
I(X,p):@r) / / / R(x,q)|D(x, k,w)|?e!k“Phkdy,  (4.A-3)

where k" = k® = k = wp. Further simplifications gives

I6x:p) =5 [ [ Rix @l Dk ) Fo(k ~ wp)dieds
(4.A-4)

=R(x,q) / |l§(x,k,w)|2dw

The derivations above are only approximate, since finite-aperture effects have not
been taken into consideration.
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4.B Approximate transmission and reflection coefficients

The correction factor for downward propagation of the up- and downgoing
wavefields is the transmission coefficient in equation 4.27:

5 Z_ Zi+ 7
Tol=1 () = 4.A-5

v T <Z+> N (3A)
With Z_ = Z and Z = Z + A this becomes

Y2 /Z(Z+ A)

. 2Z+4A

2Z\/1+ %

- 27 + A
- A _ 1 (A\2)"
QZ<1+ﬁ—§(7))
_2Z+4A
C2Z+A-%42

1a LAY
- s\ 7

Using equation 4.12 for Z we obtain

(4.A-6)

A Afpc)
Z  pc

+ tan(0)A6. (4.A-7)
With
sin(6) = pe (4.A-8)
(p as in horizontal slowness in equation 4.39)
A(9) = tan(0)7 (4.A-9)
so that

= 809 | an2(g) 2, (4.A-10)
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The reflection coefficient is approximated by

Zy—Z. _ A

Rg=2t—"2-n =
1Tz vz " 2z

(4.A-11)

The correction term in equation 4.A-6 is second order in the change in
impedance, and it is normally small. However, in the computation of the one-
way wavefields there appears a product of such terms. This may not be small, and
it should therefore be corrected for.
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Chapter 5

Seismic imaging using lateral
adaptive windows

@. Pedersen', S. Brandsberg-Dahl?, B. Ursin!

! Department of Petroleum Engineering and Applied Geophysics, NTNU
2 Petroleum Geo-Service, Houston TX., USA

One-way wavefield extrapolation methods are routinely used in 3D depth
migration algorithms for seismic data. Due to their efficient computer
implementations, such one-way methods have become increasingly
popular and a wide variety of methods have been introduced. In salt
provinces, the migration algorithms must be able to handle large velocity
contrasts since the velocities in salt are generally much higher than
in the surrounding sediments. This can be a challenge for one-way
wavefield extrapolation methods. We present a depth migration method
using one-way propagators within lateral windows for handling the large
velocity contrasts associated with salt-sediment interfaces. Using adaptive
windowing, we can handle large perturbations locally in a similar manner
as the beamlet propagator, thus limiting the impact of the errors on the
global wavefield. We demonstrate the performance of our method by
applying it to synthetic data from the 2D SEG/EAGE A-A’ salt model
and an offshore real data example.

5.1 Introduction

Accurate imaging of seismic data in areas with strong velocity contrast is
becoming increasingly important as the search for hydrocarbons enters areas with
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very complex geology. There is currently high interest in salt provinces, for
example the Gulf of Mexico. When salt is present, the migration algorithm must
be able to handle large velocity contrasts because the velocity in salt is generally
much higher than in the surrounding sediments. The salt bodies will act as acoustic
lenses, spreading or concentrating energy in a “random way” (O’Brien and Gray,
1996). Proper handling of these focusing effects in the migration algorithm is
crucial for obtaining a proper migrated image of the subsalt structures.

Several migration methods are routinely used in sub-salt imaging. They
are normally classified as either Kirchhoff (Schneider, 1978) or wavefield
extrapolation migrations depending on the underlying assumptions (Bleistein,
1987; Gazdag, 1978; Stolt, 1978). Kirchhoff methods explicitly impose a high-
frequency assumption on the wave equation and typically use ray-tracing based
methods to model the wave propagation in the subsurface. In areas with
complex geology where multipathing occures, Kirchhoff methods may not provide
reliable subsurface images (Biondi, 2006). Many wavefield methods are based on
frequency domain one-way extrapolation of the wavefield because such operators
are computationally cheap and robust. These methods naturally handle multi-
pathing and can give better subsurface images in areas with complex geology.
Different implementations can handle varying degrees of lateral velocity variation
but in general the cost of these methods increases as a function of medium
complexity. All one-way methods split the velocity model into a set of depth
slabs and then apply the wavefield extrapolator to the wavefield, stepping it down
into the model, one depth step at a time. There are three main families of
frequency based one-way extrapolators; space domain; wavenumber domain; and
mixed space-wavenumber domain operators, each class with its own strengths
and weaknesses. Here, we will focus on the mixed space-wavenumber domain
operators, which can only handle limited lateral velocity variation in a given depth
slice. Ferguson and Margrave (2005) introduced the notion of planned seismic
imaging, wherein each depth slab they select one propagator that is optimal from
a performance objective in order to overcome some of the problems caused by this
limitation.

When the lateral velocity contrast is small (or smooth), the split-step operator
(Stoffa et al., 1990) is both cheap and accurate. The generalized-screen (Wu
and Huang, 1992; Rousseau and de Hoop, 2001a) and the Fourier finite-difference
(Ristow and Riihl, 1994) operators can handle larger velocity contrasts, but are
computationally more expensive. The split-step, generalized-screen and Fourier
finite-difference methods are all based on the thin-slab approximation. A laterally
invariant background velocity is defined and the resulting velocity perturbations
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may be large. Because these methods assume small lateral perturbations, they are
no longer valid in the presence of large velocity variations usually found at salt-
sediment interfaces.

Gazdag and Sguazzero (1984) introduce the phase-shift plus interpolation
(PSPI) method, in which the wavefield is globally downward continued using a
collection of reference velocities to accommodate lateral velocity variations and a
subsequent interpolation in space-domain to reconstruct the extrapolated wavefield
(see e.g. Bagaini et al. (1995) for details on how to extract a set of reference
velocities). The cost of this approach is proportional to the number of reference
velocities, which may be large. A generalized-screen propagator was presented by
Jin and Wu (1999) and Wu and Jin (1997) using a windowed Fourier transform
(WFT) approach. However, the broadly overlapping windows in the WFT limit
the utility of this method (Chen et al., 2006). Ma and Margrave (2008) address the
extension of phase-shift extrapolation to laterally inhomogenous media by utilizing
a spatial Gabor transform involving a window construction, in which a split-step
propagator is used with a local background velocity.

Recently, the beamlet propagator (Wu et al., 2000) has been introduced. This
approach uses a local reference velocity and can in principle handle media with
very strong lateral velocity variations. In the beamlet method, the velocity model
for each slab is divided into lateral regular windows, where the local (windowed)
velocity is again analyzed and separated into a background and a perturbation
part. This will give a more accurate operator since the local perturbations will
be smaller, except for in windows that contain, for example, a salt boundary. By
decomposing the velocity model into regular windows in a standard salt-sediment
setting, most neighboring windows would have small perturbations that can be
handled as one larger window by a cheap propagator.

We build on these ideas and present an extrapolation operator that in lateral
windows within a slab uses an optimal local extrapolator. The scheme is especially
targeted for subsalt imaging with which we have to handle the large velocity
contrasts associated with the salt-sediment interfaces. For each slab of the velocity
model, we will first identify the “interesting” areas in the medium, i.e. we find
the areas with high lateral medium perturbations. Next, we perform an adaptive
windowing construction by separating the model into sediments, salt and the salt
boundary. With this approach, we avoid the redundancy imposed by regular
windowing. Finally, we choose an appropriate extrapolation operator for each
window. We introduce a partition of unity to do the adaptive operator composition.
The resulting operator handles the large lateral velocity perturbations locally such
as the beamlet method (Chen et al., 2006), hence, it limits the spatial influence of
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any errors this introduces in the global wavefield. We demonstrate the accuracy
of the method with application to a standard synthetic data set and a field data
example.

5.2 One-way wavefield extrapolation

For simplicity in the further developments, we will only consider an isotropic 2D
medium. Let z denote the preferred direction of propagation and x the transverse
direction. We will introduce an operator for one-way wave extrapolation along the
z-direction of the model. To do this, it is convenient to slice the velocity model
into thin slabs in this preferred direction, giving each layer a thickness of Az. We
can proceed by separating each slice of the velocity model into a background part
vo(z) and a perturbation part v (x, z) such that

v(x, z) = vo(z) + dv(z, 2). (5.1)

In this setting, we have a single reference-velocity profile vg(z), and a spatially
varying velocity perturbation dv(z,z). Hence, in each slab the wavefield will
be propagated through the reference velocity and then corrected for the spatially
varying perturbation or screen (Wu and Huang, 1992). For this approach to be
valid, we have to fulfill the thin-slab approximation within each layer of the
velocity model (of thickness Az): d,v(z, z) = 0 and Ov(z, z) is small. The last
part is of concern for mixed space-wavenumber domain methods as are used here
because the true slowness for the extrapolation is constructed as a perturbation
away from a reference. If this perturbation becomes large, the quality of the
slowness approximation will necessarily deteriorate or become impractical to
compute.
In a source free region the scalar wave equation can be written as

V2 (2, 2,w) = —k*(z, 2,w)¥(z, 2,w), (5.2)

where U denotes the wavefield,

d (5.3)

k(z,z,w) = ——

@ 50) = )
is the wave number, v(x, z) is the scalar wave speed (velocity), and w is the circular
frequency. With the above assumptions, the wavefield ¥(z, z + Az, w), at the next
depth level z + Az, can be approximated by the following downward continuation
operator applied to the wavefield at the current depth level z:

U(r,z+ Az) = (217r) /oz(a:,kx, Az) \/1\/ (ky, z)e *adf,, (5.4)
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where
U (ky, 2) = / U(z, 2)e7dz. 5.5)

The operator is applied for each single frequency and the complete wavefield is
downward continued by acting on all frequency components. The symbol « is
defined as the thin-slab propagator

a(z, kyy, Az) = S LD (5.6)

where the superscript sign corresponds to backward(—) and forward(+4) propaga-
tion. The vertical wavenumber is given as

k(x,w)? — k2 if k(z,w)? > k2,

k(v kz) =
(&, k) {j:i\/k%—k(x,w)Q if k(z,w)? < k2.

Propagating the wavefield using equation 5.4 is expensive (Holberg, 1988). The
computational cost of propagating the wavefield using equation 5.4 one depthstep
Az for each frequency w is in 2D dominated by the number of samples M in the
computational grid, and the costis oc M?2. More efficient one-way propagators can
be constructed by an approximation of the thin-slab propagator in equation 5.6, in
which the resulting propagator accounts for the background media in wavenumber
domain and the perturbations in space domain. This allows the use of the fast
Fourier transform (FFT), in which the cost is dominated by the number of samples
M in the computational grid and is proportional to M log M, which provides a
significant cost reduction. For the split-step, generalized-screen and Fourier finite-
difference methods, the background medium vy(z) is assumed constant within
each thin slab Az, (Stoffa et al., 1990; Wu and Huang, 1992; Rousseau and
de Hoop, 2001a; Ristow and Riihl, 1994).

(5.7)

5.3 Lateral adaptive windows

In our new extrapolator, we will adapt the method described above but we will
do so for individual lateral windows. In a typical slab, we will have three kinds
of windows: windows that only contain sediments, windows that contain a salt-
sediment interface, and windows that only contain salt. In a standard salt-sediment
geology, the only windows with any challenging velocity contrast will be those that
contain the boundary. Hence, we can apply a cheap operator, such as the split-step
in all windows except for those with a salt-sediment boundary.
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More formally, for each depth level z in the model, we find a collection of
boundary points {x; }é-V:l, where z;,7 = 1... N denotes the lateral samples where
we go from sediments to salt or vice versa. We define xy and x4 to be the first
and last lateral samples in the model, respectively. Further, we choose a collection
of window functions {¢; ?f{ Las

¢2j_1(x):Xs[wj_l—i-C:xj—C], j=1,...,N+1,

5.8
¢2j(x) = xslzj—c—K:zj+c+ K], j=1,...,N, (58)

where g is an appropriate window-function such that we have a partition of unity
on each slab, i.e.

> oi(x) =1 (5.9)
J

for all z, and the brackets denotes the support points of the window function.
The coefficient ¢ denotes the half number of samples on the window that is not
tapered, while the coefficient K denotes the half number of samples on the tapered
part of the window, as illustrated in Figure 5.1. We have defined the window
functions in equation 5.8 such that neighboring windows have intersecting support
by K sample points. This provides an interaction between the wavefields in
neighboring windows so that energy is also exchanged between windows. Energy
from a sediment or salt window is allowed to propagate into a neighboring window
containing the salt-sediment interface. The choice of the parameter K depends on
both the thickness Az of the slab and the wave velocity v.

After identifying all salt-sediment interfaces within a thin slab, the total
wavefield in this slab U can be represented as the superposition of its windowed
components

(5.10)

where {¢; }351 is the partition of unity.
For each window j, we assign a suitable extrapolation operator F; thus the
wavefield on the next depth is given by

2N—1
Uz, 24+ Aw)= Y P(T(x,2,w)), (5.11)
j=1
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zj—c—K xj—c Ly rj+c zj+c+ K

Figure 5.1: Partition of unity. The dashed line is the salt-sediment interface; the
black line is the window containing the salt-sediment interface; the gray lines are
the windows containing the surrounding regions.

where V¥; is defined in equation 5.10. The overlapping windowed wavefield
components W, are propagated within each window and the superposition of all
windows produce the wavefield at the next depth level. We choose each P; in
a “planned” fashion according to the local velocity contrast in the window. For
windows with small contrast, we can use a simple operator such as the split-step,
while we can use a more accurate operator in the windows containing the salt-
sediment interface.

5.3.1 Velocity treatment

In this section we describe and compare the velocity treatment in the method
described above with the generalized screen, Fourier finite-difference, and beamlet
methods. Because the velocity decomposition in the generalized screen and
Fourier finite-difference approaches are the same as for the split-step method, we
will refer to these as split-step decomposition.

To illustrate the velocity model decomposition in the split-step and the beamlet
methods, we will use the 2D SEG/EAGE A-A’ salt model (see Figure 5.2
Aminzadeh et al. (1997)).

In Figure 5.3, we see the decomposition of the velocity model for the split-step
in and for the beamlet method. From Figure 5.3 (b) we see that in the split-step
case, the medium-perturbations are large in the presence of salt. For the beamlet
method, we have decomposed the model using windows of 16 samples each. In
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Figure 5.2: Section of the 2D EAGE/SEG A-A’ saltmodel used in Figures 5.3 and
5.4.

Figure 5.3 (d), we see that the medium perturbations in the beamlet case are large
only in windows where the salt boundary is present. In both methods, we have
used the background velocity vg(z) = ming v(z, 2).

To illustrate the velocity-model decomposition of the lateral adaptive window-
ing method, we use the same section of the 2D SEG/EAGE A-A’ salt model as for
the model decomposition in the beamlet and split-step methods.

We choose ¢ = 8 and K = 4. Figure 5.4 shows the decomposition of the
velocity model for the lateral adaptive windowing scheme described above. For the
purpose of this illustration, we display only the non-overlapping velocities. The
decomposition only differs from the split-step decomposition in the presence of
salt within any depth slab. Within the depth slabs containing salt velocities, the size
of the perturbations are similar to those of the beamlet method. The adaptive lateral
windowing decomposition use ~ 1-12 windows in each of the slabs, compared to
the beamlet method that used ~ 75 windows in all slabs.

5.4 Numerical results

5.4.1 Model of vertical interface

To compare the accuracy between the lateral adaptive windowed extrapolation
method and alternative methods, we first produce a snapshot in a vertical model of
an impulse response with alternative one-way methods. We define a vertical model
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Figure 5.3: Comparison of the velocity-model decomposition for the split-step and
the beamlet method. (a) Background velocity vy and (b) velocity perturbation dv
for the split-step velocity-model decomposition.
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Figure 5.3: Comparison of the velocity-model decomposition for the split-step and
the beamlet method. (c) Background velocity vy and (d) velocity perturbation dv
for the beamlet velocity-model decomposition.
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Figure 5.4: Velocity-model decomposition for the lateral adaptive window method
with (a) the background velocity vy and (b) the velocity perturbations dv. The
decomposition only differ from the split-step decomposition (Figure 5.3 (a-b)) in

the presence of salt
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(5.12)

(2,2) 3000 m/s, xz < xg,
v(z,x) =
4500 m/s, z > xg,

where x5 denotes the lateral location of the impulse. The high-velocity area is
assumed to be salt, while the low-velocity area is assumed to be the surrounding
sediments. We place the source at the top of the model with lateral position
s = b km and record the wavefield in the model at time ¢ = 1.0 s. The
theoretical wavefront is shown with a dashed line. Figure 5.5 (a) illustrates the
impulse response using the split-step method interleaved with the velocity model.
Here the background velocity is taken to be the minimum velocity in each slab;
hence, the wavefront in the slower part of the model is accurate. In the faster
part of the model, the perturbations are large; hence the wavefront is not correctly
placed for larger angles. The placement of the wavefront can be improved for
larger angles by using the more accurate second order Fourier finite-difference
operator, described by Ristow and Riihl (1994), as shown in Figure 5.5 (b). The
snapshot of the wavefront for the lateral adaptive windowed extrapolator is shown
in Figure 5.5 (¢) where we have used the split-step operator as F; in all windows.
We chose K = 4 and ¢ = 8 in equation 5.8. With this method, the wavefront is
more correctly positioned. We notice a minor ringing in the snapshot produced by
the lateral adaptive windowed extrapolator.

5.4.2 Imaging the 2D SEG/EAGE A-A’ salt model

Our first test of migration using lateral adaptive windows is on the 2D SEG/EAGE
A-A’ salt model. This model contains sediments surrounding a salt body, giving
large lateral medium perturbations in addition to having a complex structure. We
compare the migrated images with and without the lateral adaptive windowing.
The model has 150 samples in depth z and 1200 samples in the lateral direction z,
with dx = dz = 24.38 m (see Figure 5.2). A common-shot section was produced
with 325 shots with each shot having 176 receivers with 626 samples per trace,
and a sampling interval dt=8 ms. The first shot is located on trace 336 in the
velocity model and the shot spacing is 2 samples. Figure 5.6 shows a subsection
of the common-shot prestack depth migrated images with and without the lateral
adaptive windowing scheme. Figure 5.6(a) shows the image migrated with the
split-step operator. In Figure 5.6(b), the lateral window operator is used, where
we used the split-step operator in the sediments, the phase-shift operator in the
salt, and an extended split-step operator (Kessinger, 1992) in the salt-sediment
interfaces. We chose K = 4 and ¢ = 8 in equation 5.8.



5.4. Numerical results 111

Position [km]

El
=R
3
2,
1
(=)
Position [km]
El
=,
=
=%
o
a
(b)
Position [km]
El
(=2
3
&
(=)

Figure 5.5: Snapshots of the wavefield produced by a point source at the surface
at time ¢t = 1.0 s interleaved with the velocity model using (a) the split-step
extrapolator, (b) the second-order Fourier finite-difference extrapolator and (c) the
lateral adaptive extrapolator. The dashed line superimposed onto the snapshots
represents the theoretical wavefront. The split-step extrapolator (a) misposition
the wavefront in the high-velocity area except for small angles, while the Fourier
finite-difference extrapolator (b) corrects for higher angles. The lateral adaptive
extrapolator (c) correctly positions the wavefront.
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Figure 5.6: Comparison of the prestack depth-migration results of data obtained
from Figure 5.2 with (a) the split-step operator and with (b) the lateral adaptive
windowed split-step operator. Using the lateral adaptive scheme improves the
focusing of energy.

Compared to the split-step method, the lateral windowing method focuses the
energy better below the salt, in addition to image the base of salt better.

5.4.3 Field data example

To further test the lateral adaptive wave-extrapolation method, we consider a field
dataset. The dataset is aquired in the south Atlantic, and the subsurface contains
strong lateral velocity variations assosiated with salt-sediment interfaces. The
dataset is migrated using a split-step propagator, a second order Fourier finite-
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difference propagator and the lateral adaptive scheme. In the lateral adaptive
method, we used a split-step operator in the sediment velocities, a phase-shift
in the salt velocities and a second order Fourier finite-difference operator in the
salt-sediment velocity interfaces. Further, we set ¢ = K = 8 in determining the
adaptive window sizes as described in equation 5.8. In Figure 5.7 we see the result
after migration using the lateral adaptive scheme; in Figure 5.8 we see the result
after migration using the split-step propagator; and in Figure 5.7 we see the result
after migration using the second order Fourier finite-difference propagator. Notice
that (z1, 1) is some reference point in the subsurface. We have circled in on an
area of interest in the presens of salt velocities for which our results are compared
with migration using the split-step and an second order Fourier finite-difference
scheme. The comparisons are illustrated in Figure 5.10. In Figure 5.10 a) we show
the result using our lateral adaptive scheme. Notice that (zg, z¢) is some reference
point in the subsurface. In Figure 5.10 b) and c) we show the results from the
split-step and the Fourier finite-difference migration, respectively.

From the results, the proposed method gives better focusing in some places. It
also do a better job in imaging some dipping events. We also notice that with our
method we see more coherent energy in the deeper part of the image.

5.5 Discussion

The examples show that the application of lateral adaptive windows in the
construction one-way operators has the potential of increasing subsalt resolution.
There are two main steps in our method: the lateral adaptive construction of the
windows and the choice of operator. The window construction is fast and it is
easy to implement in 2D. An extension to three dimensions would require an
identification of the salt boudaries as for the 2D case. Furthermore, it would require
a window construction of salt, sediment and salt-sediment interface windows, but
where the windows now consists of a 2D partition of unity for each depth slice
of the velocity model. In the case of very complex salt geometries, the number
of windows could become large. In this case, an extension of the size of the
windows would limit the total number of windows. The cheap operator performs
well in the sediments and inside the salt. However, in the windows containing
the salt-sediment interfaces, the lateral velocity contrasts are large, and a more
expensive operator could be used. As seen in Figure 5.5, some minor artifacts
(ringing) may occure with the proposed scheme which are not present in the other
methods. Similar artifacts are found in the example with the vertical model when
using a second order Fourier finite-difference operator in the windows containing
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Figure 5.7: The prestack depth-migration result obtained using the lateral adaptive
windowed operator.

the salt-sediment interfaces. The artifacts are likely related to the accuracy of the
propagators used in the windows containing the salt-sediment interfaces. These
artifacts are not apparent in the field data example.

The computational cost of propagating the wavefield one depthstep Az with
the proposed scheme can be described relative to the cost of an FFT. For example,
if we let n; denote the number of samples in the j-th computational window, the
cost is proportional to C', where

N N
C:lanlognj+anklognk, (5.13)
j=1 k=1

and where [ and k are the relative cost of the operators used in the windows with
and without challenging velocity contrasts, respectively. If we use a second order
Fourier finite-difference operator in the salt-sediment windows and a split-step
operator in the remaining windows, we have [ ~ 2 and k ~ 1.
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Figure 5.8: The prestack depth-migration result obtained using the split-step
operator.

5.6 Conclusions

In this paper, we have developed a new method for subsalt imaging by introducing
laterally adaptive windows and one-way extrapolation operators. This method
allows for one-way extrapolation in media with large lateral velocity variations.
We have given examples by using cheap propagators, and improved the subsalt
resolution. The choice of operator on the lateral windows with large perturbations
should be one which handles lateral variations well, while a cheap operator can be
used on areas with small perturbations.
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Figure 5.10: Comparison of the prestack depth-migration results using (a) the
lateral adaptive windowed operator (b) the split-step operator and with (c) the
second order Fourier finite-difference operator. The Fourier finite-difference
operator (c) provides better focusing than the split-step operator (b) as expected.
The lateral adaptive operator provides similar results as the Fourier finite-
difference operator, while some areas are better focused compared to the Fourier
finite-difference approach.
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Appendix A

Improved wide-angle
phase-slowness approximations

In this appendix a discussion of implementation aspects of the direct approxima-
tions of the squared phase-slowness which was developed in chapter 2 (Pedersen,
2008) is provided. In Li (2008), an approach for improving the accuracy some of
our wide-angle phase-slowness approximations is suggested. A description of this
method and a description on how it can be used follows. Finally, an example is
included.

A.1 Improved approximations

Li suggests utilizing both the exact slowness expression g2, and the approxi-
mated slowness expression quprox for each combination of anisotropy parameters
to pre-calculate a scale coefficient k, which in turn is used to improve the slowness
approximation. His approach is based upon creating a lookup-table depending
on all the parameters involved in the exact expression, that is, &, §, By and «g.
Li illustrates that this method may have a potential for increased accuracy of the
approximation at the cost of creating and accessing a lookup-table.

If all anisotropy parameters are known, one could pre-calculate the exact
slowness expression for each wave-mode ¢P and ¢SV and store it in a table
depending on ¢, 6, g and fBy. This would produce an excessively large table, and is
not a very practical approach. By providing a direct approximation qupmx, e.g. our
equation 2.24, this expression can be used as an initial estimate in an optimization
procedure to produce a new expression which is closer in some sense to g2,
Rewriting our equation 2.24 truncated at by by introducing Li’s scaling coefficient
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k yields

ST
Qo o < Qg (o) (A-1)
X (1 — by (pao)® — b1 (pao)* — k(e, 8, o, Bo)ba (pOéo)G) :

where
k(€,5, aO?BU) =1 (A'2)

for a truncated Taylor series. By e.g. minimizing
max |Aqy| (A-3)

over k as suggested by Li, one produces an updated lookup table & (e, §, ag, Bo).
This would obviously improve the truncated wide-angle Taylor approximation in
the sense of the criterion used to update k, as illustrated in Li’s example.

The method suggested by Li is not applicable for our simplified expressions
where not all medium parameters need to be known. For ¢ P wave slowness, the
approximation in our equation 2.19 does not involve 3y. For ¢SV wave slowness,
the approximation in equation 2.23 only involves two parameters. However,
for ¢P — ¢SV converted waves, we need all four anisotropy parameters in our
approximations. To construct Li’s improved approximations one need two tables,
k« and kg, one for each wave-mode.

A.2 Numerical example

As an example we use the medium given in Table A.1. In Figure A.1 we show a
comparison of the difference between the exact and the approximated g P slowness
curves. The maximum error of the original approximation is 0.011 ms/m. We
regard a ¢ P-wave with maximum frequency f = 60 Hz propagating a distance of
2000 m in Model 1. If one require that Aqg < 1/(8 fAz), this gives a maximum
error of 1073 ms/m. Thus, the approximation in equation A-1 with k = 1 introduce
an error of 1.1073, and cannot be used without too large errors induced by the
approximation.

By applying the method of Li, one find £ = 0.536, and max |Ag| = 8.1 x
10~*, which is below the prescribed acceptable error Aq induced by the slowness
approximation.
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Parameters | ag[km/s] | GBo[km/s] € 1) o
Model 1 2.0 1.0 | 0.10 | -0.10 | -0.08

Table A.1: The parameters of the model used for computation of phase-slowness
approximations.
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Figure A.1: Comparison of the difference Ag, between the exact ¢P and
approximated gP slowness curves: the wide-angle Taylor approximation with
solid line and the improved wide-angle Taylor approximation with dashed line.



