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Abstract

This thesis aims to characterise the spatial petrophysical distribution of porosity
and permeability properties in the Tarbert and Ness Formation at the Gullfaks
Field. The geomodelling software Leapfrog Geo was used to build a reservoir
model and estimate the spatial petrophysical properties. Four different procedures
were used to obtain the results; the Geological Model (GM), the Geological Model
Fault Block 2 (GM Fault Block 2), petrophysical model of the Geological Model
(GM) volume and petrophysical model of the Geological model Fault Block 2 (GM
Fault Block 2) volume.

The results showed that Leapfrog Geo is suitable to characterise petrophysical
properties in a reservoir model where the main data source is well data. However,
with additional data sources, are probably other types of software preferable. The
radial basic function (RBF) is suitable to interpolate and estimate fault iso-surfaces
and petrophysical data. However, not formation iso-surfaces that had to be triangulated.
The Geological Model Fault Block2 (GM Fault Block 2) volume procedure yielded
the best result, because of the good volume control both within the fault block and
the formations. A 40m x 40m x 10m grid cell size yielded the best result and grid
cell size is constrained both by smoothness and computer power.
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Sammendrag

Denne oppgaven tar sikte på å karakterisere den romlige petrofysiske fordeling av
porøsitet og permeabilitet verdier i Tarbert og Ness formasjonen i Gullfaks-feltet.
Det geologiske modelleringsprogrammet Leapfrog Geo ble brukt til å bygge en
reservoarmodell og beregne de romlige petrofysiske egenskaper. Fire forskjellige
fremgangsmåter ble anvendt for å oppnå resultatene; den "geologiske modellen"
(GM), den "geologiske modellen forkastningsblokk" (GM Fault blokk 2), "petrofysisk
modell av den geologiske modellen (GM) volum" og "petrofysisk modell av den
geologiske modellen forkastningsblokk 2 (GM Fault Block 2) volum".

Resultatene vister at Leapfrog Geo er egnet til å karakterisere petrofysiske egenskaper
i en reservoarmodell, hvor den viktigste datakilden er brønndata. Men med flere
datakilder, er trolig andre typer programvare å foretrekke. Radial Basic Function
(RBF) er egnet til å interpolere og estimere forkastnings iso-overflater og petrofysisk
data. Men ikke formasjons iso-overflater, som her er triangulerte. Den "geologiske
modellen forkastningsblokk 2 (GM Fault Block 2) volum" prosedyren ga det beste
resultatet, på grunn av god volumkontrollen både i forkastningsblokk og formasjonene.
En 40m x 40m x 10m grid celle størrelse ga det beste resultatet og blokk celle
størrelse er begrenset både av glatthet og datakraft.
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Chapter 1

Introduction

Estimation of the petrophysical properties porosity and permeability is important
for the oil industry and a lot of research goes into estimating petrophysical properties
from subsurface data.

Petterson et al. (1990) described the Gullfaks Field as the most complex structure
so far developed in Norwegian waters. In this thesis a reservoir model is built for
the Gullfaks Field.

The reservoir model is built for petrophysical property characterisation. Leapfrog
Geo, a implicit and deterministic modelling tool is used to build the model and
estimate the properties. Few, if any previous studies have used this software for an
offshore petroleum field.

1.1 Problem definition and aim of work

The aim of the thesis is to produce a spatial reservoir characterisation of the
Upper Brent GP (base Cretaceous- top Etive FM) at the Gullfaks field, with focus
on distribution of porosity and permeability properties. The main elements in
the thesis will includes a geological conceptual model and a property models The
geological conceptual model include a characterisation of lithology and depositional
setting of the Upper Brent Gp. The property model is a spatial reservoir characterisation
of the porosity and permeability properties. These properties can be estimated from
well-data to a reservoir model by implicit modelling and geostatistical estimation,
which is performed in the software Leapfrog Geo. The modelling process and
workflow will be reviewed in detail.

The overall goal of the thesis is to evaluate if the spatial distributions of the porosity
and permeability properties of the model are realistic compared to the geological

1



conceptual model and do the chosen model method and geostatistical method give
a good representation of the chosen area.

1.2 Organisation of the thesis

This constitutes of in total seven chapters, including the introduction. The thesis
is organised in five sections:

1. Theoretical background (Chapter 2):

The theoretical background in Chap. 2. introduce petrophysical conceptual models,
sedimentological implications on petrophysical properties, and different published
methods for estimation of porosity and permeability from well data. The chapter
also includes a short review of different algorithmmethods used in reservoir modelling
for petrophysical estimation and simulation. The petrophysical background theory
is reviewed in a cross-disciplinary manner, and constitute the backbone for further
discussion of well data and reservoir modelling (e.g. Chapter 5).

2. Geological conceptual model (Chapter 3 and 4):

Chapter 3. review the geological background theory of the Gullfaks field in the
North Sea. The chapter has a divided focus on structural and lithological events.
Chapter 4. focuses on depositional environments and morphology encountered in
the Ness and Tarbert formation.

3. Geomodeling tool (Chapter 5):

Chapter 5. describes the modelling tool used in this thesis, review the input
parameters and the methodological workflow.

4. Results (Chapter 6):

The property model is the output of the modelling procedure described in the
previous chapter and constitute of a porosity model and a permeability model.
This chapter is divided with respect to the procedures that is used to yield the
results

5. Discussion and conclusion (Chapter 7):

Chapter 7. evaluates the results of the property model (Chap. 6) and the workflow
of the modelling procedure. This is the discussion chapter. At the end, is application
of the results evaluated and concluded.

2



Chapter 2

Petrophysics in sedimentary
media

The main goal in petroleum exploration is to find a reservoir rock, with the ability
to store an economically profitable amount of hydrocarbons. This goal requires that
hydrocarbons are allowed to flow freely through the reservoir rock. A reservoir rock
can more precisely be described as a porous media. The first property, the ability
to store, is called porosity. The second property, the ability to transmit, is called
permeability. These two properties, or parameters as they also might be called, are
important to estimate in petrophysics.

This chapter will outline some basic concepts regarding petrophysics and estimation.
The topic of this thesis is somewhat cross-disciplinary, but is founded on a geological
perspective. The readers might have different backgrounds, and this chapter can
serve as an introduction to the theories and model assumptions relevant to this
thesis.

2.1 Properties of porous media

A broad range of earth science textbooks covers porous mediums as topic. However,
the different fields may focus on different aspects of the media’s properties. Most
of the background theory presented here can be found in textbooks describing
dynamics of porous media (Bear, 1988; Nield and Bejan, 2012; Scheidegger, 1974).

2.1.1 Porous media

A porous media is a multiphase matter, which consists of a solid matrix and a pore
space (Allen, 1985; Bear, 1988; Nield and Bejan, 2012). Simply stated, the pore
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space is the "empty" space in a solid matrix that is filled with a fluid (e.g. air,
water or oil).

Allen (1985) describes the solid phase as closely packed mineral particles, while
he uses the term voids for the pore space. The shape, size, disposition and
connectedness of the voids are dependent on how the mineral particles are packed.
Scheidegger (1974) defines the pores as the intermediate size between molecular
interstices and caverns. In order to be defined as a porous medium, these ‘intermediate
sized’ pores should be frequently distributed in the solid and at least some of the
pores should be interconnected. Interconnected pores have the ability to transfer
one or more fluids. If the pore space is saturated by one fluid it is called a
single-phase flow. If the pore is saturated by a liquid and a gas it is a two-phased
flow (Nield and Bejan, 2012).

Characterising the geometry of the pores or voids and their interconnection is
a complex problem. As Allen (1985) discussed the voids are depending on the
"packing" of the medium, which can be irregular both in shape and in appearance
through the medium. It is challenging to define a diameter for a single pore
"vein", predict the path of the flow through the medium, the geometrical volume
and surface of the pore "vein". Defining a diameter for a single pore "vein",
predict the path the flow will take through the medium, geometrical volume and
surface is challenging. There are several methods to "deriving the laws governing
the macroscopic variables" (Nield and Bejan, 2012), e.g. designed porous media
(Bejan, 2004; Bejan et al., 2004), statistical (Georgiadis and Catton, 1987, 1988)
and spatial (Bear, 1988; Bear and Bachmat, 1990) methods. These methods will
not be discussed in detail in this thesis. However, the concept behind the spatial
method Representative Elementary Volume (REV) has become so commonly used
that it has to be mentioned.

The continuum approach presume that porous matter behave as a hypothetical
substance, which is continuous throughout the spatial domain it occupies, and can
be described by a set of variables (Bejan et al., 2004). This method, also called the
effective medium approximation (Bruggeman, 1935), replaces a complex medium
with a hypothetical homogeneous one. The method treats the porous media as
a continuum, where a particle associated with a volume is chosen. The particle
must be large enough to give a mirco-geometry average, but small enough to be
representative for the centroid of the particle, which gives an average representative
volume for the medium. This volume is called a Representative Elementary Volume
(REV) (Fig.2.1.1) (Bear, 1988). In the later years this method has been associated
with upscaling of extensive properties (like permeability) in heterogeneous media
for use in reservoir modelling (e.g. Nordahl and Ringrose (2008); Ringrose et al.
(2008)).

Other properties that describes aspects of porous media are homogeneity and
isotropy. A medium is said to be homogeneous if certain properties of the medium
is independent of position within the medium. When the properties are dependent
on position the medium is heterogeneous. Likewise a property may vary with the
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Figure 2.1.1. Representative Elementary Volume (REV): the intermediate size relative
to flow domain and pore space. From Nield and Bejan (2012).

direction it is measured within the medium, when independent of direction the
medium is called isotropic. When dependent on measured direction the medium
is said to be anisotropic (Bear and Bachmat, 1990; Sheriff and Geldart, 1995).
Depending on the measured volume, most reservoirs are heterogeneous and anisotropic
in nature.

2.1.2 Porosity

Sedimentary rocks have an inherited (primary) porosity. This porosity is dependent
on how the particles in the medium is packed together. Conceptually these particles
can be seen as equally sized, uniform spheres. The space between the spheres is
the porosity. In this subchapter is a short overview of the basic concept of porosity
is given, followed by an overview of permeability in the next subchapter. The
background is based on the articles by Fraser (1935); Graton and Fraser (1935)
and textbooks from Bear (1988); Zolotukhin and Ursin (2000).

Figure 2.1.2. Illustration of A) cubic and B) simple rhombohedral packing of equally
sized spheres. From Graton and Fraser (1935).

The squares inside figure 2.1.2 represents a unit cell from which the pore or void
volume can be calculated. By looking at the cubic pacing in Fig.2.1.2A) it is easy to
see that the pore volume is the difference between the total volume of the cube and
the volume of the solid spheres. The total porosity (φ), a dimensionless property,
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can be represented by assuming parallel cylindrical pores. Where the total porosity
is the ratio between the pore volume (Vp) and the total volume (Vb)

φ =
Vp
Vb

(2.1)

or as the fraction of the total (bulk) volume (Vb) subtracted the solid volume (Vs)
by assuming cubic-packed monosized spheres

φ =
Vb − Vs
Vb

. (2.2)

By using equation (2.2) the porosity of the cubic packing is 0.476 (47.6%) and the
rhombohedral packing has a porosity of 0.26 (26.0%). It is important that the
total volume (bulk volume) that is used in these equations are representative for
the medium (REV) as discussed earlier, obviously this is not a problem with the
hypothetical problem in this case. However, it can be seen that the porosity is just
dependent on the grain configuration and independent of the sphere size.

In natural occurring mediums, e.g. sandstones, the solid matrix can form a complex
volume where not all the pore spaces are interconnected. These connected pores
can be referred to as the effective porosity φe. The relation between interconnected
pore volume (Vp,e) and non-interconnected pore volume (Vp,ne) is given by

Vp = Vp,e + Vp,ne. (2.3)

Effective porosity can then be given as in equation (2.1), but as the ratio between
interconnected pore volume and the total volume

φe =
Vp,e
Vb

. (2.4)

The specific surface area (S) is another geometrical quantity of porous media. It is
defined as the ratio between the total internal surface area of the pores (As) and
the total volume

S =
As
Vb

[S] = [m−1]. (2.5)

Alternatively, the specific surface area for the solid (Ss) phase can be found as

Ss =
As
Vs

=
AS

Vb(1− φ)
, (2.6)

which gives the relation
S = Ss(1− φ). (2.7)

The ratio between As and Vs indicates that the sphere size increases with decreasing
radius, and that the specific surface area is dependent on the sphere size.

Both porosity and the specific surface area are for complex solid matrix found by
experimental volume values. Direct porosity measurements are performed on core
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plugs from well samples. Additionally, porosity can be estimated from wireline
logs, however this data type is not used in this thesis and will therefore not be
addressed.

The cylindrical core plugs are 3-5 cm long and with a diameter of ∼3 cm.

Figure 2.1.3. Core
plug sampled in
horizontal and vertical
direction. Figure from
Statoil.

Horizontal samples are taken approximately every 30 cm
of the core, while vertical samples (vertical to the bedding
plane, see fig. 2.1.3) are taken less frequently. Porosity
measurements are done in the laboratory, either with
a gas expansion method where interconnected porosity
values are measured or with a destructive method where
the total porosity value is measured. Thin sections and
image analysis (e.g. BSE image) can be used to separate
connected and interconnected pores. This method gives an
estimation based on a 2D sample.

2.1.3 Permeability

Permeability is the medium’s capability to transmit fluid,
and is therefore only related to interconnected and
permeable pores. For a particular medium with a single
fluid flowing through it, a constant permeability value can
be found. This value is called absolute permeability. If
more than one fluid flows through the medium (e.g. oil and
water), the effective permeability depend on each of the fluids relative saturation.
In that case, the relative permeability to a specific fluid (e.g. oil) can be found as
the ratio of the rock’s effective permeability to this particular fluid and its absolute
permeability (Zolotukhin and Ursin, 2000). In this thesis only single fluid flow will
be discussed.

In order to determine the permeability of a porous medium experimentally, the
fluid flow rate (Q) is measured through a core plug. What might be the most
famous experimentally investigation of this was performed by Henry Darcy, proven
in 1856 (Bear, 1988; Zolotukhin and Ursin, 2000). He noticed that the drop in
water pressure across a one dimensional sand filter was proportional to the water
filtration velocity, giving the following relation:

Q = K ∗A h

∆l
, [Q] = [m3/s]. (2.8)

Where Q is flow rate, h is difference in manometer levels (hydrostatic pressure
gradient across the filter medium), A is the cross-sectional area in flow direction and
∆l is the length of the medium. The proportionality coefficient K [m/s] represent
hydraulic conductivity. The Darcy law is valid for laminar, incompressible fluid
flow through a fully saturated homogeneous medium at low speed. Note that this
is the one-dimensional equation, for the generalised three-dimensional differential
equation see e.g. Bear (1988); Scheidegger (1974).
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Since Darcy performed his experiment with water, the fluid viscosity (µ) was not
included in the equation. The proportionality coefficient K is therefore dependent
on both fluid and matrix properties. The relational effect of the grain configuration
(matrix) and the fluid can be separated by the relation from Nutting (1930):

K = k
γ

µ
= k

ρg

µ
= k

g

υ
. (2.9)

Where the g is the gravitation constant, υ is kinematic viscosity, ρ is the fluid
density and γ is the specific weight of the fluid. The k is the specific or intrinsic
permeability with dimension m2. The specific permeability, referred to as just
permeability in this thesis, is only dependent on the matrix properties. The Darcy
law can now be written as

Q =
k

µ

(∆p+ ρg∆z)

∆l
. (2.10)

The SI unit of permeability is as mentioned above m2, but in addition is the unit
Darcy (D) common. Notice that 1 D = 0.987 µm2, and that the Darcy fraction
1/1000 is used for millidarcy (mD).

Navier-Stoke equation can be used to describe the fluid flow behaviour in the
pore network. While Darcys law solves permeability on a macroscopic level, the
Navier-Stokes equation can be used on a microscopic level. For the simplest
cases Navier-Stokes equation can be used directly and exact to find a solution.
However, describing the pore surface of a complex porous medium is probably
close to impossible. A quantum approach, the Navier-Stoke’s capillaric tube model,
simplifies and describes the phenomena at a larger scale, but does not provide an
exact solution for complex mediums (Scheidegger, 1974). A simplified equation
which assume steady, laminar flow in a cylindrical tube is expressed as the Hagen-Poiseuille
equation,

Q =
πR4∆p

8µL
(2.11)

where R is tube radius, L is the tube’s length and ∆p is the pressure drop in the
tube.

Figure 2.1.4. Model of capillaric tube model with bundle of straight, circular tubes.
From Nordahl (2004).
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A bundle of n equal tubes per unit cross area with a diameter d and length L (Fig.
2.1.4) can than be expressed as

q =
nπd4

128µ
∗ ∆p

L
, (2.12)

where q is the specific discharge (flow per unit area). From this model porosity is
found as φ = nπd2/4 and permeability for a bundle of tubes is derived compared
with Darcy’s law as

k = φ ∗ d
2

32
. (2.13)

Instead of using fixed diameters of the capillary tubes it is possible to use the
hydraulic radius theory and Kozeny-Carman equation (Carman, 1937). In this
case the tubes are modelled as a set of channels with equal length, but variable
cross-section. This method also introduces the arbitrary factor tortuosity (τ =
L/LT ), which gives flexibility to the length of the tubes, where LT is the true
length of the tube.

The Kozeny-Carman equation solves the Navier-Stokes equation simultaneously for
all the channels and permeability becomes

k = c

φ3

(1−φ)2

S2
s

. (2.14)

Ss is the specific surface area pf the solid (eq.(2.6)), and c is the Kozeny constant.
The constant c can also be expressed as 1/τ2c0. For spherical grains of equal
diameter d be written as

k = c
d2

36
∗ φ3

(1− φ)2
. (2.15)

This method works well in well sorted sandstones, but not for mediums with high or
low porosity values. The method also neglects the diameter changes between pores
and pore throats, additionally the tortuosity coefficient is challenging to interpret
physically and measure experimentally (Scheidegger, 1974).

In summation, permeability is more challenging to define than porosity. Mainly
because all the model equations above ignore or simplify some geometrical aspects
of permeability in porous medium. Likewise some of the geometrical parameters
that are included in the equations are difficult to measure experimentally. However,
by using the continuum approach can the permeability parameter be represented
from a microscopic level to a macroscopic level, which can give a more nuanced
interpretation of the whole medium.

2.1.4 Additivity

The properties describing a porous medium are generally divided into two types.
The first type is called extensive properties and are dependent on the quantity of the
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porous material, e.g. mass and energy. The other type, intensive properties, denote
concentrations or intensities of mass or energy. This parameter is independent of
the quantity or shape of the porous media, e.g. temperature, density, pressure,
porosity and permeability (Nordahl, 2004).

A distinctive difference between extensive and intensive properties were discussed
by Narasimhan (1983). He found that only extensive properties are additive, while
intensive properties are not. Although, by using a capacity function he argued
that intensive properties could be transformed into extensive properties. Since
porosity is a volume normalised parameter where the capacity function is unity, it
is regarded as an additive property. Generally, the concept of REV can be used to
give physical meaningful averaging of intensive properties (Hassanizadeh and Gray,
1983).

Additivity involves a mathematical function in which a property can be expressed
as a weighted sum of some independent variable or variables (Ringrose and Bentley,
2015). Additive properties are independent on the spatial distribution of the
different components, and represent a scalar value. They are simple to upscale
analytically by a volume average equation (arithmetic average). Non-additive
properties on the other hand is dependent on the spatial distribution of the different
components and are represented by a tensor or vector. In order to upscale these
properties is a fine scale explicit model is used.

Most measuring devices only measures in the finite domain and the result is given
as the average of the measured properties over the measured area. It is therefore
important to know that these data are represented correctly statistically. The
average porosity is easier to define due to its additive property compared to the
average permeability as a non-additive property.

2.2 Sedimentological factors controlling porosity and
permeability

The previous section reviewed some of the basic theoretical concepts of porosity
and permeability in a conceptual porous media. Most reservoirs are heterogeneous
and anisotropic in nature (Chap.2.1.1). In this thesis a reservoir is synonym
with a siliciclastic hydrocarbon reservoir rock, which means that the focus is on
sandstone reservoirs. Carbonate reservoirs are reviewed in detail in e.g. Lucia
(2007); Pöppelreiter et al. (2008).

There is a strong relation between the depositional process and the porosity and
permeability anisotropy in sedimentary structures. Anisotropy of petrophysical
properties occur in the smallest scale from grain shape, size and arrangement in
the solid matrix, to larger scaled lamina and bedding structures. All of these
different scaled anisotropies affects the measured porosity and permeability in a
reservoir unit. Providing a detailed description of sedimentary structures and
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typical depositional environments is outside the scope of this thesis, however these
topics are well described in most textbooks about sedimentology (e.g. Allen (1982a,b);
Boggs (2011)). The intention of this chapter is to provide a general overview over
petrophysical variability in stratified deposits.

2.2.1 Texture and fabric

Texture characterises the individual grains and the spatial arrangement of an
aggregate of grains. Individual grains can be described by parameters as grain size
and grain shape. Grain size and sorting have been linked to specific depositional
environment (Middleton, 1976; Sun et al., 2002), although grain size is probably
more dependent on depositional processes and not particular environments.

Natural occurring grains are generally complex with irregular surfaces and individually
they are not simple to express exactly (as discussed in 2.1.1). Sedimentary grains
can however, be characterise by the independent properties; form, roundness and
surface texture (see Barrett (1980) for review of quantitative measurement methods).

Figure 2.2.1. Grain size and
sorting as a function of porosity
and permeability. From Brayshaw
et al. (1996).

Fabric characterises the orientation and packing
of grain aggregates. Grains with a non-spherical
and angular shape are prone to have a looser
packing in sediments because they have more
contact points between the grains (Atkins and
McBride, 1992). The influence of fabric on
the petrophysical properties permeability and
porosity have been studied extensively (e.g.
Fraser (1935); Pryor (1973)). Beard and Weyl
(1973) found that grain size and sorting were
more influential parameters than fabric and
grain shape. Porosity was found independent of
grain size, but decreases with decreasing sorting.
Permeability was found dependent on both grain
size and sorting. In poorly sorted sediments,
finer grained materials can block the pore
throats which decreases the permeability. The
figure 2.2.1 illustrates the relationship between
grain size and sorting for porosity and permeability respectively.

In stratified sediments the burial depth is an important factor as it affects the
pacing of the sediments by compaction. The studies performed by Ramm (1992)
and Ramm and Bjørlykke (1994) on data from the Norwegian Continental Shelf,
found that sandstone porosity was mainly affected by initial mineralogical and
textural composition, but that burial history, pressure and temperature variations
account for some porosity variations. They found that porosity for well sorted
sandstone could differ from an initial 45-40% at surface, down to values of 5-10%
at onset depth of metamorphism (6-8 km). General porosity values encountered in
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sandstone at reservoir depth range from 40-0% and permeability values range from
10000-0.001 mD (Brensdal and Halvorsen, 1992; Ringrose and Bentley, 2015).

2.2.2 Sedimentary structures

Jensen et al. (1996) states that clastic sediments are rarely uniform in lithology,
grain size, cementation, and textural features. While fabric describes microscopic
(∼mm) features, sedimentary structures describe structural features on macroscopic
(cm-m’s) scale.

Primary sedimentary structures are formed during or shortly after deposition (Reineck
and Singh, 1980). Sedimentary structures can be formed as a result of grain size
sorting and spatial arrangement in homogeneous lithologies or in combination with
more than one lithology. Figure 2.2.2 illustrates how several lamina (< 1 cm
thick) layers with a specific internal structure can form complex bedform (> 1
cm thick) structures (Ringrose et al., 1993). A particularly interesting property
of sedimentary structures is that they can behave as flow boundaries. As can be
seen from the figure, the sedimentary boundaries appears both on a small scale
between the laminasets and between the separate bed units. Primary sedimentary
structures are strongly dependent on depositional process and environment (e.g.
Allen (1982a,b)), for instance the heterolithic bedding illustrated in figure 2.2.2 is
typical for tidal influenced environments (Reineck and Singh, 1980).

Figure 2.2.2. Illustration of sedimentary units. From Nordahl (2004).

Concerning heterolithic bedding, the volume of shale or mudstone reduces the
porosity of the sandstone. Dispersed shale resides in the pore space and substantially
reduces the total porosity (see effective porosity in chap. 2.1.2). Figure 2.2.3
illustrates three types of shale distribution found in porous media. Notice how
laminated shale occupies both the matrix and pore space because of the alternation
between sand and shale.
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Figure 2.2.3. Illustration of how shale effects the porosity in sandstone. From Dewan
(1983).

Figure 2.2.4. A (left): Scale effect on permeability; lamina-, bed-, and formation-scale
(Ringrose et al., 1993). B (right): Example of vertical and horizontal permeability
differences in flaser bedded sandstone, scale ∼30x25 cm.
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Several studies have verified that sedimentary structures have an effect on petrophysical
properties, particularly on permeability (e.g. Brayshaw et al. (1996); Gibbons et al.
(1993)). Both Ringrose et al. (1993) and Jensen et al. (1996) assessed the effect
of permeability property at different unit scales. Figure 2.2.4A) shows that the
permeability (k) changes in lamina sized beds are more drastic than at bed-scale and
again more drastic than at formation-scale. However, lamina scaled anisotropy is
more challenging to measure directly than overall trends (Brensdal and Halvorsen,
1992). Permeability is dependent on spatial distribution, therefore it is meaningful
to divide the property in horizontal and vertical direction. Anisotropy in the
vertical plane tend to be larger than in the horizontal plane, because sedimentary
systems commonly are strongly layered (Ringrose and Bentley, 2015). Figure
2.2.4B is an example of how a sedimentary structure, e.g. flaser bedding, can
effect the permeability. In vertical direction the mud drapes will to some degree
obstruct the flow, while the sandstone can have good connectivity in the horizontal
direction. In this case the horizontal permeability (kh) is larger than the vertical
permeability (kv).

In addition to primary structures, sedimentary structures can be divided into
secondary, organic and inorganic sedimentary structures (Reineck and Singh, 1980).
Organic (living organisms present during deposition) and inorganic (e.g. gravity
effects) sediment structures can drastically alter the primary structure. Secondary
sedimentary structures are formed some time after sedimentation and includes
amongst others diagenesis and bioturbation. Diagenesis can alter the original fabric
of the deposition and give secondary porosity. Secondary porosity can present as
vuggy, fractures and dissolution altering the intergranular porosity (e.g. Lucia
(2007)). In clastic sediments it is unusual that diagenesis completely obscure
the primary fabric (Ringrose and Bentley, 2015), however it can locally increase
heterogeneity (Pyrcz and Deutsch, 2014). Unfilled fractures however, both on a
microscopic and a macroscopic scale, will reduce the resistance of fluid flow and
increase the permeability through the deposition.

2.3 Estimation of petrophysical properties

So far in the thesis the main topic has been core data. Chapter 2.1 briefly describes
how petrophysical data is obtained from core samples. The size of the core samples
is small compared to the entire reservoir. Core samples can be biased sampled with
respect to the sedimentary structure, as it would be unknown whether the sample
is representative for the reservoir or just a local abnormality. Due to the size of the
sample, it is possible that lamina textured anisotropy can be oversampled compared
to the large scaled elements in the geological length scale, e.g. channels. How close
the specimens are sampled in the core is also decisive for a representative result.

The distance between each of the wells in a petroleum field are commonly in the
kilometre range, usually several kilometres. Each well here represent a small,
sampled area with reservoir information. On the other hand the petrophysical
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properties and lithology for the rest of the field, can be found either by the "best
guess" method or by statistical estimation. The author of this thesis strongly
recommends the latter approach.

The estimation method used later in this thesis is Kriging. In order to discuss this
method key elements such as upscaling and the variogram model must be defined.
Chapter 2.3.4 discuss briefly Kriging as an algorithm choice in reservoir modelling.

2.3.1 Upscaling

The term upscaling has been used previously without any closer explanation. It
refers to procedures where the petrophysical property is measured for a small
support volume and then averaged to represent an larger volume (e.g. from core
plug to wireline tool resolution) The volume of additive properties, like porosity, can
simply be averaged by arithmetic averaging (Nordahl, 2004; Nordahl and Ringrose,
2008). In other words, if the porosity value for all the cells in a reservoir model is
defined, the total reservoir porosity is precisely equal to the sum of the cell porosity
divided by the number of cells (Ringrose and Bentley, 2015).

Non-additive properties do not follow the same rule as additive properties during
upscaling and it is therefore necessary to realy on estimation. An averaged permeability
do not equal upscaled (effective) permeability, due to the spatial distribution and
boundary conditions that determines the larger support value (Nordahl, 2004).
Effective permeability, in this case upscaled permeability, can be found either by
deterministic, stochastic and heuristic estimation methods (Renard and De Marsily,
1997).

Nordahl (2004) reviewed and summarised the following main elements about the
deterministic, stochastic and heuristic method. The deterministic method assumes
that the permeability distribution in space is known. The stochastic method assume
random distribution as a probability density function (pdf) of space. The heuristic
method uses rules (e.g. weighting and power average) to calculate plausible effective
permeabilities. Each of the methods mentioned above contains several different
approaches that will not be discussed in detail here.

2.3.2 Variogram

In order to find a distribution model for the entire reservoir model from the upscaled
data, the "missing" data points between the wells can be interpolated or in some
cases extrapolated (Caers, 2011). However, there is a spatial correlation between
the distributions of non-additive data that needs to be addressed.

The degree of correlation in the data set can either be found by the empirical
correlation function or variogram analysis. The correlation function characterise
the dependency of values within a data set. The correlation coefficients measure the
dependency between two parameters by comparing how far a pair of values (x,y),
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deviates from a straight line function (Ringrose and Bentley, 2015). However, the
correlation coefficients do not reflect the spatial variation within the values.

Caers (2011) states that the variogram method is typically the preferred method
by geostatisticians. The methods popularity is probably largely due to its ability
to express spatial variation of parameters, but also because it is a simple and quick
method that can be viewed graphically.

The variogram differentiates the value between pairs of data points and find the
distance between those two points. The numerical expression is an averaged squared
difference and is most simply expressed as

2γ = (1/N)
∑

(zi − zj)2, (2.16)

where zi and zj are pairs of points in the dataset and N is the number of data
points. By a simple rearranging of equation (2.16) can γ be expressed as

γ = (1/2N)
∑

(zi − zj)2. (2.17)

This equation is the semivariogram function and semi here refers to the half of
the variogram function. However, the terms semi- and variogram can be used
interchangeably in the literature. The semivariogram function can be calculated
for all pairs of data points in a data set, regardless of the spatial distance or spread
between the data points.

The more formal definition of semi-variance can be expressed as

γ(h) =
1

2
E[Z(xi + h)− Z(xi)]

2, (2.18)

where E is the mean (expectation), Z(x) is the value of a point in space and Z(x+h)
is the value at a separation distance of h (the lag).

The function in eq. (2.18) is a stochastic function with two stochastic variables
of Z(x). Inherently the variogram function assumes that a mean E(Z(x)) =
µ(x) and the variance of Z(x) exists. This assumption yields three realisations
with coinciding constraints referred to as strong (strict), weak (second order) and
intrinsic stationarity.

The experimental variogram, in literature sometimes just referred to as semivariogram,
is used to find the spatial variation with respect to one specific direction. The
equation for the experimental variogram is given as

γ∗(h) =
1

2N(h)

∑
[z(xi + h)− z(xi)]2. (2.19)

The results of both the theoretical and the experimental variogram can be plotted
graphically. When a trend line is fitted through the points the plot is referred
to as a semivariogram model, as shown in Fig. 2.3.1. The expected shape of
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a semivariogram model is an increased γ with an increasing h. The standard
semivariogram models are typically fitted by Gaussian, spherical or exponential
model trend lines.

Figure 2.3.1 also visualise the three defining features of a semivariogram model.
After a certain distance h, the distance between the points in the compared data
pairs are so large that there is no influence between them. Statistically the covariance
is equal to zero at this point. This influence distance is termed range. The
corresponding γ value is at this point approximately equal to the variance. The
influence distance along the y-axis is termed sill. The nugget is the extrapolated
γ value at zero separation. The presence of a nugget is indicative of how good
the spatial continuity is in the data. In the case of Fig. 2.3.1, the nugget effect
indicates that there is a large variation of distances less than the sampling interval.

Figure 2.3.1. Experimental variogram plotted against semi-variance γ(h) on the y-axis
and distance h on the x-axis. From Caers (2011).

This short introduction to the variogram method is mainly inspired by Caers (2011);
Pyrcz and Deutsch (2014); Ringrose and Bentley (2015). Numerous geostatistical
textbooks describes this topic in greater detail with variating notations (e.g. Chilès
and Delfiner (2009); Isaaks and Srivastava (1989); Journel and Huijbregts (1978);
Lantuéjoul (2013)).

2.3.3 Kriging

Kriging was first developed and published by Matheron (1967), who named the
method after his student Daniel Krige. The method was used originally to estimate
ore grade in goldmines. Since then many variations and application areas of Kriging
have arisen. A broad range of geostatistical textbook reviews this topic, particularly
those who also reviews the Variogram (see Chap. 2.3.2). One of the better reviews
of the topic were written by Jensen et al. (2000), which has a text that is easy to
follow, but still sufficiently detailed.
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Kriging is a basic estimation method that utilise the information from the semivariogram
in order to estimate a petrophysical value for a untested spatial point. The
variogram, as described earlier, correlates data pairs as function of distance. The
Kriging estimator finds a set of wights for these points and uses them to estimate
measurements for untested points as a function of the geographical arrangements
of the samples.

A simple layout of an estimation problem is viewed in Fig. 2.3.2. From the data of
three wells marked Xi=1,2,3 it is desirable to find a property, Z∗, at the unmeasured
location, o. To do so, a common interpolation function can be used;

Z∗ =

n∑
i=1

λiZi (2.20)

where Zi are known values from the locations Xi and λi is the Kriging weight for
each well. These set of weights are determined by a Kriging estimator and should
obtain a minimum expected variance given the available known data points. After
that it is easy to calculate Z∗ (Jensen et al., 2000; Ringrose and Bentley, 2015).

Figure 2.3.2. Illustration of the
Kriging method, where o is the
unmeasured location. From
Ringrose and Bentley (2015).

The linearity of Zi simplifies the equation (2.20) and results in an approximate
normal (Gaussian) distribution of Z∗ (marked red in figure 2.3.2). The example
over is obviously also quite simplified with respect to how the Kriging weights are
estimated.

There are several estimation methods within Kriging, where Simple Kriging (SK)
is the mathematically simplest method. The method assumes that the mean value
and distribution are known and that they are statistically stationary (Ringrose and
Bentley (2015)).

The simplest problem is point-estimation. Under the assumption that the expected
value, m, is known, a new variable Z(x) = Y (x) +m with expected value equal to
zero can be assumed. The equation (2.20) can then be rewritten as

Y ∗ =

n∑
i=1

λiYi. (2.21)

Under the assumption that the equation is unbiased and the covariance C(xi, xj)
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can be used to express the new equation system for simple kriging as∑
j

λjC(xi, xj) = C̄(xi, xj). (2.22)

This equation system is solved as matrices with a Ax = b form. The weights, λ,
are then used in estimator;

Z∗ = Y ∗ +m =
∑
i

λiY (xi) +m =
∑
i

λi[Z(xi)−m] +m

=
∑
i

λiZ(xi) +m(1−
∑
i

λi) (2.23)

in order to find the estimated value for the unknown value Z∗. The point-estimation
procedure reviewed here is a shortened version from Ellefmo and Larsen (2013),
but e.g. Chilès and Delfiner (2009); Jensen et al. (2000); Mallet (2002) have much
more detailed reviews.

Kriging is a method which gives the best linear unbiased estimate (BLUE), and in
order to do that most applications of Kriging requires constrains. The Ordinary
Kriging (OK) and Universal Kriging (UK) methods uses such constrains. Cokriging
is a method that uses secondary data integration in the estimation. It means that
the estimator retrieve information from more than one node (e.g. well) at each
iteration during the estimation (Chilès and Delfiner, 2009; Jensen et al., 2000;
Pyrcz and Deutsch, 2014).

2.3.4 Algorithm choice

At the end of this chapter follows a few words about the algorithm choice concerning
geological reservoir modelling. The literature can be a bit confusing at this point
as it exists quite a few methods, which are implemented in numerous computer
softwares. Ringrose and Bentley (2015) have described the three distinct algorithm
directions; Object modelling, Texture-based methods and Pixel-based methods.
The majority of these methods are simulation methods, while Kriging is an estimator.

Object modelling uses, as the name indicates, objects or discrete shapes in three-dimensional
space to model major elements or group of elements (e.g. Bridge and Leeder (1979);
Deutsch and Wang (1996); Holden et al. (1998); Lantuéjoul (2013)).
Texture-based methods uses training images to recreate an desired architecture and
the more recent developments include multi-point statistical (MPS) algorithms (e.g.
Caers and Zhang (2004); Strebelle (2002)).

The umbrella term Pixel-based methods are those methods which uses a indicator
variagram to create the model architecture by assigning the model element types on
a cell-by-cell basis. The indicator variogram is just a variogram (Chap. 2.3.2) that
has been adapted for discrete variables. Common approaches include Sequential
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Indicator Simulation (SIS) (e.g. Journel and Alabert (1990); Seifert and Jensen
(1999)), indicator Kriging and various facies trend or belt methods.

However, in the literature most Pixel-based methods, truncated Gaussian simulation,
and often also MPS and Object-based models are referred to as just stochastic
models. Stochastic indicates that the algorithm provides several plausible reservoir
models (e.g. MacDonald and Aasen (1994); Srivastava (1994)). The Pixel-based
method Indicator Kriging and other Kriging estimators on the other hand are
deterministic methods, which provide just one model that honours the data deterministically.
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Chapter 3

Geology of the study area

The Gullfaks field is located within an area of approximately 75 km2, confined
within block 34/10 in the Norwegian sector of the North Sea (Fig. 3.0.1) (Fossen
and Hesthammer, 1998; Yielding et al., 1999). The field was discovered in 1978
and has been producing petroleum since 1986. Current licensees holders are Statoil
Petroleum AS (operator), Petoro AS and OMV (Norge) AS (NPD-Factpages,
2015).

There are three major reservoir units in the Gullfaks field; the Brent Group (Middle
Jurassic), the Cook Formation (Lower Jurassic), and the Statfjord Formation
(Lower Jurassic–Upper Triassic) (Yielding et al., 1999). This thesis will only focus
on the reservoir units of upper Brent Group. The main trapping mechanism is
tilted falut blocks (domino blocks).

Overlaying the Brent GP is the Viking GP (Upper Jurassic) and the base Cretaceous
(late Cimmerian) unconformity. The Viking GP is unevenly eroded through the
field, up to 100m Upper Jurassic shales are preserved in the hengingwalls in the
western part of the field (Fossen and Hesthammer, 1998). In this thesis the
Upper Jurassic sediments will simply be addressed as the Viking GP. The base
Cretaceous unconformity (BCU) represent a major time gap (up to 100 Ma) (Fossen
and Hesthammer, 1998) and separate the Jurassic depositions from the overlaying
Cretaceous deposits.

This chapter will serve as an introduction to the study area. Chapter 3.1 outlines
the geological setting of the northern North Sea and the Gullfaks Field. Chapter 3.2
outline the sedimentology of the Upper Brent Group (Ness and Tarbert Formation).
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Figure 3.0.1. Location map and East-West profile of the Gullfaks Field. From Fossen
and Hesthammer (1998).
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3.1 Geological setting

The Gullfaks field is located on the edge of the East Shetland Basin and western
flank of the Viking Graben. As can be seen from Fig. 3.0.1, this entire area is
strongly influenced by rifting events. A number of papers covering the structural
geology of the Gullfaks field and regional area have been published (e.g. Folkestad
et al. (2014); Fossen and Hesthammer (1998, 2000); Hesthammer and Fossen (1997);
Rouby et al. (1996)).

3.1.1 Northern North Sea

The North Sea Basin has been described as an interior fracture basin (Kingston
et al., 1983) and later as a failed rifts basin (Allen and Allen, 2013). According to
Allen and Allen (2013) failed rifts are defined as basins where the rifting was aborted
before the onset of seafloor spreading and the development of passive margins.
During cooling, failed rifts widen and post-rift sedimentary rocks onlap the previous
rift shoulders.

Figure 3.1.1. Schematic event
chart of rifting events in the
northern North Sea. From
Nøttvedt et al. (1995)

The structural framework of faults and
shear zones in the North Sea Basin was
formed during the Caledonian orogeny and
the subsequent extensional collapse of this
orogenic belt in the Devonian (Folkestad
et al., 2014; Fossen and Hesthammer, 1998).
Two post-orogenic lithospheric rift episodes
occurred, one during the Late Permian–Early
Triassic (Permo-Triassic) and one during the
Middle–Late Jurassic (see Fig.3.1.1) (Badley
et al., 1988; Gabrielsen et al., 1990). The details
regarding timing, extent and significance of the
Permo-Triassic stretching and the dating of the
Jurassic rifting have however been a matter of
debate (e.g Færseth (1996); Gabrielsen et al.
(1990); Roberts et al. (1995)).

During the Permian–Triassic phase of extension,
large tilted fault-blocks bounded by master-faults
with throws of the order of several kilometres
formed in a 150 km wide, North–South
oriented basin (Folkestad et al., 2014). During
the Jurassic rifting, were the master-faults
reactivated, in addition to new-formed faults
in a N-S to a NNE-SSW direction (Fig. 3.1.2)
(Færseth, 1996).

The Permo-Triassic event was significant
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(Roberts et al., 1995), however the late Jurassic deformations are more obvious
on commercial seismic and well data (Fossen and Hesthammer, 1998). The Middle
Jurassic Brent GP is likely to be mainly influenced by the later Jurassic extension
phase.

Allen and Allen (2013) suggest that there is a close relation between failed rift basins
and their sedimentary structure. The sediments deposited before a rifting event are
named pre-rift deposits, the deposits during a rifting event are called syn-rift and
the deposits after a rifting event are referred to as post-rift deposits. These sediment
deposition terms follow the three-stage rifting model (post-, syn- and post-rift),
commonly used to describe the late Jurassic extension phase in the North Sea (e.g.
Allen and Allen (2013); Folkestad et al. (2014); Nøttvedt et al. (1995)). According
to Allen and Allen (2013), is it typically a sedimentary evolution from non-marine
to shallow-marine in the syn-rift phase and deeper-marine in the post-rift phase.
Where the Middle Jurassic Brent Group fit into this rift sedimentation-pattern has
been a matter of discussion.

The Brent Group is deposited in a deltaic and shallow marine environment. In
Aalenian time, the thermal uplift of the "Mid North Sea Dome" created a regional
high at the triple junction between Viking Graben, Moray Firth and Central
Graben (Fjellanger et al., 1996). The erosion form this uplifted area is probably the
main sediment supply to the "Brent Delta", which progradated northward during
a lifespan of about 2 million years (Helland-Hansen et al., 1992). Following the
sedimentary evolution suggested by Allen and Allen (2013) the Brent GP can be
syn-rift sediments. Ravnås et al. (1997) states that the Brent Delta might not have
continued northward of 62◦ N because of the onset of the Jurassic rifting event.
The sediment distribution might have been limited by increased fault activity and
subsidence. Ravnås et al. (1997), including studies like Færseth (1996); Fjellanger
et al. (1996); Helland-Hansen et al. (1992), therefore suggests that the syn-rift
deposition began in the Bajocian Ness Formation (upper) [see Fig. 3.2.1 for
stratigraphic column].

Alternatively it has also been suggested that the onset of syn-rift deposition started
in Late Bajocian age with the Tarbert Formation (Davies et al., 2000; Johannessen
et al., 1995; Løseth et al., 2009), or that the entire Brent GP was deposited
before the late Jurassic extension phase (pre-rift) (Hampson et al., 2004; Jennette
and Riley, 1996). The limited extent of the Brent Delta might just partially be
influenced by the rifting event. It is possible that a relative sea-level rise and
exhausted sediment supply due to an over-extended delta front (Helland-Hansen
et al., 1992) were limiting, therefore the Brent GP could be pre-rift. Generally
the early phases of the Jurassic rifting is poorly understood (Davies et al., 2000).
Folkestad et al. (2014) found that the Gullfaks-Kvitebjørn megablock likely was
influenced by rifting in the lowermost part of Ness Formation, while at the East
Shetland Platform and Horda Platform the rifting probably was initiated later,
during the Tarbert Formation.
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Figure 3.1.2. Map of northern North Sea; rift zones formed during Permo-Triassic and
Jurassic extension. Red rectangle marks the Gullfaks field. Modified from Færseth
(1996).

3.1.2 Gullfaks

The NNE-SSW-trending Gullfaks fault block is a 10-25 km wide (first-order) fault
block (A to C on Fig. 3.1.3), located on the western flank of the Viking Graben.

Figure 3.1.3. East-West profile of the northern part of the Gullfaks Fault Block.
Dashed fault lines where it is poor seismic resolution. From Rouby et al. (1996).
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The Gullfaks Field occupies the eastern half of the Gullfaks fault block (B to
C on Fig. 3.1.3) (Fossen and Hesthammer, 1998, 2000). A eastward, low-angle
detachment fault (B on Fig. 3.1.3) underlying the Gullfaks reservoir has been
interpreted from a deep reaching seismic survey (Fossen et al., 2000; Rouby et al.,
1996). If present, Bale et al. (2008) suggest the detachment might have formed
as a response to gravitational instability after the main fault pattern had been
established during the Late-Jurassic.

The Gullfaks Field shows heavily internally deformation (Fossen and Hesthammer,
2000), which has been divided into three structural domains; the domino area,
horst complex (Fig. 3.1.3) and the transitional graben system in between (Bale
et al., 2008). Fossen and Hesthammer (1998) termed the transitional zone for an
accommodation zone (Fig. 3.0.1).

The domino region is located in the western part of the field and constitutes the
main part of the Gullfaks Field. This is where the main petroleum reservoirs are
located (Bale et al., 2008). These domino blocks are generally N-S trending fault
blocks (main faults) with a displacement in the range of 50-500 m, see Fig. 3.1.4
for development model. The block-bounding faults have a dip of 25-30◦ to the east
and the sedimentary strata gently dip to the west with about 15◦ (Bale et al., 2008;
Fossen and Hesthammer, 1998; Rouby et al., 1996).

Figure 3.1.4. Structural development of domino faults in the western area of Gullfaks.
From Petterson et al. (1990).

26



Minor faults within the N-S trending fault blocks have various orientation and
are likely the result of readjustments within the fault blocks (Bale et al., 2008).
Fossen and Hesthammer (2000) describe the main direction of the minor faults
as (1) N-S-striking minor faults sub-parallel (synthetic) to the main faults; (2)
E-W-striking minor faults; (3) diagonal; and (4) steep N-S-striking minor faults
antithetic to the main faults. Fossen et al. (2000) suggest that the first category
might be due to the detachment fault, which results in hangingwall collapse some
places. Type (2) and (3) are related to internal block deformation, while type (4)
is interpreted to be adjustment structures related to block-boundary conditions
(Fossen and Hesthammer, 2000). As pointed out by Fossen and Rørnes (1996) the
main faults are a direct result of the Jurassic extension phase, while the minor
faults are largely due to adjustment and extensional collapse.

The transitional accommodation zone in the central part of the field is significant
different from the horst and domino zones. It has a graben structure that can be
characterised as a collapsed anticline with a western-dipping western limb and a
subhorizontal to gently east-dipping eastern limb (Fossen and Hesthammer, 1998).
Sæland and Simpson (1982) interpreted the structure as the result of a "keystone"
collapse.

The eastern part of the field have a horst complex structure, which is considerably
steeper then those in the domino area. The dips are both east- and west-dipping
(about 60-70◦) and the sedimentary strata is almost planar (Fossen and Hesthammer,
1998). The central and eastern parts of the Gullfaks field were heavily eroded
during the Cretaceous transgression (Bale et al., 2008; Petterson et al., 1990). Due
to the uplift of the Statfjord formation, the Brent and Cook reservoirs have been
eroded away in the eastern part of the field (Petterson et al., 1990).
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3.2 Lithological description of selected interval

The Middle Jurassic Brent GP consists of the Broom, Rannoch, Etive, Ness and
Tarbert formation (from oldest to youngest, see Fig.3.2.1). Only the upper Brent,
Ness and Tarbert formation, is characterised in detail here. The depth of the Brent
GP varies through the Gullfaks field, but the top of the group is located from depth
1800 to 2000m. The field is well explored, according to the NPD-Factpages (2015)
there are 28 exploration wells and numerous development wells drilled into the
Gullfaks field.

Figure 3.2.1. Stratigraphic column from Middle to Upper Jurassic. Modified from
Husmo et al. (2003).

3.2.1 Ness Formation

A general description of the Ness formation is given by Richards et al. (1993), as
heterolithic with interbedded siltstone, sand, mudstone and coal. The sedimentological
structure of the lower sandstones are seen as thin bedded, parallel laminated,
ripple laminated, or hummocky cross-laminated. The upper sandstones are thicker
(up to 5m) than the lower unit, and have cross-bedding, ripple lamination and
parallel lamination. Additionally bioturbation and micaceous sand occur. The
mudstone are structureless and contain plant fragments and root traces. Coals in
the centimetre scale are found throughout the formation, particularly in the lower
part.

At the Gullfaks field, the Ness formation shows a general thinning from south to
north (135 to 82 m) (Olaussen et al., 1992). Figure 3.2.2 gives an example of how
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the Ness formation in cores looks at the upper part and the lower part of the filed.
Petterson et al. (1990) notes the base Ness formation at the first occurrence of a coal
bed over the clan, Etive sands. A three-fold subdivision of the Ness formation has
been used to describe the formation (Richards et al., 1993), where amongst others
Petterson et al. (1990) and Olaussen et al. (1992) have focused on the Gullfaks
field.

The lowermost unit, N-1, is from 5 to 35 m in thickness. It has some minor
ripple-laminated and crossstratified medium- to fine- and sporadically coarsegrained
sandstones. Mainly the unit is heterolithic with laminated clay- and siltstones,
dominated by coals, root zones and some siderite nudles.

The N-2 unit range from 34 to 56 m in thickness. It is dominated by three to
five coarsening-upward sequences grading from claystone to micaceous fine- to
medium-grained sandstones. The sandstones are ripple-laminated, locally with
mudstone drapes. These sands have a good reservoir quality (Olaussen et al.,
1992).

According to Petterson et al. (1990) the common occurrence of soil profiles with
siderite is typical for the N-3 unit. The N-3 unit comprises thick coal beds,
mudstones, sandstones, and coarsening- as well as fining-upward sequences (Olaussen
et al., 1992).

Figure 3.2.2. Left: Upper Ness (N-3), well 34/10-14 at 1916-1921m, north-middle part
of Gullfaks. Possible soil profile with coal beds. Middle: N-2, well 34/10-34 at
2087-2092m, Gullfaks west. Heterolithic, bayfill sandstone with small-scale hummocky
stratification. Right: Lower Ness (N-1), well 34/10-1 at 1824-1827m, southern Gullfaks.
Shows a crevasse spilled over a thick coal-mash layer. From NPD-Factpages (2015).
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Interpretation

The depositional environment interpreted from the Ness formation by Olaussen
et al. (1992) correlates relatively good with the interpretations done by Mjøs (2009)
and Folkestad et al. (2014).

The lower Ness, N-1, lower delta plain environments containing swamp and lagoon
deposits with crevasse splay and distributary channel sands. Middle Ness, N-2,
represents bayfill, crevasse splays, and mouthbar deposits. Upper Ness, N-3, represent
delta plain deposits with soil development, peat deposits, fluvial channels, and
interchannel deposits (Olaussen et al., 1992). In figure 3.2.6 the stratigraphic
column and the separation of the three units is shown.

The Ness facies tract has been interpreted as coastal plain deposits (Johannessen
et al., 1995; Mjøs, 2009), while Olaussen et al. (1992) and Petterson et al. (1990)
uses the term delta plain specific for Gullfaks. The bays at Gullfaks have probably
been more protected than the more northern parts of the Tampen Spur area, leading
to the development of lagoonal to palaeosol conditions. The upward coarsening
sandstone sequences in N-2, represents interdistributary bay fill, which has good
reservoir quality. Both the lower and upper part of the Ness formation have to
some degree been influenced by fluvial channels. According to Petterson et al.
(1990) the lower part have low-sinuosity distributary channels, which locally can
be in connection with the underlying Etive Formation. The fluvial channels in
N-3 are rarely, and only locally, in connection with N-2. Where the upper Ness is
uneroded, it is a laterally persistent permeability barrier across the Gullfaks Field.
The vertical permeability communication in the Ness formation is overall low, as it
can be seen from Fig.3.2.3, compared to the other formations in the Brent Group.

Figure 3.2.3. Stratigraphic and permeability column of the Brent Gp. "B" is the
Broom Formation. Modified from Hesthammer and Fossen (1997).
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3.2.2 Tarbert Formation

Richards et al. (1993) generally describe the Tarbert member as consisting of
grey to brown, relatively massive fine to medium grained, locally calcite-cemented
sandstone with subordinate thin siltstones, mudstones and coals. The formation
is found over much of the East Shetland Basin north of about 60◦ 30’N, although
locally it might be absent due to erosion. Eroded sections occur mostly in the
crest of tilted fault-blocks. Helland-Hansen et al. (1992) recognises the bottom of
the Tarbert Formation by the first appearance of shoreline sediments (deltafront
or shoreface/foreshore) above the continental deposits of the Ness Formation.

The Tarbert formation at the Gullfaks field has also sustained erosion, where the
formation is present locally in the western part of the field (the domino-area from
chapter 3.1.2) (Petterson et al., 1990). Olaussen et al. (1992) describe the formation
as up to 115 m thick, of stacked sandstone bodies with interbedded mudstones,
siltstones, and thin, often extensive coal beds. Calcite cementation is common,
particularly in the upper part of the formation. Figure 3.2.4 gives an example of
how the lower Tarbert formation looks like in cores. Unfortunately is the NPD
core-photo collection of the Tarbert formation at the Gullfaks field of poor quality.

Figure 3.2.4. Lower Tarbert formation at well 34/10-34, depth 2042-2047m.
Bioturbated, planar to low-angle laminated sandstone. From NPD-Factpages (2015).
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Interpretation

The lower part of the Tarbert formation (T-1) at the Gullfaks field has been
interpreted to have deposits associated with tidal flat and shoreface environment
(Petterson et al., 1990), mainly backbarrier lagoonal, delta marsh, and mouth bar
deposits (Olaussen et al., 1992). The lower unit represent a permeability barrier
that covers most of the field (Petterson et al., 1990).

The upper unit (T-2) is interpreted to consist mainly of foreshore and shoreface
sequences, probably of beach and barrier island origin (Olaussen et al., 1992). Thick
clean sand with very good reservoir qualities are found locally (Petterson et al.,
1990).

The Tarbert Formation at Gullfaks field is interpreted to be a shallow marine
sandstone sequence deposited during a relative rise in sea level (Fig.3.2.6). The
Tarbert Formation represents the retreating part of the Brent delta (Folkestad
et al., 2014). The facies differentiation is expressed by the development of a
wave-storm dominated shoreface facies tract during the progradational-dominated
phase and a tidal bay-barrier complex facies tract during the succeeding aggradational
phase (Mjøs, 2009).

The lateral facies variations have been affected by the fault activity in the area,
as discussed in chapter 3.1. Folkestad et al. (2014) discussed that particularly
the rotation of the Permo-Triassic fault-blocks might have given an asymmetric
subsidence pattern along the coastline. The asymmetric subsidence could have led
to the estuary development of high-subsidence and accommodation space in the
hangingwall parts, while the footwall parts of the fault blocks would have been
more wave-reworked and had less subsidence (e.g. Fig. 3.2.5).

Figure 3.2.5. Illustration transgressive
environment of Tarbert and Ness.
34/10-A-11 is a well in the Gullfaks field.
Shoreline at the footwall area (34/8-1)
extends further into the basin, whereas
the hangingwall area (34/7-22)
experienced transgression. From Folkestad
et al. (2014).
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Figure 3.2.6. Stratigraphic column of Brent GP with interpretations compared to
resent deltaic depositional systems. From Olaussen et al. (1992).
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Chapter 4

Conceptual Geological Model

A conceptual model can be described as a synthesis of the modeller’s understanding
of the reservoir based on the available data (Bjørlykke, 2010). A conceptual model
can also be described as an environmental model with uncertainties (Refsgaard
et al., 2006). Common for conceptual geological models is that they focus on
(model)elements that are present in the data or expected in a specific environment.
Faulting events were discussed in Chap. 3.1.

4.1 Morphology and sequence stratigraphy

The lithological descriptions and interpretation of the Ness and Tarbert in Chapter
3.2 is not very detailed. Few authors have reviewed the lithology of Gullfaks in
detail, but rather focused on facies descriptions.

The description of the Ness formation is relatively unproblematic; the depositional
environment can be interpreted as a wave and fluvial dominated delta, where
the fluvial component is dominant. However, the interpretation of the Tarbert
formation is a bit more unclear. The interpretation of Tarbert references to backbarrier
lagoon and barrier island which are typical elements in an estuary marginal-marine
environment. Olaussen et al. (1992) interpreted the Tarbert formation as a wave-tidal
dominated delta, as it can be seen in Fig. 3.2.6.

Delta and estuary can be defined with alternating meaning in the literature, it will
therefore be useful to define these concepts closer as they are used in this thesis. A
delta is defined by Bhattacharya (2006) as; "discrete shoreline protuberances formed
where a river enters a standing body of water and supplies sediments more rapidly
than they can be redistributed by basinal processes, such as tides and waves" (p.
237). Indicating that all deltas are river-dominated and deltas are fundamentally
regressive in nature. The major morphology elements of deltas consist of a terrestrial
part strongly influenced by a fluvial environment and delta plains. The coastal
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area of the delta contains of the delta front and the lobes influenced by wave
and potentially tidal forces (Fig. 4.1.1A). Idealised logs of fluvial, tidal and wave
dominated delta is portraied in the lower part of Fig. 3.2.6. The major fluvial
morphological elements are portrayed in Fig. 4.1.2 (see e.g. Bridge (2006); Bridge
and Leeder (1979); Walker and Cant (1984)). An example of a major modern wave
dominated delta is the Niger delta (Fig. 4.1.1B).

Figure 4.1.1. A(Left): The major areal elements in a delta. From Bhattacharya
(2006). B (Right): Niger delta, modern analogue of a wave dominated delta. Photo
from NASA.

Figure 4.1.2. Morphological elements in a fluvial system. Here portrait as a block
diagram of a meandering river system. From Walker and Cant (1984).
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An estuary is defined by Dalrymple et al. (1992) as; "the seaward portion of
a drowned valley which receives sediment from both fluvial and marine sources,
and which contains facies influenced by tide, and fluvial processes; the estuary is
considered to extend from the landward limit of tidal facies at its head to the seaward
limit of coastal facies at its mouth" (p. 1132). Figure 4.1.3 shows the morphological
elements in an idealised wave dominated estuary. Figure 4.1.4 gives a schematic
overview of different marginal-marine environments with respect to transgressive
and regressive systems.

Figure 4.1.3. Morphological elements from a wave-dominated estuary in plain view
and section. From Dalrymple et al. (1992).

Figure 4.1.4. Marginal-marine environments, the transgressive estuary on top and the
prograding/regressive delta below. From Boyd et al. (1992).
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Figure 4.1.5. A (Upper): Chart with biomarkers and system tracs Brent Group. B
(Lower): S-N cross-section of the Brent and Vestland deltaic systems, well 34/10-17 is
Gullfaks South. Abbreviations: HST - Highstand Systems Tract, TST - Transgressive
Systems Tract, SMST - Shelf-Margin Systems Tract, LST - Lowstand Systems Tract.
Formation names: H - Heather, T - Tarbert, N - Ness, E - Etive, R - Rannoch, B -
Broom, O - Oseberg. From Fjellanger et al. (1996).
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The Jurassic strata were deposited during a long-term global transgression that
began in the Triassic and the entire first-order cycle lasted approximately 250
Ma (Hallam, 1977; Haq et al., 1987). As for the second order regressive and
transgressive cycles, Graue et al. (1987) found that the Brent GP consist of three
complete cycles.

Several articles discuss the sequence stratigraphy of the Brent GP, amongst others
Davies et al. (2000); Fjellanger et al. (1996); Folkestad et al. (2014); Helland-Hansen
et al. (1992); Mjøs (2009). It is a census amongst these authors that the Ness
Formation entirely or mostly, belongs to the upper part of the progradational Brent
delta and Tarbert belong to the retrogradational part of the delta. From Fig. 4.1.5
it can be seen that the Tarbert formation and partially the upper part of the Ness
formation is marked in a Transgressive Systems Tract (TST), which would indicate
a estuary dominated environment from the definitions above.

4.1.1 Mesaverde Group

The Mesaverde Group in Campanian, Colorado is a good outcrop analogue to
the Brent Group both in size and in depositional environment, particularly to the
Tampen Spur area of the North Sea (e.g. Doligez et al. (1999); Eschard et al.
(1993); Fält et al. (1989)). Observing a fitting outcrop, and preferably modern
analogues, gives geological inside into the field, and constitute an important element
in developing a conceptual model. The outcrop study can help determine probable
(unseen) structures and morphological elements that can be hard to obtain just
from the field data.

The terrestrial, littoral and marine deposition of the Mesaverde Group constitute
of a regressive and transgressive wedge of Campanian age. Eschard et al. (1993)
have correlated the costal plain series of the Menefee formation with the Ness
formation. Eschard et al. found that the Menefee formation had more fluvial
depositions than the Tampen Spur area, which shows extensive lagoon deposits.
The Cliff house sandstone correlates well with the Tampen Spur Tarbert Formation.
The Cliff house sandstone was interpreted as shoreface sandstones deposited under
storm-dominated conditions with a landward stepping stacking pattern (Fig. 4.1.6).

From the observations of the Mesaverde group it was deducted that transgression
accompanies a base-level rise in the coastal plain settings, which for the Ness
formation indicates that sandy lagoonal deposits are time-equivalent with transgression
events. The landward stepping of littoral genetic units in the Tarbert Formation
induce a widespread mudstone or low permeability layers that acts as vertical
permeability barriers within the reservoir.
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Figure 4.1.6. Cliff house sandstone, an analogue to the Tarbert formation, shows
landward stepping stacking pattern. From Eschard et al. (1993).

4.2 Facies model

The lithological information about the Ness formation in 3.2.1, mainly is indicative
of a continental environment, e.g. coal beds, soil beds and root zones. The water
present during deposition is probably confined to fluvial channels, lagoons and
possibly lakes. Looking at the morphological elements in a delta (Fig. 4.1.1), lower
delta plain looks like a valid interpretation.

Went et al. (2013) suggest four main facies for the Ness formation (Fig. 4.2.1);
lagoonal/lake margin, lagoon, peat swamp and fluvial channel.

The lagoonal/lake margin facies (no. 7.) contains the typical cross-laminated
sandstones, that also can be found in fluvial elements as crevasse splays and
the levee. Lagoon facies (no. 8.), also include bay fill, and typically has a very
heterolithic strata with convolute or deformed bedding. Peat swamp coal (no. 9.)
often is associated with lagoon facies (no. 8.). With the environment described
in the faices over, defining the channels as mainly fluvial seems reasonable (no.
10.). However, it is possible that some of the channels closer to the delta front are
dominated by tidal and wave influence.

An alternative facies characterisation of the Upper Ness surface at the Gullfaks
field, can be found in the Fig. 4.2.2A. This facies architecture is fluvial and include
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Figure 4.2.1. Facies architecture of the Upper Brent. From Went et al. (2013).

main elements that correlates with Fig. 4.1.2. The background floodplain facies
would be relatively similar to the peat swamp coal (no. 9.) facies, and probably
would include parts of the lagoon facies (no. 8.). The fluvial channel facies (no.
10) is equivalent in the figure below. The lagoon/lake margin facies (no. 7.) is
split into levee sand, crevasse splay and channel margin.

The Tarbert formation has been more challenging to place in a depositional environment.
The literature discussing sequence stratigraphy (references in Chap. 4.1) presents
different parasequence boundaries for Tarbert, indicating that on a regional scale
(northern North Sea), the Tarbert formation has significant lateral variations.
Lateral variations within the Gullfaks Field, e.g. the northern, central and southern
parts, can be possible.

Went et al. (2013) suggested in Fig. 4.2.1 two marine shelf facies; bioturbated shelf
sandstone (no. 11.) and storm wave dominated distal self sandstone (no. 12.). The
core sample in Fig. 3.2.4, could belong to the bioturbated shelf sandstone facies.
However, based on the general lithology descriptions in Chap. 3.2, it appears
that the Tarbert formation at Gullfaks is located more landward relative to Went
et al. (2013) findings. The entire sequence appears to have been deposited in
shallow water or coastal- plain environments close to a palaeoshoreline. It is here
conceptualised that the Tarbert Formation can be described as a bay-head delta
(see location of bay-head delta within the wave-dominated estuary in Fig. 4.1.3).

Based on these observations and assumptions it is conceptualised that the Tarbert
formation includes a foreshore, an upper shoreface and a lower shoreface facies. A
tidal influenced lagoonal facies, which probably can be subdivided into a distal tidal
influenced and a proximal tidal influenced subfacies. In the lithology description
it is referenced to thin coals and what Helland-Hansen et al. (1992) describes as
continental ’Ness-like’ deposits. Indicating that the peat swamp coal facies (no.
9.) in association with the more continental lagoon facies (no. 8.) from the Ness
formation, also appears in the Tarbert formation. The channel facies in the Tarbert
formation would be mainly fluvio-estuarine channels.
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An alternative facies characterisation of the Upper Tarbert surface at the Gullfaks
field, can be found in the Fig. 4.2.2B. It is based on fluvial facies, like in Fig.
4.2.2A. The channel sands in this figures is considerably wider than for the upper
Ness. The is a considerable build up of channel sands along the North-West edge
and central part of the field. It is also more levee sand facies and less background
floodplain facies at the upper Tarbert than the Upper Ness. The log in Fig. 3.2.6
marks both the Upper Tarbert and Upper Ness as quite similar, described as delta
marsh in the figure, indicating that Fig. 4.2.2B possibly portrays some "Ness-like"
deposits. Generally, a fluvial facies division of the Tarbert formation can be a bit
misleading and is probably not representative for the entire formation.
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Figure 4.2.2. A (Upper): Topographic view of Top Ness. B (Lower): Topographic
view of Top Tarbert. Both with assigned facies; Background floodplain (green), Levee
sand (orange), Channel sand (yellow), Crevasse splay sands (blue), Channel margin
(purpel). From PETREL model, made available by D. Harishidayat, unpublished.
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4.3 Petrophysical model

In Chap. 2.2 it was discussed how lithology and sedimentary structures strongly
affect the results of petrophysical measurements. Particularly permeability measurements
often can be read as a log indicating lithology and to some degree sedimentary
structure. In Chap. 2 petrophysical values were mainly discussed on core or
lamina-scale, in this chapter the focus is formation scale.

The facies and their associations as discussed in the previous chapter, can be used
to say something about the relative relation of petrophysical properties. Quite
intuitively it can be predicted that the peat swamp, floodplain and general tidal
influenced lagoonal facies (Tarbert), would have a considerably low porosity and
permeability values than for instance crevasse splay, foreshore and shoreface facies.
This prediction is based on how much mud it is expected to be present in each
facies.

In order to conceptualise what kind of petrophysical values and distribution that
is to expect in the field, it can be useful to look at the corresponding petropysical
plots to Fig. 4.2.2. Fig. 4.3.1 shows the porosity and the permeability of the
Top Ness surface and Fig. 4.3.2 shows the petrophysical values of the Top Tarbert
surface. These figures are based on the same core data as used in this thesis, but
the total amount of input data in these models are considerably larger than what
is used here.
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Figure 4.3.1. A (Upper): Topographic view of Top Ness, with assigned porosity
values. B (Lower): With assigned permeability values. From PETREL model, made
available by D. Harishidayat, unpublished.
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Figure 4.3.2. A (Upper): Topographic view of Top Tarbert, with assigned porosity
values. B (Lower): With assigned permeability values. From PETREL model, made
available by D. Harishidayat, unpublished.
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Chapter 5

Geomodeling tool

A three-dimensional (3D) reservoir model can have different purposes, for instance
it can be built for visualisation, well planning, fluid simulation and improved oil
recovery. The reservoir model discussed in this thesis is a fit-for-purpose model,
with the purpose of characterising petrophysical properties. Ringrose and Bentley
(2015) describe the overall aim for reservoir modelling as; "to capture knowledge
of the subsurface in a quantitative form in order to evaluate and engineer the
reservoir" (p. 62). A reservoir model is not a true representation of the subsurface,
but rather a simplified model with elements of the truth obtained from measurable
input data and geological knowledge. As Box and Draper (1987) stated, "essentially,
all models are wrong, but some are useful" (p. 424).

Geomodelling defines the topology, geometry and physical properties of geological
objects by using mathematical methods (Mallet, 2002). A broad variety of computer
packages for geomodelling and reservoir modelling exist, all with slightly different
approaches and user area. In this thesis the software Leapfrog Geo1 is used as
modelling tool. Leapfrog Geo is a commercial available software that uses a
deterministic modelling approach.

The aim of this chapter is to review the workflow and the data used is the modelling
process.

5.1 Workflow

The overall workflow covered in this thesis is illustrated in Fig.5.1.1. The figure
is inspired by Ringrose and Bentley (2015), and is the first part of the general
workflow diagram for a fit-for-purpose model. The aim for this thesis coincides with
the purpose of this reservoir model; to characterise the petrophysical properties,

1Leapfrogr is a software developed by ARANZ Geo Limited.
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porosity and permeability, of the Upper Brent GP at Gullfaks. Property modelling
is the step where petrophysical properties is assigned to the cells of the reservoir
model (Bjørlykke, 2010). The model is not built for any other application than
petrophysical characterisation. The geological conceptual model was discussed in
Chap. 4 and in this chapter is the focus on how the reservoir model is built.

Figure 5.1.1. Overall workflow covered in this thesis.

There is a reason behind pointing out the overall workflow; no reservoir model
should be built without a clear defined purpose. The purpose of the model should
always be the foundation that the algorithm choice (Chap. 2.3.4) is based on. The
purpose of the model also determines what kind and which amount of geological
information should be included in the model.

In this case, the main data source are from core samples, of which the data can be
considered deterministic. A deterministic algorithm choice is justified under the
assumption that the available geological data is sparse.

5.1.1 Leapfrog Geo

Leapfrog Geo is a three-dimensional (3D) geological model software package, developed
for mineral resource exploration. The main advantage of this software is that it
accepts borehole data as a main data source and allows the user to construct a
model relatively fast. The general data processing workflow in Leapfrog Geo is
shown in Fig.5.1.2.

The software uses radial basis functions (RBFs, after Hardy (1971)) to interpolate
the data in the 3D space. The RBFs are global interpolation methods, which means
that the interpolation is dependent on all the data points. One of the benefits of
RBFs is that they can provide smooth surface interpolations (Cowan et al., 2002).
The surfaces in the model are constructed as finite approximations with infinite
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Figure 5.1.2. Leapfrog Geo workflow scheme. From Cowan et al. (2002).

details which are implied to exist in a continuous volume function. In other words,
Leapfrog Geo is a implicit modelling tool (Cowan et al., 2003).

Carr et al. (2001) described the mathematics behind the radial basic function
interpolation process. The goal is to approximate the signed-distance function

f(x) by an interpolant s(x). A distinct set of nodes X =
N∑
i=1

{xi} ⊂ R3 and a set of

functions values {fi}Ni=1 ⊂ R can be used to find an interpolat s : R3 → R, such
that

s(xi) = fi, i = 1...N. (5.1)

Points x ∈ R3 is here denoted by x = (x, y, z).

A RBF is an equation of the form

s(x) = p(x) +

n∑
i=1

λiφ(|x− xi|), (5.2)

where p is a polynomial of low degree and the coefficients λi are real numbers. The
points xi are in this case the centres of the RBF.

The basic function φ is a real valued function on [0,∞), usually unbounded. For
fitting a smooth function of two variables the thin-plate spline of φ(r) is used as

φ(r) = r2log(r), (5.3)

where r is the radius. Other common basic functions includes the multiquadric
φ(r) =

√
r2 + c2 used for e.g. fitting topographic data and the Gaussian φ(r) =

exp(−cr2) for e.g. neural networks.For fitting functions of three variables biharmonic
φ(r) = r and triharmonic φ(r) = r3 splines can be used.

The benefit of using RBFs on scatter data is that the associated system of linear
equations is guaranteed to be invertible and the RBFs do not require the data to
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line on a regular grid. However, the coefficient λi can not be an arbitrary number.
Equation (5.2) imply that there must be orthogonality or side conditions. Here
the side condition imposed for the coefficient λi of all the polynomial p(xj), can be
written as;

n∑
j=1

λjp(xj) = 0. (5.4)

Equation (5.4) is the same as the Kriging estimator in equation (2.20), indicating
that λj is Kriging weights.

The RBF interpolation uses linear weighs in the exact same way as in Kriging.
The difference between Kriging and RBF interpolation is that Kriging uses the
covariance function obtained from a variogram, while RBF uses a basic function
that is chosen from a standard set (Cowan et al., 2003).

An alternative to using RBFs in order to generate meshes (see Chap. 5.3.1) is
the Delaunay triangulation. The Delaunay triangulation generates unstructured
meshes of triangles that can be used in interpolation, the finite element method
and the finite volume method. While RBF is an implicit method, Delaunay
triangulation works in the finite element domain. The idea behind the method is
that within a finite point set S in the plane, a triangle within a circle with a fixed
circumcenter and circumradius can be designed. The ratio between the triangle’s
circumradius and the length of its shortest edge should be as small as possible.
Any number of points in S can lie on a Delaunay triangle’s circumcircle, but the
circumcircle in itself can not contain any points. The principel is illustrated in
Fig. 5.1.3. Horizontally spaced scatter data yield the best result when generating
meshes. More detailed reviews of the Delaunay triangulation method can be found
in e.g. Lee and Schachter (1980); Shewchuk (2002).

Figure 5.1.3. Illustration of Delaunay triangulation. From
http://www.geom.uiuc.edu/~samuelp/del_project.html.
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5.1.2 Generic approach

The generic approach used in this reservoir model is data-driven. Ringrose and
Bentley (2015) discuss the data driven approach compared to a more concept-driven
approach to reservoir modelling. In the data driven approach the data analysed and
statistical guidelines are drawn. These guidelines are input to the statistical model
of the reservoir, which is implemented by statistical algorithms. The outcome of
the algorithm is a model, which can be interpreted and a forecast emerges (Fig.
5.1.4).

The data driven approach closely resembles the default path in reservoir modelling.
Because of the algorithm and computer software chosen in this thesis, the user’s
possibility to alter the outcome of the modelling process is generally low. The result
of the algorithm is one strongly deterministic model. If a stochastic algorithm
was chosen instead a more concept-driven approach could be implemented. The
algorithm produces several probable models, where the model closest to the conceptual
model could be chosen.

Figure 5.1.4. Data-driven generic approach. From Ringrose and Bentley (2015).

In the following chapter, Chap. 5.2, the input data to the model is introduced. The
point-data from seismic constitute the framework of the model; surfaces and faults.
The wells are then placed into the model with their assigned properties. In Chap.
5.2, the estimated data is resulting from the statistical algorithm introduced.
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5.2 Input parameters

All the data in the Gullfaks model is implemented as data points (scatter-data), and
is constituted of 7 surfaces (Fig. 5.2.2), 22 faults and 14 wells (Fig. 5.2.1) in total.
The formations that are examined in this thesis is the Ness and Tarbret formation.
The Ness FM is split into two, the Upper and Lower Ness. The Tarbert formation is
here divided in three parts; Tarbert Lower, Middle and Upper formation. The BCU
(Base Cretaceous Unconformity) surface is included because the faults terminate
against this surface, but the volume here termed the "Viking GP." is not analysed.

Figure 5.2.1. Topographic overview of the Gullfaks Field at Top Tarbert, notice the
well placements. The grey areas are fault zones. From PETREL model, made available
by D. Harishidayat, unpublished.
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5.2.1 Structural data

Figure 5.2.2. Formations
and surfaces in the Gullfaks
model.

The structural data constitute the framework of the
model and originates from a seismic survey. The
surfaces and faults are implemented as scatter-data
with coordinates (East, North, Z), where Z is the
depth in meters.

The database of where the data was retrieved is
designed for the PETREL software. Therefore, the
data was manipulated and transferred from Excel files
into Leapfrog Geo. Each surface and fault constitute
of several thousand coordinate points.

A screenshot from Leapfrog Geo is visible in Fig.
5.2.3. Each of the surfaces are entirely made up of the
scatter-data. On the south-eastern side of the figure
it appear like the layers overlap in the same points.
Below the model is the point-surfaces listed with their
corresponding colours. On the left side of the figure
all the surfaces and faults are listed. The BCU point-surface is a relatively plain
surface that obstruct the view of the underlying morphology, and is therefore not
included in the figure below.

Figure 5.2.3. Leapfrog Geo screen: Surfaces from scatter-data. BCU not included.
The z-axis is magnified to enhance visibility.
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The 22 faults, as seen in Fig. 5.2.4, were implemented in the same manner as
the point-surfaces. The direction of the faults are mainly in an N-S to a NE-SW
direction.

Figure 5.2.4. The faults from the point-data, with their corresponding names.
Implemented on Top Tarbert surface.
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5.2.2 Well data

The data files containing well data were organised as "Collar" (Start point of each
well), "Survey" (well trajectory) and "PoroPerm" (petrophysical data). The wells
are implemented in the model with a start point defined by coordinates (East,
North, Depth). The well names (hole-id) and their starting coordinates can be
found in Fig. 5.2.5A. The input requires a maximum depth value, which only
requires a depth large enough so that the necessary data is not cut from the model.
The distribution of wells in the model is plotted in Fig. 5.2.5B.

Figure 5.2.5. A (left): Name of each well (hole-id) and start coordinates as
(x,y,z)=(East, North, Depth) after ED50-UTM 31N coordinate system. The list include
an arbitrary maximum depth of the well. B (right): Plot of the well points in Leapfrog
Geo. C-group located to the west, B-group in North-East and A-group in South-East.

The wells are defined from the BCU surface and to the Top Etive surface and
requires a defined well trajectory. The trajectory is plotted as point-coordinates of
(depth, dip angle, azimuth) for each of the wells. The depth is the measured depth
in the well, which means that it starts at zero at the defined start-point at BCU.

When the wells are defined, the petrophysical data can be assigned to each well
(shown in Fig. 5.2.6). In figure 5.2.6A, the porosity scale look a bit unusual, but
300x10−3 is the same as 0.3 or 30%. The scale for permeability, Fig. 5.2.6B, is in
millidarcy (mD).

The petrophysical values are measured every 0.5 m along the core, which is a
relatively dense sampling interval. Most of the wells have a length around 60-70
m, but the C-group of wells are considerably longer. The longest well is C4, which
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Figure 5.2.6. A (Upper): Well points of porosity. B (Lower): Well points of
permeability in unit mD. The z-axis is magnified to increase visibility.

is close to 500 m deep measured along the well. The A- and B-group of wells are
located on a local heights, as it can also be seen from Fig. 5.2.1. The formations
thickens towards the C-group of wells. The well trajectory also affect the measured
depth, whereof some of the wells in the model do not reach the Top Etive surface
(e.g. B4.).

The distribution of petrophysical properties with respect to number of occurrences
for all the wells can be seen in Fig. 5.2.7. The porosity properties are more
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Figure 5.2.7. A (Left): Histogram of porosity properties. Porosity value along the
x-axis and number of occurrences long the y-axis. B (Right): Histogram of permeability
properties. Permeability value [mD] along the x-axis and number of occurrences long the
y-axis.

evenly distributed than the measured permeability values. The majority of the
permeability values are relatively low and few high values. A permeability and
porosity property plot as a function of depth is a good way to get an overview of
the well data. In Fig. 5.2.8 the well A10 is plotted, the plot is read in the same
was as wireline logs. Both plots indicates peaks of a very good quality reservoir
rock, from ∼0-20 m depth. Below that the quality is poor. Plots for all the wells
are located in Appendix A.
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Figure 5.2.8. A (Upper): Well A10: Porosity versus depth [m] plot. B (Lower):
Permeability [mD] versus depth [m] plot.
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5.3 Estimated parameters

Modelling software often behaves as a "black box". The program is fed input
parameters by the user and the program returns an output. However, what happens
in between can be somewhat diffuse. In this chapter the main elements in the
modelling process are reviewed.

5.3.1 Meshes

The scatter-points which was implemented in the model needs to be connected, this
is done by interpolation. By default Leapfrog Geo utilises the radial basic function
(RBFs, Chap. 5.1.1) as an interpolator and the standard type is calculated based
on a linear variogram model. An alternative mesh type is formed by Delaunay
triangulation (Chap. 5.1.1). The result of the interpolations is referred to as an
iso-surface.

In Fig.5.3.1A the RBF method in Leapfrog Geo has been used to form an iso-surface
of Top Etive. The resulting mesh can be seen as grey in the figure, it is very
unevenly distributed. There is a higher density of scatter-points in the middle of
the surface compared to the edges and the mesh is adoptive to the point density.
According to Royer et al. (2015), a 3D implicit function is generally defined at the
nodes of a tetrahedral or hexahedral mesh. The mesh in this case has a tetrahedral
shape (Fig. 5.3.2), with a large variation in sizes depending on the distance between
the connected nodes. The standard set variogram model used in the RBFs, which
is underlying in all the formation iso-surfaces, is based on having the properties of
range=3000, sill=600, and no nugget effect.

Figure 5.3.1. A (Left): Iso-surface from radial basic function. B (Right): Triangulated
Iso-surface. Both figures show the Top Etive surface.

Alternatively, a triangulated mesh distribution can be chosen for the iso-surfaces,
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shown in Fig. 5.3.1B. An example of the shape of a triangulated mesh can be
seen in Fig. 5.3.2). This mesh is relatively evenly distributed and more uniform
in size. The triangulated mesh also preserves the original form of the surface and
particularly the fault zones are drastically improved.

Figure 5.3.2. Mesh grids formed by different node placement. From Royer et al.
(2015).

Even though the triangulated iso-surface look better than the RBF mesh, it is first
when the faults are implemented that the major difference appears. Fig. 5.3.3A
shows how the iso-surface behaves between the faults under a radial basic function
formed mesh. The surface bows out on the outer side of the fault before it bows
out on the inside again with a "S"-pattern. The triangulated iso-surfaces on the
other hand share the common points with the fault, Fig. 5.3.3B, and divide the
iso-surfaces in segments. All the formation iso-surfaces are therefore implemented
with triangulated meshes, because this method yields the best result.

All the fault iso-surfaces are interpolated by the radial basic function. By default
Leapfrog Geo assign alternating standard set variogrammodels to each fault dependent
on their length and morphology.
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Figure 5.3.3. Iso-surfaces cut through of a fault: A (Left): Iso-surface interpolated
with radial basic function, where white arrows indicate where Top Etive is present on
both sides of the fault. Red arrow shows that Top Tarbert follows the same pattern. B
(Right): Triangulated iso-surfaces that follows the fault.

5.3.2 Volume and grid

Up to this point the focus has only been on iso-surfaces that were interpolated from
scatter-points either by the radial basic function or triangulation. The next step
is to fill in the volume between the surfaces. This volume represent the formations
and is limited by the mesh grids.

In this thesis two volume models are chosen for closer study; the "Geological Model"
(GM) and the "Geological Model Fault Block 2" (GM Fault Block 2). The GM
model contains the formations extending over the entire field. The field is built
up of several fault blocks, and the GM Fault Block models represent each of these
fault blocks. An individual fault block, GM Fault Block 2, has been isolated.

The volume models constitute the framework of the petrophysical models. The
petrophysical data from all the wells are interpolated by the radial basic function
and shown as interval values within a confined 3D volume.

Instead of limiting a continuous volume between meshes, a block model can be used.
The block model has a regular cell grid, as shown in Fig. 5.3.4. Each cell represent a
volume which can be assigned a petrophysical value. These petrophysical values are
estimations and the result is a property model. In a combined block model, both
permeability and porosity values can be assigned, but for visualisation purposes
only one petrophysical value at the time will be shown in this thesis.
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Figure 5.3.4. Illustration of regular grid cell with Dx = Dy ≥ Dz.

5.3.3 Output

The output is divided into two parts; the first part is the volume formation models
(no. 1-2) which is a necessary step to reach the second part, the property models.
Two procedures has been chosen to characterise the petrophysical properties of
Gullfaks (no. 3-4). The results of the two procedures are located in Chapter 6. All
the porosity and permeability colour scales in the figures in Chap. 6 are equal for
easy comparison.

1. The Geological Model (GM): The GM model is an volume model of
the entire field where the volumes is constrained within the iso-surfaces of the
formations.

2. The Geological Model Fault Block 2 (GM Fault Block 2): The fault
block number 2 is selected and isloated. The volumes is constrained within the
iso-surfaces of the formations.

3. Petrophysical model of the Geological Model (GM) volume:

This approach is the default method in Leapfrog Geo to visualise independent
variables. The model is confined within the total GM volume, but not the formation
volumes.
3a. Interpolated model: The petrophysical values are interpolated within the
volume and grouped together in intervals by default (see table 1 below).

Porosity interval Permeability interval [mD]
<0.082 <10.0
0.082-0.118 10.0-40.0
0.118-0.172 40.0-130.0
>0.172 >130.0

3b. Block Model. The petrophysical values are estimated and shown as a block
model of the GM volume. The dimensions of each grid cell is selected to be 40m x
40m x 10m.

4. Petrophysical model of the Geological Model Fault Block 2 (GM
Fault Block 2) volume:

In this approach the petropehysical interpolation is confined within the meshes of
each of the formations. The procedure start with extracting the mesh for each of
the formation output volumes in the GM Fault Block 2 (no. 2). The petrophysical
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values for all the wells are interpolate, but the result is constrained within the
formation volume of the GM Fault Block 2. This procedure is one of the more
hidden options in Leapfrog Geo.

4a. Interpolated model: The interpolated petrophysical values are concstrained
within the GM Fault Block 2 volume and grouped to gether in intervalls. The
porosity intervals have been hold constant, as shown in table 1. The permeability
intervals has been decreased slightly (see table 2 below).

Permeability intervals [mD]
<10.0
10.0-40.0
40.0-80.0
80.0-100.0
100.0-130.0
>130.0

4b Block Model: The petrophysical values are estimated and shown as a block
model of the GM Fault Block 2 volume. The dimensions of each grid cell is selected
to be 70m x 70m x 40m.

4c Block Model: The dimensions of each grid cell is selected to be 40m x 40m x
10m.

4d Block Model: The dimensions of each grid cell is selected to be 10m x 10m x
5m.
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Chapter 6

Results

6.1 The Geological Model (GM)

The result of the GM model is shown in Fig. 6.1.1, colours for each of the
formations is shown in the colour scale. A volume model of the entire field is
a good visual representation of the structural and stratigraphic architecture of the
reservoir. There has been an extrapolation of volume in the North corner (upper
left), compared to the mesh triangulated mesh in Fig. 5.3.1. The volume along the
East corner (lower right) has been too thin to be filled in with a proper volume.
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Figure 6.1.1. GM volume model of the field, Viking Gp. and the "unknown"
formation is excluded.
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6.2 The Geological Model Fault Block 2 (GM Fault
Block 2)

The volume model in Fig. 6.1.1 consists of several fault block models. In Fig. 6.2.1
"GM Fault Block 2" is shown. Two wells, C2 and C4, are located on the fault
block and is marked in the figure. The area is closed by the faults; Main Faults NS
1, Main Faults NS 2, Main Faults West 1, Main Faults West 2a, the NNE-SSW
and Boundary Fault West in West, South and East direction. Location of faults is
shown in Fig. 5.2.4.

Figure 6.2.1. A (Left): Scale and placement map for figure B) from iso-surfaces. The
blue area in the figure is the Viking Gp. surface and brown is the Upper Tarbert
surface. Location of faults is marked. B (Right): GM Fault Block 2. Formation colours
are the same as in Fig. 6.1.1. Wells within selected volume is C2 and C4.
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6.3 Petrophysical model of the Geological Model
(GM) volum

6.3.1 Interpolated model

The petrophysical models is limited by the total volume of the Geological Model
(GM). The Fig. 6.3.1 shows the interpolation of the porosity property. From Top
Tarbert can it be seen that the porosity is largest in the South-East corner and
decreases towards North-West. The four colours in the figure, from green to orange,
corresponds with the porosity interval values in table 1 in Chap. 5.3.3.

The interpolated permeability properties confined in the GM volume model can
be seen in Fig. 6.3.2. Also in this figure do the colours correspond with the
interval values, dark blue is the lowest interval and increases towards yellow. The
3D permeability model in Fig. 6.3.2B reviles that the permeability trend is not so
evenly distributed as in the porosity model. For instance green islands is located
around the A16 well and a blue island around the C5 well.
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Figure 6.3.1. A (Upper): Porosity GM volume model seen from Top Tarbert. B
(Lower): Well placement marked on the 3D model, the opacity and z-axis is increased.
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Figure 6.3.2. A (Upper): Permeability volume model B (Lower): Well placement
marked on the 3D model, the opacity and z-axis is increased.
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6.3.2 Block Model

The result of the block model for porosity is shown in Fig. 6.3.3 and permeability
in Fig. 6.3.4. The block model has grid cells with dimensions 40m x 40m x 10m.
The total number of blocks is 128 x 173 x 150 = 3,321,600. The outer grids is
removed for visual purposes, but is still partially visible inside the model.

Figure 6.3.3. A (Left): Porosity block model. B (Right): Cut-through, diagonal from
North to East corner. The blocks are visible from inside.
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Figure 6.3.4. A (Left): Permeability block model. B (Right): Cut-through, diagonal
from North to East corner. The blocks are visible from inside. Z-axis is increased.
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6.4 Petrophysical model of the Geological Model
Fault Block 2 (GM Fault Block 2) volume

The interpolated petrophysical is confined to the GM Fault Block 2. Figure 6.2.1
shows the placement of this fault block.Two well are located on the block, C2
and C4, but all the petrophysical well data is used during the interpolation and
estimation.

The selected volume can be used to characterise the petrophysical properties on a
formation level. All the models result in this chapter can be divided into individual
formations.

6.4.1 Interpolated model

A complete selection of figures and corresponding statistics is gathered in Appendix
B.1.

An example is the Upper Tarbert formation in Fig. 6.4.1, where the interpolated
porosity values are mainly within the 0.082-0.118 porosity interval. The interpolated
permeability values gradually increases towards North.

Figure 6.4.1. Upper Tarbert porosity GM Fault Block 2 volume model. A (Left):
Interpolated porosity. B (Right): Interpolated permeability.
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6.4.2 Block model: Grid cells 70m x 70m x 40m

In this case is grid cells with dimension 70m x 70m x 40m selected. Fig. 6.4.2
illustrates the number of blocks in the model and how the blocks are divided within
each formation.

Figure 6.4.2. Number of blocks for each formation, "Unknown" is surrounding blocks
that is inactive in this thesis.

The results are not very successful. The formation appears to be to thin to
be defined within the grid cell some places. For instance in the Upper Tarbert
formation, Fig. 6.4.3. The Upper Ness formation in Fig. 6.4.4 shows how the grid
looks like when it is continuous trough the formation.
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Figure 6.4.3. Upper Tarbert porosity GM Fault Block 2 volume model. A (Left):
Porosity. B (Right): Permeability.

Figure 6.4.4. Upper Ness permeability block model
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6.4.3 Block model: Grid cells 40m x 40m x 10m

In this case is grid cells with dimension 40m x 40m x 10m selected. Fig. 6.4.5
illustrates the number of blocks in the model and how the blocks are divided
within each formation. The Upper Tarbert formation is used as an example
below. Fig. 6.4.6 shows the porosity block model and the Fig. 6.4.6 shows
the permeability block model. A complete selection of figures can be found in
Appendix B.2. Fig. 6.4.8 shows a North-South snit through all the formation
with estimated permeability values. It can be observed that the Tarbert formation
has the largest variation in permeability values. The red area in the Ness Upper
formation corresponds with well C4.

Figure 6.4.5. Number of blocks for each formation, "Unknown" is surrounding blocks
that is inactive in this thesis.
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Figure 6.4.6. Upper Tarbert porosity block model.

Figure 6.4.7. Upper Tarbert permeability block model.
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Figure 6.4.8. Cut through the permeability block model of all the formations. TU = Tarbert Upper, TM = Tarbert Middle, TL =
Tarbert Lower, NU = Ness Upper and NL = Ness Lower.
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6.4.4 Block model: Grid cells 10m x 10m x 5m

The computer could not handle the calculations and the procedure therefore did
not yield any results.
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Chapter 7

Discussion and Conclusion

This thesis aims to characterise the spatial petrophysical distribution of porosity
and permeability in the Tarbert and Ness Formation at the Gullfaks Field. The
geomodelling software Leapfrog Geo was used to build a reservoir model and
estimate the spatial petrophysical properties. Four different procedures were used
to obtain the results. In this chapter the results from the modelling process is
discussed.

7.1 Input data and method

The petrophysical properties porosity and permeability was extensively discussed
in Chap. 2. These properties are obtained from core samples, measured every 0.5
m. The core samples has a relatively dense sampling interval, but the quality of
the data is unknown.

The wells samples a small volume of the reservoir volume, and the petrophysical
properties obtained from the cores are mainly on a microscopic level. In this
thesis the petrophysical properties were characterised on a formation scale in the
reservoir model. The petrophysical properties were interpolated from the well data
with the radial basic function (RBF) and estimated for the entire field in the
block model. In order to populate the block block model with estimated values,
the representative elementary volume (REV) for each petrophysical property had
to be upscaled (Chap. 2.3.1) with several orders of magnitude. Leapfrog Geo
treats the petrophysical properties as individual, but equal variables, and do not
recognise porosity as an additive property and permeability as a non-additive
property (Chap. 2.1.4). Therefore it is a relatively large uncertainty related to
the upscaling of these properties, and it is unclearer exactly how this software
handles upscaling of variables. The "black-box" phenomena was briefly mentioned
in Chap. 5.3, and shows that the software in itself can be source to uncertainty.

81



The framework in the reservoir model constitutes of formation surfaces and faults.
A total of seven surfaces and 22 faults were implemented. The framework was
implemented in the model as scatter-points originating from seismic. This method
was necessary because Leapfrog Geo is built for GiS-data, and not seismic (like e.g.
PETREL). The surfaces were interpolated using triangulation, while the faults
were interpolated by RBF. The framework is used to limit the reservoir volume
and defines the volume the petrophysical properties are evaluated within.

By choosing to work with a deterministic modelling tool, and therefore also a
data-driven generic approach (Chap. 5.1.2), the input data are honoured deterministically
in the model. Meaning that the users ability to change the outcome of the computer
algorithm is limited. The challenge with this process is that the algorithm relays
on the underlying data set, which for most reservoirs is statistically insufficient
(Ringrose and Bentley, 2015).

7.2 Results

The result of the Geological Model (GM) in Chap. 6.1 is a volume model that
can be used to visualise the field. The faults are not implemented in Fig. 6.1.1.
to increase visualisation, but they can be added to the model. The reason behind
building this model and the GM Fault Block 2 model (Chap. 6.2) was to constrain
the volume for the petrophysical models.

The results of the petrophysical model of the Geological Model(GM) volume in
Chap. 6.3 was poor. Volume control was difficult because the model can not be
divided into formations. The interval values used in the intropetation models in
Chap. 6.3.1, is by default selected from the histogram distributions in Fig. 5.2.7.
This approach seems to work well with the porosity values, which is relatively even
distributed. However, for the permeability values the intervals are probably to
large, particularly for the intervals 40-130 mD and > 130 mD .groups which has a
large spread in data values.

The most striking feature in the property models are the "islands" of very strongly
coloured areas with sharp boundaries to the surrounding estimations. For instance
the yellow area around well C4 in Fig. 6.3.1, the green area around well A16 i Fig.
6.3.2 and the red circles in Fig. 6.3.4. Ringrose and Bentley (2015) refers to these
features as "bull-eyes", and suggest they occur when the algorithm did not match
the element proportions of the wells with the frequency distribution at the wells.
The occurrence of bulls-eyes is dependent on the well spacing, indicating that a
regular spaced well pattern would yield the best result. For most petroleum fields
are not regular spaced wells realistic.

The procedure used in the petrophysical model of the Geological Model Fault Block
2 (GM Fault Block 2) volume, yielded the best result. The volumes were confined
within both the reservoir block and the formations. The porosity intervals were
hold constant because the result showed a relatively low variability i distribution.
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The all the interpolated models are collected in Appendix B.1., from the porosity
models it can be seen that the lower and intermediate intervals are most common.
The permeability intervals were decreased based on the observations from Chap.
6.3.1. Choosing an increased number of intervals yields a more subtle distribution
of the permeability values.

Three different grid cell dimensions were chosen in the block model; 70m x 70m x
40m, 40m x 40m x 10m and 10m x 10m x 5m. The 70m x 70m x 40m dimension
gave limited results, some of the formations were probably to thin to be captured
properly within the cells (e.g. Upper Tarbert, Fig. 6.4.3).

The 40m x 40m x 10m dimension on the block cells yielded the best result. All
the figures are located in Appendix B.2. Compared to the 70m x 70m x 40m grid
celled block model, these block models are smoother, but seems to capture the
heterogeneous distribution of the petrophysical properties better. The smoothness
of the model is relatively low in this case, but it shows that it is a constrain on how
low the cell block dimensions can be before loosing structure of the model.

The model with 10m x 10m x 5m dimension grid cells did not yield a result.
Indicating that computer power also is a constrain on the number of cell blocks in
a model.

Interpreting the results of petrophysical models on field scale in a geological context
is challenging. In Chap. 4, Geological Model, were the correlation between facies
and petrophysical values discussed. The petrophysical surface models shown in
Fig. 4.3.2 and 4.3.1 can not be compared to the results of this model, manly due
to the different data amount and the stochastic modelling algorithm. Fig. 6.4.8
is a collection of all the permeability formation block models with block size 40m
x 40m x 10m. By interpreting this model, a shift in properties can be detected
between Ness Upper Formation and the Tarbert Lower Formation. Particularly the
Tarbert Middel and Tarbert Upper Formation has a larger variety in petrophysical
properties and probably also facies. The southern area of these formations has a
low permeability value that can indicate a high shale content, while the northern
part of the formations have higher permeability values and can contain more sand.
It almost looks like the lower permeability values (blue colour) in Tarbert Middel
and Tarbert Upper Formation is back-stepping like it was described for the Cliff
house sandstone in Fig. 4.1.6.
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7.3 Conclution

The advantage of using Leapfrog Geo and a deterministic modelling approach is
that the results can be retrieved relatively fast compared to e.g. stochastic model
builders. Even with a very limited source of data it was possible to produce a
porosity and a permeability model that honours the input well data and gives an
estimation for the remaining area of the field.

Pixel-based methods have mainly been used for facies (rock) modelling (e.g. Deutsch
(2006); Yao and Chopra (2000)). In this case the deterministic, implicit software
Leapfrog Geo, was used to characterise petrophysical properties. Few, if any
previous studies have used this software for an offshore petroleum field.

The study concludes that:

• Leapfrog Geo is suitable to characterise petrophysical properties in a reservoir
model where the main data source is well data. However, with additional data
sources, are probably other types of software preferable.

• the radial basic function (RBF) is suitable to interpolate and estimate fault
iso-surfaces and petrophysical data. However, not formation iso-surfaces that
had to be triangulated.

• the Geological Model Fault Block2 (GM Fault Block 2) volume procedure
yielded the best result, because of the good volume control both within the
fault block and the formations.

• a 40m x 40m x 10m grid cell size yielded the best result.

• grid cell size is constrained both by smoothness and computer power.

Leapfrog Geo is a estimation tool and is particularly useful to make geological
models, for further work would it be interesting to implement the results in a
simulation tool.
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Appendix A

Appendix: Input graphs

A.1 Porosity well graphs
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A.2 Permeability well graphs
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Appendix B

Appendix: Property Model
GM fault block 2

B.1 Interpolated Model

B.1.1 Tarbert Upper

Figure B.1.1. A (Left): Porosity volume model. B (Right): Corresponding statistics.
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Figure B.1.2. A (Left):Permeability volume model. B (Right): Corresponding
statistics.

B.1.2 Tarbert Middle

Figure B.1.3. A (Left):Permeability volume model. B (Right): Corresponding
statistics.
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B.1.3 Tarbert Lower

Figure B.1.4. A (Left):Porosity volume model. B (Right): Corresponding statistics.

Figure B.1.5. A (Left):Permeability volume model. B (Right): Corresponding
statistics.
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B.1.4 Ness Upper

Figure B.1.6. A (Left):Porosity volume model. B (Right): Corresponding statistics.

Figure B.1.7. A (Left):Permeability volume model. B (Right): Corresponding
statistics.
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B.1.5 Ness Lower

Figure B.1.8. A (Left):Porosity volume model. B (Right): Corresponding statistics.

Figure B.1.9. A (Left):Permeability volume model. B (Right): Corresponding
statistics.
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B.2 Block model

B.2.1 Tarbert Upper

Figure B.2.1. A (Left):Porosity block model. B (Right): Corresponding statistics.

Figure B.2.2. A (Left):Permeability block model. Red block corresponds with well C2.
B (Right): Corresponding statistics.
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B.2.2 Tarbert Middle

Figure B.2.3. A (Left): Porosity block model. B (Right): Corresponding statistics.

Figure B.2.4. A (Left):Permeability volume model. B (Right): Corresponding
statistics.
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B.2.3 Tarbert Lower

Figure B.2.5. A (Left): Porosity block model. B (Right): Corresponding statistics.

Figure B.2.6. A (Left): Permeability block model. B (Right): Corresponding
statistics.
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B.2.4 Ness Upper

Figure B.2.7. A (Left): Porosity block model. B (Right): Corresponding statistics.

Figure B.2.8. A (Left): Permeability block model. Red block corresponds with well
C4. B (Right): Corresponding statistics.
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B.2.5 Ness Lower

Figure B.2.9. A (Left): Porosity block model. B (Right): Corresponding statistics.

Figure B.2.10. A (Left): Permeability block model. Red block corresponds with well
C2. B (Right): Corresponding statistics.
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