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Abstract

The ice floe shape and size distribution are important ice parameters in ice-structure analyses. Before per-
forming an analysis at full scale, the Dynamic Positioning (DP) experiments in model ice at the Ham-
burg Ship Model Basin (HSVA) allow for the testing of relevant image processing algorithms. A complete
overview image of the ice floe distribution in the ice tank was generated from the experiments. An image
processing method based on a Gradient Vector Flow (GVF) Snake and a distance transform is proposed to
identify individual ice floes. Ice floe characteristics such as position, area, and size distribution are obtained.
A model of the managed ice field’s configuration, including identification of overlapping floes, is also pro-
posed for further studies in ice-force numerical simulations. Finally, the proposed algorithm is applied to an
ice surveillance video to further illustrate its applicability to ice management.
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1. Introduction

Operations in ice-covered regions are more technically and physically challenging than those in other
accessible regions due to their low temperatures, remoteness, darkness, and to the presence of sea ice and
icebergs. Because the behavior of ice forces is significantly different from other environmental forces, the
development of temporally and spatially continuous field observations of sea ice conditions, such as ice con-
centration and ice floe size distributions is very important to mitigate the risks of such operations.
The use of cameras as sensors for offshore operations in ice-covered regions is explored to characterize the
ice conditions. Camera sensors have the advantage of delivering spatially continuous measurements with
high precision, which can be particularly important for providing detailed localized information about the
ice to ensure safe operations in ice-covered regions. Image processing can reduce or suppress the ambigu-
ities, incompleteness, uncertainties, and errors of an object and the environment and consequently produce
more accurate and reliable information of the object and environment [1]. Various types of remote sens-
ing technologies and corresponding image processing algorithms for analysis of sea-ice statistics and ice
properties have been developed. Rothrock and Thorndike [2] measured the sea ice floe size distribution by
identifying the ice floes manually from aerial photographs. Ji et al. [3] determined the ice thickness, ice
velocity, and ice concentration in the Bohai Sea by using the sea ice digital image collection and processing
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system. In the model tests performed by Millan and Wang [4], a machine vision system based on boundary
detection and thresholding was used to analyze and record the ice conditions surrounding the vessel in real
time.
For an actual ice image, the boundary hidden by an apparent connection between ice floes should be iden-
tified. Traditional boundary detection algorithms cannot easily detect this boundary, which seriously affects
the floe size analysis. To mitigate this issue, Toyota et al. [5, 6] separated closely distributed ice floes by
setting a threshold higher than the ice-water segmentation threshold. However, this threshold did not work
well when the ice floes were connected. Consequently, they separated the connected ice floes manually.
Zhang et al. [7, 8] applied and compared derivative and morphology boundary detection algorithms in both
model ice and sea ice images. Traditional derivative boundary detection is sensitive to weak boundaries
and noise, and it often produces non-closed boundaries. In contrast, morphology boundary detection results
in a good description of the object shape and generates closed boundaries, but some boundary information
is still lost. Blunt et al. [9] adopted the Watershed transform, which has been widely used in connected
object segmentation, to separate the connected sea ice floes into individual floes. They removed brash ice
by using image opening and erosion operators literally, and then they used the Watershed transform to seg-
ment the connected ice floes. However, over- and under-segmentation of the ice floes are the major issues
in watershed-based segmentation. Due to an ineluctable over-segmentation problem, Blunt et al. removed
these over-segmented lines manually. Zhang et al. [10] assumed that each ice floe had a convex boundary
and that the junction line between two connected ice floes had at least one concave ending point. After the
Watershed transform the convexity of each pair of ending points was checked, and two neighboring floes
whose junction line ending points were both convex were merged to remove the over-segmentation automat-
ically. Banfield [11] and Raftery [12] introduced a mathematical morphology together with principal curve
clustering to identify ice floes and their boundaries in a nearly fully automated manner. First, the image is
binarized using the thresholding method. The erosion-propagation algorithm (EP) is then used to provide
a preliminary clustering of the boundary pixels and to produce a collection of objects as floe candidates.
To remove subdivisions caused by the EP algorithm, they developed a method based on an algorithm for
clustering about closed principal curves to determine which floes should be merged. However, both Zhang
et al. [10] and Banfield et al.[12] operated on the binary images, their methods focusing on the morphologi-
cal characteristics of ice floes rather than on the real boundaries, and they were limited by crowded ice floe
images where the mass of ice floes were connected to each other and no “hole” or concave regions could be
found after binarization.
In this research, a Gradient Vector Flow (GVF) Snake algorithm is adopted to separate seemingly connected
floes into individual ones. The GVF Snake operates on the gray scale image in which the real boundary
information, particularly “weak” boundaries, has been preserved. Moreover, the GVF Snake will ensure that
the detected boundary is a closed curve. To start the algorithm, an initial contour is required for the GVF
Snake. This initial contour should be close to the desired contour in the image. Otherwise, the snake may
evolve incorrectly. Therefore, a manual initialization is required in some cases, particularly in connected and
crowded floes segmentation. To solve this problem, an automatic contour initialization is proposed to avoid
user interaction and to reduce the time required to run the GVF Snake algorithm. Once individual ice floes
have been extracted, the floe boundaries are obtained, and the floe size distribution and shape factor can be
extracted from the images.
The main focus of this paper is on model ice images. The algorithm has been tested on different sub-images
and on an overall ice tank image. This results in an identified set of broken ice floes, which can be used in
several ways:

• To quantify the efficiency of ice management for Arctic offshore drilling operations and automatically
detect hazardous conditions, for example, by identifying large floes that escape the icebreakers oper-
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ating upstream of the stationary drilling vessel. The size and shape of those floes, as identified by the
image processing system, can be compared with the maximal allowed values, and a warning signal
can be sent to the risk management system. Eventually, a decision to disconnect the floater might be
taken, based on the identified operational ice conditions.

• The managed ice concentration and ice floe sizes are essential parameters in the empirical formulas
that estimate the ice loads on stationary Arctic offshore structures (Keinonen and Robbins [13]; Palmer
and Croasdale [14]). One of the largest concerns of ice management modeling is accurately predicting
not just the mean floe size resulting from an ice management system, but the floe size distribution
[15].

• Individual ice floes identified by the image processing system, can be used to initialize high-fidelity
numerical models, such as those in Daley et al. [16], Vachon et al. [17], Sayed et al. [18], Sayed et
al. [19], Gürtner et al. [20] and Metrikin et al. [21]. Individual snapshots of identified ice floes can
be used to validate the numerical models at various moments in time by matching the simulated ice
fields with the actual ones.

• The ice floe size and shape distribution, calculated from an identified ice field, can be used in synthetic
ice field generators. These generators draw polygons from the distribution and use packing algorithms
to place the polygons on a 2D plane. Such synthetic ice fields may be used to study various packing
configurations with the same ice concentrations and floe size distributions as well as the variability of
the resulting ice loads on an offshore structure.

• The identification of the ice field may provide an early warning of an ice compaction event, which can
be dangerous if the ice-structure interaction mode changes from a “slurry flow”-type to a “pressured
ice”-type, as defined by Wright [22] and discussed in Palmer and Croasdale [14].

• Finally, the ice-drift speed and direction (velocity) can be estimated by applying an image analysis
to sequential frames. The ice-drift velocity is an important parameter for ice management because
it poses requirements on the speed of icebreaking vessels and may indicate an approaching ice drift
reversal scenario (which usually happens when the ice drift tends to zero velocity).

In addition to the above application areas, the ice floe identification algorithm may potentially help to il-
luminate the momentum exchange from atmosphere to ice discussed in [23], the melting rate of ice floes
discussed in [24], and possibly providing a clue to the understanding of ice-floe formation processes as
discussed in [25].

2. Snake models

Snakes, or active contours as introduced in [26], correspond to a powerful method used to locate object
boundaries. The initial curves can move under the influence of internal forces from the curve itself and
external forces computed from the image data. The algorithm stops when the internal and external forces
reach equilibrium. The internal and external forces are defined such that the snake will conform to an object
boundary or other desired features within an image. There are two types of active contour models: paramet-
ric active contours and geometric active contours. This study considered the parametric active contours due
to its superior detection capability of “weak”-boundaries.
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2.1. Parametric Snake Model

A typical snake is a curve C(s) = (x(s), y(s)), s ∈ [0, 1] that moves through the spatial domain of an
image to minimize the sum of the internal and external energy. This energy is given by

E =

∫ 1

0

(Eint(C(s)) +Eext(C(s)))ds, (1)

where Eint is the internal energy

Eint =
1

2
(α|C

′
(s)|2 + β|C

′′
(s)|2), (2)

where α and β are weight parameters that control the snake’s tension and rigidity, respectively. C
′
(s)

denotes the first derivatives of C(s) with respect to s, making the snake act as a membrane, and C
′′
(s)

denotes the second derivatives, making the snake act as a thin plate.
Eext is the external energy defined in the image domain. It attracts snakes to salient features in the image,
such as boundaries. To find boundaries in a gray scale image, the image gradient is typically chosen as the
external energy [26]

Eext = −|∇I(x, y)|2, (3)

where ∇I(x, y) =
(
∂I
∂x ,

∂I
∂y

)
is the image gradient that represents a directional change in the brightness

of the image with the gradient angle θ = arctan
(
∂I
∂y/

∂I
∂x

)
. When also considering the image noise, the

external energy is defined as [26]

Eext = −|∇Gσ(x, y) ∗ I(x, y)|2, (4)

where∇Gσ(x, y) is a two-dimensional Gaussian function with a standard deviation σ and ∗ denotes convo-
lution.
To minimize the energy E, a snake must satisfy the Euler equation

αC
′′
(s)− βC

′′′′
(s)−∇Eext = 0. (5)

Let Fint = αC
′′
(s) − βC′′′′

(s) denote the internal force and Fext = −∇Eext denote the external force.
Then (5) can be written as the force balance

Fint + Fext = 0. (6)

The internal force Fint discourages stretching and bending, while the external potential force Fext pulls the
snake towards the desired image boundaries.
To find a solution of (5), C(s) is treated as a discrete system of s and t

∂C(s, t)

∂t
= αC

′′
(s, t)− βC

′′′′
(s, t)−∇Eext. (7)

When the solution C(s, t) becomes stationary, ∂C(s,t)
∂t tends to zero, the energy E reaches a minimum, and

the curve converges towards the target boundary.
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2.2. Gradient Vector Flow Snake
The traditional snake algorithm can solve a number of image segmentation problems effectively, partic-

ularly in detection of “weak”-boundaries. However, there are two key limitations. First, the capture range
of the external force fields is limited. The external forces Fext have large values near the boundaries and
small values in the homogeneous regions. Consequently, it is difficult for a curve to converge in regions
of low variations in intensity. It is therefore sensitive to the initial contour, and the initial contour should
be somewhat close to the true boundary. Otherwise, the curve will likely converge to an incorrect result.
Second, it is difficult to progress into boundary concavities. According to these limitation, Xu and Prince
[27] introduced the Gradient Vector Flow (GVF) Snake to expand the capture range of the external force
fields from the boundary regions to the homogeneous regions (see Figure 1).

(a) Original image (b) Traditional external force (c) GVF external force

Figure 1: External forces.

The GVF, “computed as a spatial diffusion of the gradient of an edge map derived from the image” [28], is
defined to be the vector field v(x, y) = (u(x, y), v(x, y)) that minimizes the energy functional

ε =

∫∫
[µ(u2x + u2y + v2x + v2y) + |∇f |2|v −∇f |2]dxdy, (8)

where ux, uy, vx, vy are the derivatives of the vector field, µ is a parameter that controls the balance be-
tween the first and second term in the integrand, and f is an edge map (which could be the image gradient
|∇I(x, y)|2) that is larger near the edges of objects in the image.
In (8), |∇f | becomes large close to the object boundaries in which case the second term dominates the inte-
grand and is minimized by v = ∇f . Otherwise, |∇f | is small, and the first term dominates the integrand to
ensure that the external force field vary slowly and still act in the homogeneous regions.
The GVF field can be found by solving the Euler equations

µ∇2u− (u− fx)(f2x + f2y ) = 0, (9a)

µ∇2v − (v − fy)(f2x + f2y ) = 0. (9b)

A solution to (9a) and (9b) can be obtained by introducing a time variable t and finding the steady-state
solution of the following partial differential equations

ut(x, y, t) = µ∇2u(x, y, t)− (u(x, y, t)− fx(x, y))(fx(x, y)2 + fy(x, y)
2), (10a)

vt(x, y, t) = µ∇2v(x, y, t)− (v(x, y, t)− fy(x, y))(fx(x, y)2 + fy(x, y)
2). (10b)
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Compared to the external force field in the traditional snake model having only fx and fy , the new vector
fields u and v in the GVF are derived using an iterative method to find a solution for fx and fy . The result
is that the capture range is effectively enlarged and the initial contour no longer needs to be as close to the
true boundary.

3. Contours initialization

The GVF Snake is faster and less restricted by the initial contour. However, a proper initial contour is
still necessary because the snake deforms itself to conform with the nearest salient contour.

3.1. Locating initial contours
Figure 2 presents the floe boundary detection results affected by initializing the contour at different

locations. The red circles in the first row of Figure 2 are the initial contours, and the curve evolutions are
shown by the red curves in the second row. The green curves are the final detected boundaries. In Figure
2(a), the initial circle is located at the water, and the contour is close to the ice boundaries. The snake rapidly
finds the boundaries. However, the detected boundaries are not the boundaries of the ice but the boundaries
of the water region. When initializing the circle at the center of an ice floe, as shown in Figure 2(b), the
snake finds the boundary accurately after a few iterations even if the initial contour is a bit distance away
from the floe boundary.
The weak boundary will also be detected, if the initial circle is located at a weak boundary, as shown in
Figure 2(c). However, when the initial circle is near the floe boundary and inside of the floe, as shown in
Figure 2(d), the snake may only find a part of the floe boundary near the initial contour.
It should be noted that the curve is always closed regardless of how it deforms, even in the cases of Figure
2(c) and Figure 2(d) which appear to be non-closed curves. This behavior occurs because the area bounded
by the closed curve tends toward a small value, even zero.
Figure 2 illustrates that using the proper parameters, the snake will always find a boundary regardless of
where the initial contour is located. This fact is beneficial for connected floe segmentation. By comparing
the results of Figure 2, the results where the initial contours are located inside of the floes are more effective,
whereas the most efficient case is the one in which the initial contour is in the center of the ice floe. Thus,
the initial contour should be located as close to the floe center as possible.
In ice image analyses, the model ice floes can be easily separated from water and converted into a binary
image using a thresholding method [7]. The thresholding method makes it easy to locate the initial contours
inside of the ice floes. We propose to use the distance transform [29] and its local maxima to locate the
initial contours as close to the floe centers as possible.
Given a binary image f , whose elements only have values of ‘0’ and ‘1’, the pixels with a value of ‘0’ indicate
the background, while the pixels with a value of ‘1’ indicate the object. LetB = {(x, y)|f(x, y) = 0} be the
set of background pixels and O = {(x, y)|f(x, y) = 1} be the set of object pixels. The distance transform
of a binary image f is the minimum distance from every pixel in an object O to the background B, that is

D(p) =

{
0 if p ∈ B
minq∈B d(p, q) if p ∈ O,

(11)

where d(p, q) is some distance measure between p and q [30].
Figure 3 illustrates a distance transform for a simple shape. Figure 3(a) presents a small binary image matrix
and the corresponding distance transform. Herein we are using ‘City Block’ distance metrics. The local
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(a) Initial contour 1. (b) Initial contour 2. (c) Initial contour 3. (d) Initial contour 4.

Figure 2: Initial contours located at different positions and their corresponding curve evolutions.
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0 0 0 0 0 0 0
0 1 1 1 1 1 0
0 1 1 1 1 1 0
0 1 1 1 1 1 0
0 1 1 1 1 1 0
0 1 1 1 1 1 0
0 0 0 0 0 0 0

(a) Binary image matrix.

0 0 0 0 0 0 0
0 1 1 1 1 1 0
0 1 2 2 2 1 0
0 1 2 3 2 1 0
0 1 2 2 2 1 0
0 1 1 1 1 1 0
0 0 0 0 0 0 0

(b) Distance transform of (a).

Figure 3: Distance transform.

maximum is the pixel whose value is greater than any of its neighborhoods (e.g., the red numeral shown in
Figure 3(b)). A local maximum of the distance transform ideally corresponds to the center of an object, but
more than one local maximum is detected in many cases (see, e.g., the red crosses in Figure 4(c)). Thus, we
propose to combine the local maxima within a short distance of each other using a dilation operator [31].
The centers of the dilated regions, which we call seeds, will be the locations of our initial contours. The
segmentation result is illustrated in Figure 4(e), where very small ice floes, called “rubbles”, were removed.

3.2. Crowded ice floes

Figure 4(e) presents an acceptable result of the proposed algorithm applied in a case with only two or
three connected ice floes. In a complex case (e.g., Figure 5(a)), multiple ice floes are crowded together.
It then becomes more difficult to locate the seeds for each ice floe (Figure 5(b)) with the result that some
connected ice floes could not be separated (Figure 5(c)). It follows that an additional round of contour ini-
tialization and segmentation is necessary.
In this model ice test, the ice floes were modeled square shapes with predefined side lengths. Hence, the
largest floe has an area less than a predefined value. Although they are not perfect squares, most of the floes
could be approximated as rectangles with a length-to-width ratio less than the given threshold. Based on
these characteristics, we use three criteria to determine whether it is necessary to initialize the contours and
conduct a second segmentation:

• The ice floe area is less than the given threshold.

• The ice floe has a convex shape (the ratio between the floe area and its minimum bounding polygon
area is larger than the threshold).

• The length-to-width ratio of the minimum bounding rectangle of the ice floe is less than the threshold.

After a segmentation step, the algorithm will stop if all the identified floes satisfy these criteria. Otherwise,
the algorithm must find the floes that do not satisfy any of these criteria, calculate their distances, find the
new seeds, initialize new contours, and perform the segmentation again. Some boundaries may exist that
are too weak to be detected, and there may be some floes that do not satisfy the criteria after a new step.
However, the total number of identified floes will converge to a final solution. Therefore, the algorithm is
made to stop if the total number of floes identified after step N and N +1 are equal, in combination with an
absolute stop criterion.
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(a) Binary image. (b) Distance transform. (c) Local maxima.

(d) Initial contours. (e) Segmentation result.

Figure 4: Contour initialization and segmentation result.

9



(a) Ice image.

(b) Initializing the contours once. (c) Results after first round.

(d) Initializing the contours twice. (e) Final result.

Figure 5: Crowded ice floes segmentation.
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3.3. Initial circle radius

Because the model ice floes were modeled as square shapes, that is, highly symmetric shapes, the initial
contours with circular shapes located at the floe center could deform uniformly toward to the floe boundary,
unaware of the floe’s orientation. As mentioned in Section 3.1, the initial contours should be located inside
the floes to increase the algorithm’s effectiveness. Hence, the initial circle radius should not be larger than
half of the square floe length. However, if the radius is too small, the initial circle will be lightly “far away”
from the floe boundary, and it will need a longer deformation time to find the correct boundary (it may even
likely converge to an incorrect result [27]). Take Figure 6 as an example. This example contains some light
reflection in the middle of the ice floe, and the pixels that belong to the reflection are lighter than the other
pixels of the floe. This phenomenon will affect the boundary detection when the initial circle is too small.
As shown in Figure 6(a) and 6(c), when the initial circle is too small, the algorithm uses many steps and
does not find the complete of floe boundary (Figure 6(b) and 6(d)). If we enlarge the initial circle (Figure
6(e) and 6(g)), the initial circle allows for a faster determination of the entire floe boundary (Figure 6(f) and
6(h)).

(a) Ice image with a small
initial circle.

(b) Circle deformation of
(a).

(c) Initial small circles at
all seeds.

(d) Final segmentation re-
sult of (c).

(e) Ice image with a large
initial circle.

(f) Circle deformation of
(e).

(g) Initial large circles at all
seeds.

(h) Final segmentation re-
sult of (g).

Figure 6: Initial circles with different radii and their curve evolutions.

To approach the actual floe boundary, the initial circle radius should be adapted to the floe size. To accom-
plish this, we have chosen to use the distance transform again. The pixel value at the seed in the distance
map (e.g., the red numeral shown in Figure 3(b)) is chosen as the initial circle radius. This choice will ensure
that the initial circle is inside the floe and will iteratively approach the floe boundary using adaptive initial
circles and the corresponding segmentation result is shown in Figure 7.
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(a) Initial circle with adap-
tive radii.

(b) Segmentation result.

Figure 7: Initial circles with adaptive radii and the segmentation result.

4. Algorithm overview

According to Section 3, we propose the following algorithm to segment the model ice floe image. First,
derive the GVF from the gray scale input image. Then, separate the ice floes from water by using the thresh-
olding method, and label the floes. Each labeled floe should then be checked to determine whether it satisfies
all of the criteria of Section 3.2. Next, apply the distance transform to the floes that do not satisfy any of the
criteria and find their seeds and radii. Finally, based on the seeds and radii, initialize the circles and run the
snake algorithm. The pseudocode of the proposed algorithm, as well as a maximum iteration time, is given
in Algorithm 1.

5. Experimental results and discussions

A model ice test was carried out at the ice model basin of the HSVA in the summer of 2011 [7]. A man-
aged ice condition was obtained by cutting a manufactured level ice layer into square pieces with specific
dimensions and distributing them over a specific testing area. The cutting procedure was as follows: First,
several strips of ice were cut in the longitudinal direction of the ice tank. Next, these strips were cut off such
that the length was equal to the width of the strip, resulting in square ice floes. After preparing the ice field
and before the test run started, a top-view camera was positioned over the total ice covered basin to produce
an overall image of the complete ice field.
To test the validity of the proposed algorithm, it has been tested on both sub images and an overall ice tank
image

5.1. Sub-image tests
The sub-images were manually extracted from the overall ice tank image, and the algorithm was tested

on both the simple and complex cases. Figure 8(a) presents the simplest case, that is, only two or three ice
floes connected with clear boundaries. The proposed algorithm found all of the seeds in the first iteration
and rapidly located the boundaries. In the case illustrated in Figure 9(a), many ice floes are crowded in
the image. After several iterations of seed locating, the algorithm produced satisfactory results in the high
density part of the image, while failing to find a few weak boundaries. In addition, the algorithm also failed
to detect a number of ice floe boundaries connected to the border of the image as shown in Figure 10. It is
because of the incompleteness of the ice floes that some boundary information was weaker. The junctions
between a number of ice floes and ice rubble were also too weak to be detected. Because the area of the ice
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Algorithm 1 Model ice floe segmentation.
Input: Model ice image
Start algorithm:

1: T ← max iteration time
2: N0 ← 0
3: GV F ← GVF derived from gray-scale of input image
4: BW ← binary image
5: FLOE ← labeled ice floes in BW
6: N1 ← total number of ice floes in BW
7: if N0 6= N1 && T 6= 0 then
8: for each labeled floe∈FLOE do
9: f ← floes that do not satisfy any of the criteria

10: end for
11: k ← number of f
12: if k 6= 0 then
13: S ← Seeds of f found by local maxima of distance transform
14: for each seed s∈S do
15: r ← local maxima values at s
16: ic← initial contours locate at s with its radius r
17: B ← boundary detected by performing the snake algorithm on ic
18: BW ← BW with B superimposed
19: end for
20: end if
21: N0 ← N1

22: T ← T − 1
23: go back to 4
24: end if
25: return BW
Output: Segmented image
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rubble is too small relative to the area of its connected ice floe, the snake was rapidly attracted to the rubble
boundaries when it deformed at the junction. The most complex case is shown in Figure 11(a), where the
crowded ice floes were aligned in the image. The segmentation result indicates that the proposed algorithm
still performs well with the exception of a number of border and rubble effects.

(a) Ice image 1. (b) Segmentation 1.

Figure 8: Segmentation result 1.

(a) Ice image 2. (b) Segmentation 2.

Figure 9: Segmentation result 2.

(a) Ice image 3. (b) Segmentation 3.

Figure 10: Segmentation result 3.

5.2. Overall ice tank image

The overall ice tank image, obtained by a top view camera, provides a complete overview of the ice floe
distribution in the ice tank (see Figure 12). The lightness of the image is rather uneven, and the nonuniform
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(a) Ice image 4. (b) Segmentation 4.

Figure 11: Segmentation result 4.

illumination will affect the segmentation result. An illumination correction, such as homomorphic filtering
[32], is adopted to preprocess the image. After performing the proposed algorithm, the identified ice floes
may contain black spots inside the floes because of noise. Those spots are filled in post-processing. The
segmentation result is shown in Figure 13(a). The floes are labeled using different colors based on their areas
according to

Color(p) =

{
0 if p /∈ FLOE
(1− exp(−area(i)/1000)) ∗ 10000 if p ∈ floe(i),

(12)

where FLOE = {floe(1), f loe(2), f loe(3), · · · } is a set of identified floes, floe(i) ∈ FLOE, and area(i)
is the area of floe(i). Smaller floes are blue, and larger floes are red. The floe positions, found by averaging
the positions of the pixels of each floe, are denoted using black dots. The corresponding size distribution
histogram is presented in Figure 13(b).

Figure 12: Overall ice tank image

However, the segmentation result shown in Figure 13(a) is not ideal. A number of over- and under-
segmentations still exist because a uniform parameter for the GVF field cannot represent the overall ice
tank image. For instance, if we switch the GVF capture ranges of Figure 10 and Figure 11, then error seg-
mentations will occur (see Figure 14). Usually, weak boundaries tend to be more difficult to detect when
increasing the GVF capture range, which results in under-segmentation. In contrast, if the capture range is
decreased, the noise is enhanced, which leads to over-segmentation. In an image containing overlapping ice
floes as shown in Figure 15(a), the overlapping part is brighter than the rest of the floe. When segmenting the
image using a low GVF capture range, boundaries are extracted, but the two overlapped floes are identified
as three individual floes (Figure 15(b)). When increasing the GVF capture range, the weaker boundary is
lost, and the two overlapped floes are divided. However, one of the floes loses half of its area. Thus, pro-
cessing the local sub-images of the overall ice tank image locally is recommended.
The segmentation of the floes situated at the boundary of the analyzed image is more prone to error. It is not
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(a) Segmentation result after illumination correction.
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(b) Ice floe size distribution histogram of (a).

Figure 13: Ice floe identification after illumination correction and floe size distribution.

Figure 14: Error segmentation by using improper parameters.
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(a) Overlapping floes im-
age.

(b) Segmentation result via
low GVF capture range
(100 iterations for GVF).

(c) Segmentation result via
high GVF capture range
(150 iterations for GVF).

Figure 15: Overlapping floes image segmentation.

Table 1: The parameter values of the GVF field for each sub-image.
Sub-image No. 1 2 3 4 5 6 7 8 9 10

The GVF iteration number 150 65 65 65 160 60 110 130 90 130
Sub-image No. 11 12 13 14 15 16 17 18 19 20

The GVF iteration number 170 160 100 90 90 100 90 80 90 80

only because these floes, being “cut” by the image border, do not fulfill the criteria formulated in Section
3.2, but also because the incompleteness of the floe influences the GVF field. As shown in Figure 16, the
GVF field of a complete floe radiates from the floe center to its boundaries. The proposed algorithm then
successfully finds all the boundary pixels. Contrary to this, if some of the floe boundary is lost due to an
image border, the GVF field of this incomplete floe will radiate from the image border to the floe boundaries,
with the result that the segmentation by the snake algorithm fails.
To derive a more precise result, the overall image is first divided into several smaller, overlapping (to avoid
image border effects) sub-images, and we perform the proposed algorithm locally on each sub-image. The
parameter values of the GVF field for each sub-image are listed in Table 1. The final segmentation result
and its floe size distribution histogram are shown in Figures 17(a) and 17(b), respectively.
By comparing the color distribution in Figures 13(a) and 17(a) and their histograms, one can see that there
are more blue ice floes and fewer red floes in Figure 17(a) than in Figure 13(a). This result indicates that a
greater number of connected floes have been separated and that under-segmentation has been reduced in Fig-
ure 17(a). The minor of under- and over-segmentation that still exists in Figure 17(a) is due to “overly weak”
boundaries and a lingering border effect. This issue can be improved by adjusting the number, position, and
size of the sub-images. A larger number of smaller sub-images produces better results at the expense of a
larger stitching operation.
Light reflection also affects the segmentation results. Several lights were installed at the bottom of the ice
tank to supply a sufficient brightness for the ice observation. However, these lights are detrimental to the
ice image analysis because they can be identified as ice floes due to their brightness, and the light reflec-
tion on the ice floe may induce erroneous segmentation. As shown in Figure 18, the initial circle meets a
strong light reflection when deforming, and some boundaries around the reflection become too weak to be
detected. Hence, a part of the circle deformed toward the reflection rather than toward the true floe boundary.
Fortunately, the light reflection did not significantly affect our result, but we still suggest that the lights be
disabled or that a polarizer be placed in the front of camera before taking the picture.
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(a) Ice image contained a com-
plete square floe.

(b) The GVF field of (a). (c) Segmentation result of (a).

(d) Ice image con-
tained an incomplete
square floe.

(e) The GVF field of
(d).

(f) Segmentation re-
sult of (d).

Figure 16: Image border effects.
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(a) Final segmentation result.
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(b) Ice floe size distribution histogram of (a).

Figure 17: Final ice floe identification result and floe size distribution.

Figure 18: Light reflection impact.
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5.3. Ice floe model

In the numerical simulation of the ice-structure interaction, all of the ice floes are modeled as rectangular
floes, and the positions of the vertices are important to an ice-structure analysis. Therefore, we proposed to
perform ice floe rectangularization. Ice floe rectangularization was achieved by assigning the minimum area
bounding rectangle to each ice floe. Due to under- and over-segmentation, the rectangles with a length-to-
width ratio less than the given threshold were removed. The final rectangularization result is shown in Figure
19(a). If the floes are not segmented well, the rectangularized floes will be smaller or larger than the actual
segmented floes, and some floes will overlap. To indicate overlaps, a “flag” was added to each rectangular
floe to record the serial number of the floes with which the current floe overlaps. Identifying the overlapping
between ice floes is important when using the resulting image analysis and identified ice floes as a starting
condition for the validation of a numerical simulation with a 3D capacity against a real test and data set.
The colorized histogram of the rectangular floe size distribution is presented in Figure 19(b). Under-
segmentation could induce a large area difference as well as overlapping, which explains why the largest
floe in Figure 19(a) is much larger than the largest identified floe in Figure 17(a), as seen by comparing
Figure 19(b) and Figure 17(b).

(a) Rectangularization of Figure 17(a).
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(b) Ice floe size distribution histogram of (a).

Figure 19: Ice floe rectangularization and floe size distribution.
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5.4. Ice concentration

The ice concentration for an image is the total area of ice relative to the image area. The ice concentra-
tion can be estimated by counting the number of pixels for each respective area in the image. The target ice
concentration in this test was 90%. The ice concentration derived from Figure 17(a) is 76.96%, while it is
83.17% when calculated using the threshold method [7]. In the proposed algorithm, the ice pixels detected
as a boundary were changed to water pixels (e.g., Figure 15), so the calculated ice concentration was reduced
in Figure 17(a).
The ice concentration calculated by summing all the areas of the rectangular floes in Figure 19(a) over the
image domain is 87.75%. This value is slightly higher than the thresholding result because the overlapping
parts have been identified and considered. The overlapping parts compensate for the loss of ice concentra-
tion, and increase the calculated ice concentration closer to the target value.

6. Application: Monitoring maximum floe size

An example of the proposed algorithm is to monitor the maximum floe size entering the protected vessel
from a physical ice management operation. In the analyzed runs, the heading of the Arctic Drillship [7] was
constant at 180◦ and the velocity of the towing carriage with the model was increased halfway during the
run. From the full scale velocity of 0.25 to 0.50 knots was simulated. The motion captured by the video
is retrieved by analyzing at one frame per second.The impediments around the tank were removed first (as
shown in Figure 20(a)) [7], the proposed algorithm was applied to segment the connected ice floe (Figure
20(b)), and the maximum floe area for each frame were calculated. Figure 21 presents the maximum floe
size entering the protected vessel as a function of time. Based on this result, a warning can be sent to the
risk management system if the estimated risk based on the maximum floe size is too large.

(a) Pre-processed frame at 965s. (b) Segmentation result of (a).

Figure 20: Video processing.

7. Conclusion

We have proposed an automatic contour initialization procedure for the GVF Snake algorithm to separate
seemingly connected model ice floes into individual ice floes. Based on the characteristics of a model ice
image, we obtained the seeds by calculating the distance transform of the binarized image. Based on these
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Figure 21: Maximum floe size entering the protected vessel.

seeds, the snake contours were initialized and the GVF Snakes were evolved. The experiments on the model
ice images produce acceptable segmentation results and demonstrate that the proposed algorithm is effective
for connected model ice floe separation. Furthermore, the validation of numerical simulation models based
on the identified broken ice and further application were also presented in this paper.
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