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Abstract

As a marine vehicle’s operational speed increases, hydrodynamic pressure plays an
increasingly significant role in carrying the vessel’s weight. The shift of importance
from hydrostatic to hydrodynamic pressure may cause a vessel, which is stable at
rest or low speeds, to become dynamically unstable at high speeds. The nature of
the dynamic instability depends mainly on the vessel’s type and speed. Among high
speed vessels, semi-displacement mono-hulls are particularly susceptible to a non-
oscillatory dynamic instability in sway, roll and yaw known as calm water broaching.
This type of dynamic instability is the main reason why semi-displacement mono-
hulls must not operate at Froude numbers higher than 1.2 (Lavis, 1980). The
application of linear theory in predicting this type of instability motivated the
present study.

A linear dynamic model of the vessel, including its hydrodynamic coefficients,
is needed for the dynamic stability analysis. Prediction of these coefficients is a
challenging problem, requiring the solution of the flow around an advancing, os-
cillating vessel. A three-dimensional boundary element solver was constructed for
this purpose. The free-surface and body boundary conditions were linearized using
Neumann-Kelvin linearization. Since the focus here is on high speed vessels, this
type of linearization is chosen instead of the double-body linearization. Boundary
surfaces were discretized using numerical grid generation methods. Elements rang-
ing from constant to cubic were used to represent the surfaces. Rankine sources
and dipoles were distributed on the boundaries. The solver was programmed in
a way to allow for the implementation of different boundary integral formulations
using elements with different distribution orders in a convenient and compact form.

The derivatives of the velocity potential on the body surface were calculated us-
ing shape functions. On the free surface, the direction of differentiation is known to
be important, especially in the flow around high-speed vessels. Therefore, deriva-
tives on the free surface were calculated using upstream finite difference operators
to satisfy the radiation condition and avoid numerical instabilities. Semi-discrete
Fourier analysis was used to investigate numerical dispersion and damping of a
wave traveling on a discrete free surface with and without current. Different sin-
gularity distribution and differentiation methods were considered. Based on these
studies, a set of practical guidelines were established to choose suitable differentia-
tion methods and an appropriate number of elements for each problem, and assess
the numerical accuracy of the results. Damping zones were introduced around the
free surface boundaries in order to absorb the waves and ensure that the radiation
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iv Abstract

condition was satisfied in the time-domain analysis.
Three types of flow separation were accounted for indirectly in the present

potential-flow solution: trailing edge flow separation by a vortex sheet method,
transom stern flow separation by a hollow body model, and cross flow separation
by a 2D+t drag model. A series of problems for non-separated potential flows with
and without forward speed were solved both in the time-domain and steady-state.
The results were validated against experimental and analytical data.

The flow around an advancing, surface-piercing flat plate with steady drift was
investigated using steady-state and time-domain solvers as an example of the tail-
separated flows. A 2D+t cross-flow drag model was adopted in order to consider
the cross-flow separation effects, which turned out to be important. Then, the
problem was extended by adding oscillatory motions to the surface-piercing plate.
The hydrodynamic coefficients in sway, roll and yaw were calculated for a series
of Froude numbers and oscillation frequencies. The results were validated against
existing experimental and numerical data.

Next, the flow around monohull semi-displacement vessels was studied using
linear theory. The dry transom stern effects were captured by introducing a hollow
body model. The results were validated against experimental and numerical data
in terms of free-surface elevation and steady vertical forces. The hollow body model
was extended to solve the flow around an advancing semi-displacement vessel with
constant drift angle. A simplified 2D+t cross-flow drag model explained the differ-
ences between numerical and experimental data. The hydrodynamic coefficients in
heave were calculated using the extended hollow body model. This method cap-
tured the anticipated sharp drop in the values of added mass and damping close
to the transom stern.

Finally, dynamic stability in sway-yaw and sway-roll-yaw was investigated using
linear stability analysis. A semi-displacement vessel with documented instability
issues was chosen for validation. The hydrodynamic properties of the vessel were
simplified to those of a flat plate. A sensitivity study was carried out to assess the
importance of different parameters in the vessel’s dynamic stability. This simpli-
fied analysis predicted the presence of an instability around the reported unstable
Froude number. The nature of the instability was, however, different than what has
been reported in the literature. Further investigations are needed on this subject.
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Nomenclature

Abbreviations

2D Two-dimensional

3D Three-dimensional

ABM Adams-Bashforth-Moulton method

BEM Boundary Element Method

BIM Boundary Integral Method

CFL Courant-Friedrichs-Lewy condition

CG Center of gravity

CPM Constant Panel Method

DB Double-Body linearization

FDM Finite Difference Method

HOBEM Higher Order Boundary Element Method

LCB Longitudinal Center of Buoyancy, measured from mid-ship

MEL Mixed Eulerian-Lagrangian method

NK Neumann-Kelvin linearization

NURBS Non-Uniform Rational B-Spline

RK Runge-Kutta method

Bold symbols

δ Local displacement vector of the ship’s surface in the sea-keeping
coordinate system

i Unit vector in x-direction

J Jacobian vector

n Normal vector pointing into the fluid

p A field point

q A source point

u Fluid velocity vector

UB Vector of instantaneous body velocity
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x Location vector, sea-keeping coordinate

ξ Coordinates of source points

x′ Location vector, body-fixed coordinate

η Vector of translational motions relative to the sea-keeping coordinate
system

Θ Vector of rotational motions relative to the sea-keeping coordinate
system

Greek Letters

η̄j Amplitude of motion in jth mode

φ̄ Base steady velocity potential

ζ̄ Steady base free-surface elevation

δij Kronecker delta function

Γ Circulation

Λ Aspect ratio

λ Wave length

μ Water’s dynamic viscosity

ω Oscillation frequency

Φ Total velocity potential

φ Perturbation velocity potential

ρ Water’s mass density

σ Source strength in indirect boundary integral formulation

φ̄ Steady perturbation velocity potential

ϕ Unsteady perturbation velocity potential

ϕ̄ Amplitude of a harmonically oscillating perturbation velocity poten-
tial

ζ Free-surface elevation

Mathematical Operators

· Dot-product

∇× Curl

∇ Gradient

∇· Divergence

∇2 Laplacian

× Cross-product

Super-scripts˜ Continuous Fourier transform̂ Semi-discrete Fourier transform
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Roman Letters

AW Area of the water plane

BM Vertical distance of metacenter from the center of buoyancy

D(tt) Double differentiation operator in time

D Dipole integral

W̃ Continuous dispersion relation

Ŵ Discrete dispersion relation

E Element’s surface

K Ship’s form factor

FnΔx Element Froude number

GM Transverse metacentric height

GML Longitudinal metacentric height

KB Vertical distance of the center of buoyancy from keel

KG Vertical distance of the center of gravity from keel

KM Vertical distance of metacenter from keel

u Longitudinal component of wave number

ū Non-dimensional longitudinal component of wave number

v Transverse component of wave number

v̄ Non-dimensional transverse component of wave number

T Non-dimensional time for 2D+t cross-flow drag model

CM Matrix of mapping coefficients

NC Number of collocation points

NE Number of elements

NK Number of knots

NN Element’s number of nodes

NP Number of data points

NTN Total number of nodes

NV Total number of vertices

Ptot Total pressure

C Solid angle

SB Body surface

S̄B Mean body surface

SF Free surface

S̄F Mean free surface

Nj Shape function for the jth-node
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SH Hollow surface

S Source integral

SV Vortex sheet

S̄V Mean vortex sheet

SV + Upper side of vortex sheet

SW Area of the body wetted surface

AT Transom stern hollow shape coefficient

Ajk Added mass coefficient in jth mode due to motion in kth direction

B
(m)(n)
j Two-dimensional B-spline base function of order m and n at the

vertex j

b
(m)
j One-dimensional B-spline base function of order m at the vertex j

Bjk Damping coefficient in jth mode due to motion in kth direction

CB Vessel’s block coefficient

Ci Damping/Amplification error in discrete waves

Cr Dispersion error in discrete waves
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CF0 Flat plate’s frictional coefficient

CF Effective frictional resistance coefficient

Cjk Restoring coefficient in jth due to motion in kth direction

FCF Cross-flow force
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G Green function, Rankine source
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t Time
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Chapter 1

Introduction

1.1 Background and motivation

Marine vehicles can be categorized based on their operational speed. Length based
Froude number, defined as Fn = U/

√
Lg, is used in practice to represent the

vessel’s speed (U) in a non-dimensional form where L is the vessel’s length and g is
the acceleration due to gravity. A vessel operating at Fn > 0.4 is generally referred
to as a high-speed vessel (Faltinsen, 2005). The weight of the vessel is carried by the
hydrodynamic and hydrostatic pressure. For Fn < 0.4, the hydrostatic pressure
which gives the buoyancy force is dominant. The vessels operating in this condition
are called displacement vessels. As Froude number increases, however, the relative
importance of hydrodynamic pressure in carrying the vessel’s weight increases. This
can be explained simply by considering the fact that the hydrodynamic pressure
is proportional to velocity squared. For vessels operating above Fn 1.2, it is the
hydrodynamic pressure which mainly carries the vessel. Such vessels are called
planing vessels. Between these two limits there is a range where both hydrostatic
and hydrodynamic pressures are equally important. The vessels which operate in
this range are known as semi-displacement vessels.

In addition to the operational Froude number, vessels can be categorized based
on how their weight is supported at sea. Faltinsen (2005) categorizes the meth-
ods for supporting a vessel’s weight into four groups: submerged hulls, hydrofoils,
air-cushions, and combination of these. The lift force induced by a hydrofoil ves-
sel’s fins and wings carry the vessel’s weight at operational speed, much like an
airplane. A pressurized air-cushion can also be used to lift the vessel from the
free-surface. Faltinsen (2005) describes examples of such vessels. Most of the con-
ventional displacement, semi-displacement, and planing crafts are categorized as
submerged hulls.

Although the propulsion-resistance problem is the main focus for conventional
displacement vessels, the seakeeping problem is more critical for high-speed vessels.
The safety and operational limits for high-speed vessels are highly dependent on
their seakeeping properties. The seakeeping problem can be viewed as a study of
the dynamic behavior of a vessel advancing at sea in the presence of environmental

1
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disturbances such as waves. The seakeeping problem can also be combined with
the maneuvering problem in order to study the performance of a vessel following a
desired path in a sea-way. Improving the seakeeping characteristics of high-speed
vessels is subject of a continuous investigation. The Enlarged Ship Concept and
Axe Bow Concept introduced by Keuning and Pinkster (1995) and Keuning et al.
(2001) are two examples of such innovative studies.

The beam-to-draft ratio of monohull semi-displacement vessels can vary from 5
to more than 7, which makes these vessels quite different from displacement vessels.
Consequently, the seakeeping properties of such vessels are expected to differ from
those of displacement vessels. Monohull semi-displacement vessels are generally
equipped with stern flaps, roll fins, and automatic control motion devices. On the
other hand, planing vessels -which are typically smaller than semi-displacement
vessels and operate at higher Froude numbers- suffer from issues such as cavitation
and ventilation in addition to dynamic instability. Interested readers are referred to
Faltinsen (2005) for a more detailed description of semi-displacement and planing
crafts and their characteristic parameters.

As mentioned previously, as the vessel’s speed increases, the importance of
hydrodynamic pressure increases compared to hydrostatic pressure in carrying the
vessel’s weight. Due to this shift of importance, a vessel which is stable at rest
can become unstable at high speeds. The stability of a vessel when advancing
with forward speed is referred to as dynamic stability (analogous to static stability,
which refers to the stability at rest). Dynamic stability can be viewed as a sub-set
of the seakeeping problem. Although the static stability of a vessel is a well-studied
problem, our understanding of dynamic stability is rather limited.

Different kinds of vessels may experience different types of dynamic instabilities,
depending on their operational speed range. Figure 1.1 categorizes different types
of possible dynamic instability scenarios for different types of vessels. As shown
in Figure 1.1, the instabilities can be of oscillatory and non-oscillatory nature.
For instance, a vessel in planing condition with Froude number higher than one
may experience oscillatory instabilities in roll (chine walking), coupled heave and
pitch (porpoising) and coupled roll,pitch, and yaw (cork-screwing). A detailed
description of each instability can be found in Müller-Graf (1997) and Faltinsen
(2005).

Here we shall focus our attention on a non-oscillatory type of instability known
as calm water broaching, which is known to limit semi-displacement monohull ves-
sels’ operational Froude number to 1.2 (Lavis, 1980). Faltinsen (2005) defines calm
water broaching as a non-oscillatory instability which generally starts by a sudden
list due to loss of steady restoring moment in heel at high Froude numbers. This
sudden change of list angle is followed by a violent yaw angle to one side, which
may lead to capsize.

Eda (1980) considered coupling of the roll motion with the sway and yaw mo-
tions as a contributing factor in dynamic behavior and stability of high speed
vessels. Haarhoff and Sharma (2000) investigated the influence of speed and meta-
centric height on dynamic instability in sway, roll and yaw. They showed that a
stable vessel at rest may become unstable at higher speeds. For high-speed ves-
sels, the increase in importance of hydrodynamic pressure contributes to the loss
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Figure 1.1: Different instability scenarios for a vessel at sea (Cohen and Blount,
1986)

of hydrostatic restoring moment in roll by reducing the vessel’s metacentric height.

Baba et al. (1982) investigated the sway-roll-yaw instability in semi-displacement
crafts by a series of simulations using the hydrodynamic coefficients obtained from
captive model tests. They found that the metacentric height plays an important
role in roll-induced dynamic instability. In Figure 1.2, the variation of steady list
angle due to off-center weight on four different vessels is presented based on the
experiments reported by Werenskiold (1993). The increase in the list angle due to
loss of restoring moment by increasing the Froude number is interesting. Especially
after Froude number of 0.8, where the vessels may start planing, a sudden change
in the list angle’s rate of increase is detectable.

Müller-Graf (1997) suggested an increase in the static metacentric height as a
solution to this problem. Based on his guidelines for a semi-displacement round
bilge monohull with 10 to 30 meters length, a metacentric height of 1 to 1.5 meters
is suggested and below 0.8 meters must be avoided. Moreover, he suggested the
application of spray rails as a way to reduce the loss of restoring moment in heel
(Müller-Graf and Schmiechen, 1982). As Faltinsen (2005) pointed out, this can be
explained by viewing the spray rail as a low-aspect-ratio lifting surface. Müller-
Graf (1997) also referred to another closely related instability scenario as yaw-roll
instability. This type of instability is initiated by a small change in the vessel’s
drift/yaw angle. This will induce a roll moment which may lead to a calm water
broaching instability, as introduced above. The disturbance in the vessel’s yaw
angle can be induced by waves or inadvertent rudder actions. Moreover, propulsion
units, steering units, faults in stabilization units, ventilation, and cavitation can
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Roll Angle in 
Calm Water 

Froude number 

Figure 1.2: Variation of the heel angle with Froude number due to hydrodynamic
loss of the metacentric height (Werenskiold, 1993).

be the source of such disturbances for high-speed vessels and therefore can lead to
similar dynamic instability scenarios.

Lewandowski (2003) constructed a hard chine planing vessel’s dynamic model
in sway-roll-yaw using a series of hydrodynamic coefficients obtained from semi-
empirical methods. Then he investigated the dynamic stability of the vessel with
one (roll) and two (sway-yaw) degrees of freedom using a root locus analysis.
Faltinsen (2005) presented sway-yaw and sway-roll-yaw analysis using analytically
derived added mass and damping coefficients. The speed dependency of the coeffi-
cients is simplified in his analysis. Faltinsen (2005) mentions that a more detailed
picture of the variation of hydrodynamic coefficients with respect to frequency
and Fn, through numerical or experimental analysis, is required for more detailed
dynamic stability investigations.

The prediction of dynamic instability in calm water is the main motivation for
the present study. However, in order to study the dynamic stability of a system,
the dynamic model of that system must be identified. This introduces, the hydro-
dynamics of semi-displacement vessels as the problem which must be dealt with
first. The hydrodynamics of semi-displacement vessels is a complicated problem
in itself. In particular, the presence of transom stern makes the problem difficult
to handle with existing potential flow methods. The flow separates from the tran-
som stern. This separation, at high enough speed, combines with ventilation and
forms a dry stern. At lower speeds, the transom stern stays wet and a dead water
zone forms behind the stern. Doctors and Day (2001) suggested that if a calm
water transom stern Froude number, defined as Fnh = U/

√
hT g where hT is the

stern draft, is more than approximately 2.5, a dry transom stern can be expected.
Further investigations by Maki et al. (2005) led to similar findings. Maki et al.
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(2005) suggested, however, that the difference between their findings and those by
Saunders (1957) is related to the difference in Reynolds numbers in full and model
scale.

Figure 1.3 shows how the free surface behind a dry transom stern evolves. The
separated flow from the transom stern forms a hollow in the free surface. The
water from the two sides of the vessel meet at a distance downstream which forms
a large non-linear wave known as a rooster-tail. Capturing the free surface behind
the transom stern using linear potential flow theories is troublesome due to non-
linearities and the large variation of the free-surface elevation both at and after the
hollow. Moreover, the atmospheric pressure on the transom stern is important for
force prediction and must be included in the calculations.

Figure 1.3: Waves behind a ventilated (dry) transom stern (Lugni et al., 2004).

Figure 1.4: Illustrations of non-linear flow around a semi-displacement vessel, Left:
Fn = 0.5, Right: Fn = 0.6 with 10◦ drift angle, pictures from experiments at
INSEAN by Fabbri et al. (2009).

The flow around semi-displacement vessels at high speed can be quite non-
linear. Figure 1.4 shows snapshots of experiments realized at INSEAN by Fabbri
et al. (2009) where a semi-displacement vessel towed with and without drift angle.
The large bow wave and consequent overturning of the generated waves exemplify
the complicated flow that can be expected. It would, however, be interesting to
see to what degree the linear theory can be used to predict these nonlinear effects,
especially when the goal is linear dynamic stability analysis.
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1.2 Scope and objectives of the present study

In order to investigate the dynamic stability of a semi-displacement vessel, a lin-
ear dynamic stability analysis was chosen as the first step. A dynamic model of
the system was needed, including the linearized hydrodynamic coefficients. These
coefficients must be obtained from the forces acting on the vessel advancing and
oscillating in calm water, i.e. by solving the radiation problem. Semi-displacement
monohull vessels with round bilge were chosen as the subject of study. Infinite
water-depth was assumed in order to avoid the complications occurring in shallow
or confined waters.

The flow was assumed to be potential and linearized about the vessel’s forward
speed. This type of linearization was chosen based on the fact that high speed
flows are the main focus of the present study. The three-dimensional boundary
element method using distribution of Rankine sources and dipoles was selected to
solve the linearized potential-flow problem. Viscous effects were included in the
calculations indirectly when their role was expected to be significant. These effects
were included by introducing a vortex sheet for the trailing edge flow separation,
a 2D+t cross-flow drag model for the cross-flow separation, and a hollow body
model for the flow separation from a dry transom stern. Other viscous effects are
neglected.

Many different numerical techniques exist for solving the discretized boundary
integral equations based on the Rankine singularities. A rational and system-
atic investigation on the properties of these methods was needed. A computer
program was developed in a way which allows fast and easy implementation of
different numerical schemes. In this way, the performance of different schemes in
solving different problems was studied. Moreover, a systematic investigation using
semi-discrete Fourier analysis was realized for different numerical methods. The
program was verified and validated by solving a series of bench-marking problems
with and without forward speed using steady-state and time-domain solvers. The
obtained results were verified and validated against available analytical, numerical,
and experimental data.

A semi-displacement vessel undergoing lateral motions can be simplified to a
surface-piercing flat plate from a hydrodynamical point of view. Then, the flow
separation from the plate’s trailing edge resembles the flow separation from the
transom stern. The numerical program was used to investigate the hydrodynamics
of the flow around a free-surface-piercing flat plate with trailing edge flow separation
at high speeds in steady and oscillatory motion. The objective was to find out to
what degree the present linear model can capture the hydrodynamic coefficients by
comparing the results to previous numerical and experimental data.

The application of the method in solving the flow around actual semi-displacement
vessels was investigated. The objective was to examine the performance and accu-
racy of the present linear approach in solving the flow around semi-displacement
vessels. The flow separation from the transom stern imposes complications due to
the non-linear nature of the flow, which is difficult to capture. The calculations here
were based on the development of the two-dimensional analytical solution for the
flow in the vicinity of a dry transom stern by Faltinsen (2005), for three-dimensional
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symmetric and asymmetric flows.
Finally, dynamic stability analysis based on the obtained hydrodynamic coeffi-

cients was pursued, in keeping with the main objective of the study. The simplified
model of the plate was studied as an alternative to the complicated flow around an
oscillating semi-displacement vessel. The dynamic stability in sway-yaw and sway-
roll-yaw using this simplified model was investigated. The goal was to gain insight
into the important parameters involved in these types of instabilities. Moreover, it
is of interest to assess linear theory’s ability to predict these types of instabilities.

1.3 Overview of the previous related studies

The nature of the present study combines many different areas. The related pre-
vious studies can be quite extensive for some of the areas addressed here. The
intention, however, is not to give a complete overview of each area, but to present
a short summary of the studies which were particularly influential during the com-
pletion of the present work.

These studies are addressed as follows: First, a review of the numerical methods
for calculating hydrodynamic coefficients of advancing vessels, focusing on three-
dimensional Rankine panel method, is presented. Then, a series of experimental
investigations related to this problem are addressed, followed by the related nu-
merical studies. The studies are organized based on the subject of study.

Rankine panel method

Strip theory is conventionally used to calculate ships’ seakeeping characteristics.
In particular, the so-called STF method (Salvesen et al., 1970) is very popular for
calculating vessels’ hydrodynamic coefficients with forward speed. In this method,
the two-dimensional added mass and damping of the ship sections are combined by
considering the forward speed and frequency of encounter in order to estimate the
hydrodynamic properties of the vessel. This method, however, is more suitable for
low Froude numbers and high oscillation frequencies (Faltinsen, 1990). Therefore,
other methods must be adopted for the current study.

Hess and Smith (1967) introduced a numerical method for solving the poten-
tial flow around blunt bodies using boundary integral formulation. The method
was based on discretization of the body-surface to flat panels and distribution of
constant singularities on each panel. The source strength is obtained by satisfying
the boundary conditions. Dawson (1977), among others, extended the method for
solution of potential flow around bodies in or under the free surface by explicitly
satisfying the linearized free-surface boundary condition. He introduced singulari-
ties on the free surface and used an upstream finite difference scheme to satisfy the
radiation boundary condition. Later, in June Bai and McCarthy (1979), applica-
tions of similar methods for predicting an advancing ship’s wave-making resistance
and free-surface elevation are tested. At the same time, Hess (1979) introduced
the application of higher-order source distributions and surface representations.

Jensen et al. (1986) solved the steady wave resistance problem by introducing
singularities outside the fluid domain. Their desingularized method reduced the
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inaccuracies in calculation of velocities close to the body surface. Later, Zhao and
Faltinsen (1989) documented and demonstrated these inaccuracies. The desingu-
larized method is developed further, among others, by Beck et al. (1993) to solve
for the non-linear free-surface boundary condition.

Nakos (1990) used a three-dimensional Rankine panel method to solve the lin-
earized steady wave-making and seakeeping problem in the frequency domain.
He used B-spline functions to represent the distribution of Rankine sources and
dipoles, while the surfaces were discretized using flat quadratic panels. The inte-
grals of higher-order source distributions were calculated by the expansion method
proposed by Newman (1986). The free-surface boundary condition was linearized
around double-body flow in order to take the steady and unsteady flow interactions
into account. The method was later developed to include time-domain problems
in Vada and Nakos (1993), Nakos et al. (1993) and Kring (1994).

Raven (1993) and Raven (1996) introduced the raised panel method to solve
the non-linear wave-making problem of a vessel advancing in calm water. Bunnik
(1999) linearized the unsteady problem of an advancing ship undergoing oscilla-
tions about the nonlinear potential and free-surface elevation obtained from Raven
(1996). He showed that upstream differentiation is important for satisfying the
radiation boundary condition at higher forward speeds.

Liu et al. (1991) compared the application of Lagrangian shape functions in
the boundary element method (for representing the surface geometry and singu-
larity distribution) to a constant panel method. Xü (1992) used Lagrangian shape
functions for calculating nonlinear water waves in three dimensions. Shao (2010)
introduced the application of a body-fixed coordinate system in addition to La-
grangian shape functions to solve the problem of inaccurate mj-terms in the calcu-
lating weakly-nonlinear wave body interactions. Interested readers are referred to
Shao (2010) for a review of the applications of aforementioned methods for solving
higher-order problems.

An important issue in the application of the boundary element method for wa-
ter waves is the existence of numerical instabilities, damping, and dispersion errors.
Longuet-Higgins and Cokelet (1978) first reported the existence of saw-tooth insta-
bilities in the discrete solution of propagating free-surface waves. Sclavounos and
Nakos (1988) used Fourier analysis to study the dispersion and damping properties
of the waves generated by a disturbance moving under the free surface with con-
stant velocity in two-dimensions. Moreover, they linked the numerical instabilities
to the presence of spurious roots in the discrete dispersion relation. Romate (1989)
also studied this problem by combining finite difference operators and higher-order
polynomials as shape functions. Later, Nakos (1990) extended the two-dimensional
analysis to three dimensions. He showed that the accuracy of the numerical method
also depends on the elements’ aspect ratio and τ = Uω/g, where U is the forward
speed, ω is the frequency of oscillations, and g is the gravitational acceleration.
Moreover, he argued that aliasing of the wave energy can explain the energy build-
up in spurious roots and lead to the saw-tooth instability. Kim et al. (1997) used
the numerical method by Nakos (1990) and looked at the accuracy of the method
in capturing the waves traveling on the free surface in the absence of current. They
investigated the temporal stability and showed that it results in a Courant-type
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stability condition.
Raven (1996) considered the de-singularization effects on the constant element

method’s properties for the waves generated by a moving disturbance. The analysis
was extended by Sierevogel (1998). She studied the accuracy of both upstream and
downstream waves using constant elements and a finite difference method in two
dimensions. Bunnik (1999) expanded the calculations by Sierevogel (1998) to three
dimensions. He also investigated the temporal stability using Z-transformation and
showed that although central difference schemes have good dispersion and damping
properties, they may lead to an unstable solution.

Büchmann (2000) studied the spatial and temporal convergence and stability
of the B-spline method with shape function differentiation. He also presented a
Courant-type condition for stability which depends on the discretization properties.
Recently, Kim et al. (2005) expanded the calculations for constant elements with
de-singularization and a collocation point shift to include finite water depth effects
as well.

It must be mentioned that the numerical method presented here, i.e. Rankine
panel method, is not the only option for potential-flow computations around an
advancing vessel at sea. Several other relevant numerical methods are listed below.
Interested readers are referred to the original publications for more details.

• The time-domain Green function method is based on the work by Liapis
and Beck (1985) , King et al. (1988), and Lin and Yue (1990) among others.
In this method, a linearized free surface boundary condition is satisfied by
the time-domain Green function. Then, the solution is obtained by satisfying
the body boundary condition on the discretized body surface.

• The Mixed Eulerian-Lagrangian method is a nonlinear method which
captures the evolving free-surface elevation and its velocity potential. In this
method, a boundary value problem is solved at each time step. Then, the fully
nonlinear free-surface conditions are applied in a Lagrangian frame to step
forward the free-surface properties in time. Early application of this method
can be found in Longuet-Higgins and Cokelet (1976), Faltinsen (1977), and
Dommermuth and Yue (1987).

• The 2D+t method is based on decomposing steady and unsteady 3D flows
into a series of 2D problems in the time domain by means of coordinate trans-
formation. This reduces the required computational effort. Then the 2D solu-
tions are combined in order to obtain the solution to the original 3D problem.
This method is most suitable for high-speed slender bodies. Early applica-
tions of the method for simple geometries can be found in Chapman (1976).
The method was later applied to realistic high-speed ships (by Faltinsen and
Zhao (1991)). The fully nonlinear free-surface condition and non-viscous flow
separation were added to the method in studies by Sun and Faltinsen (2010),
and Sun and Faltinsen (2011).

Hydrodynamic coefficients at low to moderate Froude numbers

Gerritsma and Beukelman (1965) measured distribution of vertical forces on a seg-
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mented Series-60 vessel in heave and pitch and compared the results with the strip
theory calculations including the forward speed effect. Later, Vugts (1970) ex-
tended their work by including the sway, yaw, and roll motions. He presented both
experimental and numerical data for the distribution of hydrodynamic coefficients
along the vessel. Two conditions, zero forward speed and Fn = 0.2, were investi-
gated. Shao and Faltinsen (2012) presented comparisons between the body-fixed
coordinate system method’s results and the experimental data by Gerritsma and
Beukelman (1965).

Journée (1992) investigated the hydrodynamic coefficients and ship responses
in heave and pitch for a Wigley hull up to Fn = 0.4. He addressed the frequency
and forward speed dependency of the hydrodynamic coefficients and compared with
strip theory results. Nakos (1990) compared the results from his numerical method
with the experimental data reported by Journée (1992).

Free-surface-piercing flat plate

The hydrodynamics of a surface-piercing flat plate at high and moderate Froude
numbers, including lateral motions, have been studied numerically and experimen-
tally. This problem can be a simplified alternative to the hydrodynamics of a thin
or slender semi-displacement vessel. van den Brug et al. (1971) reported an exten-
sive study on the hydrodynamic forces on a surface-piercing flat plate with both
steady drift and oscillatory motion in sway and yaw at Froude numbers up to 1.35.
These experiments have been the source of validation studies in many numerical
calculations. Chapman (1976) introduced the 2D+t method based on a slender
body and potential-flow assumption to calculate the transverse force and yaw mo-
ment. He investigated the influence of linear, second order, and nonlinear free-
surface boundary conditions. He concluded that, while the nonlinear free-surface
boundary condition can influence the free-surface elevation, it does not change the
side force and yaw moment significantly. Kashiwagi (1983) also studied the added
mass and damping coefficients of a surface-piercing flat plate in sway and yaw,
numerically and experimentally, for Froude numbers up to 0.4. The method from
Chapman (1976) was used for comparison. Moreover, Kashiwagi (1984) presented
numerical values based on a modified lifting line theory for the roll motion of a flat
plate.

Maniar et al. (1990) and Xü (1991) solved the potential flow problem in three
dimensions using the thin-ship assumption and Kelvin-Havelock Green function.
They pointed out the incompatibility between the pressure Kutta condition and
the linearized free-surface boundary condition at the meeting point of the trailing
edge and the free surface. They showed that the effects of this incompatibility
are local and do not change the global solution. Landrini and Campana (1996)
used double body linearization to formulate the problem. They investigated the
influence of the bottom tip vortex on the side force and yaw moment. They showed
that the bottom tip separation (keel vortex shedding) plays an important role in
the transverse force and yaw moment, especially for lower draft-to-length ratios.
They also demonstrated that, for their studied case, a linearized vortex sheet is
sufficient to model the forces, and there is no need for nonlinear wake geometry.
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Zhu and Faltinsen (2007) used a linear 3D Rankine panel method to solve the
potential-flow problem. They took the plate’s thickness into account and neglected
the tip-vortex’s effects.

Hydrodynamics of semi-displacement vessels

Molland et al. (1994) presented systematic investigations of the resistance proper-
ties of semi-displacement models through a series of model test experiments. He
gave estimations of the so-called form-factor, which is important for estimating such
vessels’ resistance. Doctors and Day (2001), Maki et al. (2005), and Doctors (2007)
presented a detailed experimental study of the formation of the transom stern hol-
low. Moreover, the influence of the transom stern on the vessel’s resistance was
discussed and numerical calculations were presented.

Keuning (1988) investigated, numerically and experimentally, the distribution
of the steady vertical force along a semi-displacement vessel at high forward speed
. Moreover, the distribution of added mass and damping coefficients in heave and
pitch along the vessel were studied through forced-oscillation experiments on a seg-
mented model. Faltinsen and Zhao (1991) presented linear and non-linear 2D+t
calculations for the vertical hydrodynamic coefficients of a semi-displacement ves-
sel at high speed. They compared the distribution of the vertical added mass and
damping along the vessel with the experimental data reported by Keuning (1988).
They pointed out the importance of non-linearities. Moreover, they discussed the
sharp drop in the values of hydrodynamic coefficients at the vicinity of a dry tran-
som stern and the deficiency of a 2D+t method for capturing this behavior. Sun
and Faltinsen (2010) solved a similar problem by adding the non-viscous flow sep-
aration to a fully nonlinear 2D+t solution, thus obtaining a better agreement with
the experimental data reported by Keuning (1988) for the distribution of the steady
vertical forces along the vessel. Sun and Faltinsen (2011) extended the problem to
oscillatory motions and showed that, except at the vicinity of the transom stern,
their method can give good predictions of the vertical hydrodynamic coefficients
distribution. Garme (2005) numerically and experimentally investigated the be-
havior of planing crafts in wave. He proposed a correction function based on the
experimental measurements to capture the pressure drop close to the transom stern
of planing hulls.

Reed et al. (1991) proposed a method to satisfy the Kutta-type condition at the
transom stern using the lifting potential flow. They used two numerical methods,
based on the distribution of Havelock and Rankine singularities, to investigate the
flow around a high-speed vessel with transom stern. de Jong (2011) investigated
the seakeeping characteristics of three different high speed vessels, both numer-
ically and experimentally, by focusing on the seakeeping behavior in head seas.
He adopted a numerical method using the time-domain Green function (based on
the previous developments by Lin and Yue (1990) and van Walree (2002)) which
satisfies the linearized free-surface boundary condition and consequently requires
only the discretization of the body surface. He adopted a wake model similar to
what is proposed by Reed et al. (1991) to enforce a smooth flow separation from
the transom stern.
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Lugni et al. (2004) reported a series of experiments measuring the free-surface
elevation around a semi-displacement vessel with forward speed. In their study,
special attention was paid to the formation of the transom stern hollow and rooster-
tail. Moreover, they presented numerical calculations using a linear 2D+t and a 3D
linear Rankine panel method and compared the results with the experimental data.
In their 3D Rankine panel method, they used a hollow-body (also called false-body)
model to take the transom stern flow separation into account. They extended the
vessel’s body by the hollow body where the shape of the hollow was obtained from
a 2D+t calculation. Zhu and Faltinsen (2007) used a similar approach to calculate
the free-surface elevation around a semi-displacement vessel with constant forward
speed. They adopted the 2D potential-flow solution proposed by Faltinsen (2005) in
the vicinity of a fully ventilated transom stern in addition to an iterative procedure
to form the 3D hollow. Fabbri et al. (2009) investigated the hydrodynamic forces
on an advancing semi-displacement vessel with constant drift angle. The vessel was
towed in the tank with fixed drift angle while being free to sink, trim, and heel.
The forces in horizontal plane, as well as yaw moment, were reported for a series
of drift angles and Froude numbers up to 0.6. The vessel’s trim, sinkage, and heel,
induced by the forward speed and constant drift, are also documented, making the
report a good source for validation of numerical computations.

In the recent years CFD methods are applied in capturing the flow behind a fully
or partly ventilated transom stern. Examples of these investigations can be found
in Starke et al. (2007) for 2D and Drazen et al. (2010) for 3D flows. As reported
in these studies, this type of numerical method, although capable of capturing all
the nonlinearities, is extremely expensive in terms of computational cost.

1.4 Outline of the present study

Chapter 2: Mathematical Formulation

The mathematical representation of the problem is described in this chapter. Co-
ordinate systems are defined, and governing equations and boundary conditions
are presented. The body and free-surface boundary conditions are linearized.
Equations of motion for a six degree-of-freedom vessel are presented. Methods
for calculating forces and moments, as well as their linearized decompositions, are
addressed. A selection of techniques for indirect calculation of viscous effects in the
present potential-flow method are presented. Finally, the theoretical formulation
and application of the boundary integral method for the solution of potential-flow
problems are introduced.

Chapter 3: Numerical Implementation

The numerical tools and techniques for solving the boundary integral equations
are presented in this chapter. Different discretization methods using constant pan-
els (CPM), higher-order Lagrangian shape functions (HOBEM), and B-splines are
addressed. The numerical considerations involved in calculation of the integrals’
kernels for each method are discussed. The discretized form of boundary integral
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formulation, i.e. boundary element formulation, is presented for each method of
discretization. Different time-marching methods for solving the initial-value prob-
lem in the time domain are touched upon. Considerations regarding free-surface
truncation and the methods for satisfying the radiation boundary condition, such as
upstream differentiation and damping zones, are discussed. Numerical grid gener-
ation methods for controlling the grid point distribution and discretizing boundary
surfaces are presented. The application of advanced programming techniques for
embedding the boundary element mathematics into the existing C++ compiler
is touched upon. The benefits of using such methods in terms of efficiency and
programming abstraction are discussed.

Chapter 4: Evaluation of Discretization Methods

The numerical properties of different discretization methods are systematically in-
vestigated in this chapter using semi-discrete Fourier analysis. The numerical dis-
persion and damping of constant elements, higher-order elements using Lagrangian
shape functions, and B-spline methods are compared. The continuous and discrete
forms of the dispersion relation are used for this purpose. Problems both with
and without forward speed are considered. The findings from previous studies on
similar topics are summarized.

Chapter 5: Non-separated Flows

In this chapter, a series of potential-flow problems, with and without forward speed,
in steady-state and time-varying conditions, are solved using the presented numer-
ical method. The results from the time-domain solver without forward speed are
benchmarked against analytical results for waves radiated by a heaving semi-sphere
and for diffraction of waves around a vertical circular cylinder. Then, the steady-
state solver with forward speed is tested by solving the classical problem of a
traveling Kelvin source under the free surface and the wave-making problem of an
advancing Wigley hull. The time-domain solver is used to calculate hydrodynamic
coefficients for an advancing Wigley hull and Series-60 vessel undergoing forced
heave oscillations. The results are compared to existing numerical and experimen-
tal data.

Chapter 6: Tail-separated Flows

The steady and unsteady problems of a surface-piercing flat plate are considered in
this chapter as examples of potential-flows with important flow separation effects.
The classical problem of an advancing foil in infinite water is considered first. The
flow separation from the foil’s trailing edge is modeled by introducing a vortex
sheet. Then the forces on a surface piercing flat plate with an angle of attack
in steady forward motion are considered. The tail flow separation is modeled by
introducing a linearized vortex sheet. The bottom-flow separation is shown to be
important, and it is included by means of a 2D+t cross-flow drag model. The
unsteady problem of a swaying and yawing surface piercing flat plate in forward
motion is considered next. The time-varying vortices generated at the plate’s tail
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are propagated along a linearized vortex sheet. The hydrodynamic forces and
coefficients are calculated and compared with existing numerical and experimental
data.

Chapter 7: Hydrodynamics of Semi-displacement Vessels

A series of problems considering the flow around monohull semi-displacement ves-
sels in motion are presented in this chapter. The steady problem of an advancing
semi-displacement vessel on a straight course is considered first. The hollow body
model is used to capture the dry transom stern effects. The free-surface elevation
and the distribution of the steady vertical forces along the vessel are calculated and
validated against existing numerical and experimental data. Then, the forces on a
semi-displacement vessel with fixed drift angle on a straight course are considered.
The results are compared against experimental data. A simplified 2D+t cross-flow
drag model is used to explain the differences between numerical and experimental
results for the transverse force. Heave oscillations of a semi-displacement vessel
with high forward speed are solved in the time domain. The distribution of heave
added mass and damping is calculated and compared to existing experimental and
numerical data. It is shown that, the present 3D model is able to capture the sharp
change in the values of these quantities close to the transom stern.

Chapter 8: Dynamic Stability Analysis

A simplified and preliminary dynamic stability analysis of a monohull semi-displacement
vessel in sway-yaw and sway-roll-yaw is presented in this chapter. The hydrody-
namic properties of the chosen semi-displacement vessel are simplified to be similar
to a flat plate. The hydrodynamic coefficients in sway, roll, and yaw for an advanc-
ing, surface-piercing flat plate are presented for a series of Froude numbers and
oscillation frequencies. The influence of different hydrodynamic coefficients on the
solution to the equations of motion are investigated independently. The influence
of the longitudinal (xG) and vertical position of the center of gravity (KG), as well
as the vertical position of the metacenter (KM) on the system’s dynamic stability
are also touched upon. It is shown that the sway-roll-yaw dynamic stability anal-
ysis predicts an instability for the system at a Froude number close to what has
been observed in experiments.

Chapter 9: Summary and Future Work

A summary of the findings of the present study and suggestions for future work
are presented in this chapter.

1.5 Main contributions

A three-dimensional Rankine panel method was developed for solving the poten-
tial flow around advancing and oscillating floating bodies. Advanced programming
techniques were used to enhance the C++ compiler with the abstract formulation of
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the boundary element method. In this way, many different discretization methods
-such as constant, higher order with Lagrangian shape functions, and B-splines-
were implemented in a modular way. This technique provided the possibility of
comparing different discretization methods. Moreover, different problems with dif-
ferent boundary integral formulations could be implemented with mathematical
abstraction, independent of the discretization method.

The numerical dispersion and damping of the discretized formulations were
evaluated for different discretization methods. It was shown that different dis-
cretization methods and differentiation techniques were suitable for different kind
of problems. The presented comparisons were beneficial in choosing the correct nu-
merical scheme to achieve a stable solution and judging the validity of the results.
Moreover, it was shown that forward speed played an important role in determining
the best numerical scheme.

The two-dimensional semi-analytical solution by Faltinsen (2005) for the flow
in the vicinity of a dry transom stern was combined with numerical grid generation
methods and developed for three-dimensional flows. The free-surface behind the
dry transom sterns of monohull semi-displacement vessels was captured by iterat-
ing the hollow surface. The model was validated by solving for the steady forward
motion of a monohull semi-displacement vessel and comparing the free-surface el-
evation and the distribution of the vertical force along the vessel. It was shown
that the present model could capture the drop in the steady vertical force at the
transom stern due to atmospheric pressure. A 2D+t method does not capture this
effect (e.g. Sun and Faltinsen (2010)).

The hollow body model was further developed to capture the asymmetric free
surface shape behind the dry transom stern of a monohull semi-displacement ves-
sel with fixed drift angle. Corrections due to viscous effects were added to the
transverse force using a simplified 2D+t cross-flow drag model. The cross-flow sep-
aration was shown to explain the difference between experimental and numerical
data.

The Application of the hollow body model was extended to solve the unsteady
oscillatory flow in heave motion of a monohull semi-displacement vessel with high
forward speed. The sharp drop in the distribution of vertical added mass and
damping coefficients close to the ventilated transom stern due to atmospheric pres-
sure was captured by the present 3D method. The previous 2D+t solutions, despite
better estimations along the vessel, can not capture this effect due to the nature of
the numerical solution (e.g. Sun and Faltinsen (2011)).

The importance of cross-flow drag on a plate with drift angle was discussed.
The wave-making and viscous force in the transverse plane were separated in anal-
ogy to the Froude hypothesis. The force due to cross-flow separation was then
considered by a 2D+t cross-flow drag with a rigid free-surface boundary condition.
Comparisons with experimental data suggested that the free-surface and bottom-
tip vortex interactions could be neglected up to a relatively high Froude number
(Fn = 1). Moreover, the cross-flow separation resulted in a considerable increase
in the non-dimensional transverse force which did not vary with Froude number.
The influence of the draft and taper angles were calculated and discussed.

The hydrodynamic coefficients of an advancing surface-piercing flat plate in
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sway, roll, and yaw were calculated. The generated vorticity from the trailing edge
due to flow-separation was convected into the flow on a linearized vortex sheet.
The influence of this vortex field was found to be important. The dependency
of the coefficients on Froude number and oscillation frequency was investigated.
It was confirmed that, while the coefficients were frequency dependent at lower
Froude numbers, they were independent of frequency at higher speeds. The cross-
flow drag seemed to be important especially at lower oscillations frequencies and
Froude numbers, while its relative importance was reduced at higher frequencies
and Froude numbers.

A dynamic stability analysis for a selected semi-displacement vessel in sway-
yaw and sway-roll-yaw was presented. The hydrodynamics of a monohull semi-
displacement vessel were simplified to a flat plate. The analysis for sway-roll-yaw
suggested a possible dynamic instability about a Froude number which was close
to the observed instability in experiments, and could not be captured by sway-yaw
analysis. Based on an independent sensitivity study of the relevant parameters,
the free-system’s response frequencies and instability were sensitive to the added
mass and damping coefficients (especially the cross coupling terms between sway-
roll and yaw-roll in sway-roll-yaw analysis). Variation of the longitudinal position
of center of gravity confirmed that moving the center of gravity forward improves
the system’s dynamic stability. The sensitivity study on KM in sway-roll-yaw
analysis did not show that the dynamic instability in sway-yaw is sensitive to the
value of GM , as long as it is positive. This maybe due to the simplification in
the hydrodynamics from a semi-displacement vessel to a flat plate. On the other
hand, increasing GM by decreasing KG introduced a dynamic instability region
where the unstable roots belonged to a system with low frequency. The root’s
imaginary parts are, however, close to the free-system’s roll frequencies, which are
much higher. This suggested a possible low-frequency or non-oscillatory instability
in sway-yaw, which is induced by the roll motion of a stiff system. This instability
was sensitive to the cross coupling hydrodynamic coefficients in yaw-roll and sway-
roll. The dependency of the hydrodynamic coefficients in sway and yaw on the
quasi-steady heel angle should be considered and investigated as well.



Chapter 2

Mathematical Formulation

The problem of a rigid body moving in water and piercing the free-surface is for-
mulated in this chapter. The chapter starts by defining the problem’s coordinate
systems in Section 2.1. The potential-flow theory is used to form the governing
equations in Section 2.2. Then the boundary value problem is constructed by pre-
senting the fully non-linear boundary conditions in Section 2.3. The problem is
linearized about a base steady velocity potential, assuming steady forward motion
and small oscillations. Two types of the base velocity potentials, Double Body
(DB) and Neumann-Kelvin (NK), are presented in Section 2.5 and Section 2.6, re-
spectively. The initial value problem for the time dependent and the steady-state
formulation are presented in Section 2.7.

The influence of flow separation is discussed in Section 2.10, followed by modi-
fications and extensions to account for flow separation in the present potential-flow
formulation. Equations of motion for a rigid six-degrees of freedom vessel is pre-
sented in Section 2.8. The calculation of the first and second order forces and
moments from the first order velocity-potential is discussed in Section 2.9. Fur-
ther, the representation of the time dependent forces and moments in terms of the
linear added mass and damping terms is discussed. The boundary value problem is
reformed by means of Green’s second identity into boundary integral formulation
in Section 2.11.

2.1 Coordinate systems

A vessel advancing with mean forward speed U in negativeX direction is considered
(Figure 2.1). The vessel’s body is assumed to be rigid. It is possible to decompose
the motions of this rigid body into two parts. One is the mean forward translation
by velocity −U , and the other is the oscillatory motions in six degrees of freedom
about the vessel’s mean position.

It is convenient to define different coordinate systems to handle different aspects
of the problem. Two Cartesian coordinate systems OXY Z and Oxyz are defined.
The XY plane of the Earth-fixed global coordinate system OXY Z corresponds to
the undisturbed free surface. The local inertial coordinate system Oxyz is parallel

17
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Figure 2.1: Coordinate systems for a semi-displacement vessel with forward speed,
FS: free-surface, CG: center of gravity, Dotted line: waterline

to the OXY Z coordinate system and moves with the vessel’s forward speed. The
z-axis of the Oxyz system is going through the vessel’s center of gravity while the
vessel is in equilibrium condition with steady forward velocity. This coordinate
system is the so-called seakeeping coordinate system. The motions of the vessel in
this coordinate system are assumed to be periodic with small amplitude. The time
dependent problem of a vessel advancing with forward speed changes into a steady-
state problem in the seakeeping coordinate system. Therefore, the boundary value
problem is formulated in this coordinate system.

Conventionally, the components of the translational motions along x, y and
z-axis are called surge, sway and heave. The rotational motions about the same
axes are called roll, pitch and yaw. To show the differences between oscillatory
rotational motions and constant mean angles different names are usually used for
the latter. The constant angles about x, y and z-axis are called heel, trim and
drift respectively. Loading conditions and hydrodynamic forces during maneuver-
ing may give a vessel heel, trim or drift angle. The draft of the vessel may also
change in different operating conditions due to hydrodynamic forces. This type of
constant translation along z-axis is called sinkage, in order to distinguish it from
the oscillatory heave motion.

A third body-fixed coordinate system Ox′y′z′ is defined. This coordinate sys-
tem is identical to the seakeeping coordinate system (Oxyz) in an steady forward
equilibrium condition, however it moves with the vessel’s oscillatory motions. It is
convenient to express the body boundary condition in this coordinate system. As
it will be shown later in Section 2.4, linearization may eliminate the need for this
coordinate system. For a vessel at rest, the boundary value problem formulated in
Oxyz coordinate system is valid just by setting the body’s forward speed equal to
zero (U=0).
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2.2 Governing equations

The motion of the fluid particles in the real water is primarily governed by two
main forces, inertial and viscous. The Reynolds number is defined as the ratio
between these two components.

Rn =
ρUL

μ
(2.1)

Here, ρ is the fluid density, U is the fluid velocity, L is the characteristic length, and
μ is the fluid’s dynamic viscosity. For higher Reynolds numbers the importance
of viscous forces reduces comparing to inertial forces in a non-separated boundary
layer. As a consequence the viscous boundary layer becomes thinner by increasing
the Froude number (e.g. Faltinsen (2005)). Therefore, for high Reynolds numbers
irrotational-flow can be assumed outside the thin boundary layer.

A separated flow can carry the vorticity, generated in the boundary layer, into
the fluid. The flow always separates from sharp corners. In presence of negative
pressure gradient flow separation may also occur on smooth surfaces. The Reynolds
number determine the flow regime, which plays an important role on where and
when the flow separates from smooth surfaces. The separated flow carries a free
shear layer, which contains vorticity, inside the fluid. The structure and thickness
of the free shear layer depend on Reynolds number as well. The irrotational-flow
is the basic assumption in the potential-flow theory. However, presence of vorticity
in the fluid contradicts with this assumption. If a thin free shear layer is assumed,
it is possible to say that the flow-irrotationality is still valid outside this thin layer.

For the present studies, the water can be assumed incompressible. This is not
true for problems such as slamming, which involves high impact pressures (e.g.
Faltinsen (1990)). Let us define the velocities of the fluid particles by u(x, t) =
(u, v, w), which is a function of location x = (x, y, z) and time (t). Assuming the
fluid to be inviscid, and the flow to be irrotational (∇×u = 0), the fluid velocities
can be defined as a gradient of a total velocity potential Φ(x, t) (Eq. 2.2).

u = ∇Φ = i
∂Φ

∂x
+ j

∂Φ

∂y
+ k

∂Φ

∂z
(2.2)

Assuming the fluid to be incompressible as well (∇ · u = 0), Φ must also satisfy
the Laplace equation Eq. 2.3 in the water domain.

∇2Φ =
∂2Φ

∂x2
+

∂2Φ

∂y2
+

∂2Φ

∂z2
= 0 (2.3)

The pressure in the fluid is expressed by the Bernoulli equation. By using the total
velocity potential function Φ and Eq. (2.2), the total pressure in the water domain
can be defined as,

Ptot = −ρ
∂Φ

∂t
− 1

2
ρ (∇Φ · ∇Φ)− ρgz + C (2.4)

Here g is the gravitational acceleration and C is a constant calculated from the
pressure on the free surface. Viewing the problem from the seakeeping coordinate
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system, the forward speed of the vessel appears as a constant inflow from infinity.
Therefore, the total velocity potential far away from the body is equal to Ux, when
−U is the vessel’s constant forward velocity. Rewriting Eq. (2.4) for a point on the
free surface far away from the body we obtain,

C = pa +
1

2
ρU2 (2.5)

Here pa is the value of the pressure on the free surface, which is assumed to be a
constant. By substituting Eq. (2.5) into Eq. (2.4) the relative pressure p = Ptot−pa
is defined as,

p = −ρ
∂Φ

∂t
− 1

2
ρ (∇Φ · ∇Φ)− ρgz +

1

2
ρU2 (2.6)

Hereafter the relative pressure in Eq. (2.6) is referred to as pressure for convenience.

2.3 Boundary conditions

In order to complete the boundary value problem, conditions must be established
along the boundaries of the potential flow domain. The initial form of these bound-
ary conditions are presented here. Then the linearization techniques are discussed
in Section 2.4.

Free-surface boundary condition

The free-surface boundary condition consists of two parts, kinematic and dynamic.
The kinematic condition states that, the fluid particles on the free surface must
stay on the free surface. Therefore, the velocity of the fluid particles normal to
the free surface is equal to the velocity of the boundary itself. Assuming the free-
surface elevation to be a single-valued function of the horizontal coordinates (x, y)
and time ζ(x, y, t), the free surface can be described as ζ(x, y, t) − z = 0. Then,
the kinematic boundary condition can be written using the material derivative
( ∂
∂t + u · ∇)(ζ(x, y, t)− z) = 0 or,

∂ζ

∂t
+

∂Φ

∂x

∂ζ

∂x
+

∂Φ

∂y

∂ζ

∂y
− ∂Φ

∂z
= 0 on z = ζ(x, y, t) (2.7)

It must be mentioned that assuming the free surface to be a single-valued function
imposes some limitations on the method’s applicability. For instance, it would not
be possible to model over-turning waves.

The dynamic condition deals with the pressure on the free surface. On the free
surface, the relative pressure in Eq. (2.6) is zero and therefore Eq. (2.6) transforms
into Eq. (2.8), which is the dynamic free-surface boundary condition.

ζ = −1

g

(
∂Φ

∂t
+

1

2
(∇Φ · ∇Φ)− 1

2
U2

)
= 0 on z = ζ(x, y, t) (2.8)
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The two free-surface boundary conditions can be combined to eliminate ζ. The
resulting combined equation is shown in Eq. (2.9) below. Here the differentiations
with respect to different variables are shown by subscripts for clarity.

Φtt + 2∇Φ · ∇Φt +
1

2
∇Φ · ∇ (∇Φ · ∇Φ) + gΦz = 0 on z = ζ(x, y, t) (2.9)

Difficulties arise in satisfying Eq. (2.9) on the free surface due to nonlinearities. In
addition, the position of the boundary is not known beforehand. Iterative methods
shall be used to capture the position of the boundary. These methods usually
apply the free surface boundary condition in two steps using Eqs. (2.7) and (2.8).
Alternatively, mixed Eulerian-Lagrangian method (MEL) can be used (e.g. Mei
et al. (2005)). Different linearization methods can be used to effectively simplify
the problem. These are explained later in Section 2.4.

Body boundary condition

The body boundary condition states that the flow cannot penetrate the solid body
surface. Let us define the surface of the body as SB(x

′, t) = 0 in the body fixed co-
ordinate system. Therefore, similar to free-surface kinematic boundary condition,
the condition on the body can be defined as the material derivative of the surface.

DSB

Dt
=

(
∂

∂t
+∇Φ · ∇

)
SB = 0 (2.10)

Here ∇ = ( ∂
∂x ,

∂
∂y ,

∂
∂z ) is the gradient vector in the seakeeping coordinate system.

Alternatively, the velocity of the fluid normal to the body surface is equal to the
velocity of the body’s surface in that direction (Eq. 2.11).

∂Φ(x, t)

∂n
= UB · n where x on SB (2.11)

Here UB is the velocity of a point on the body surface and n is the normal vector to
the body surface which points inside the fluid domain. Eq. (2.11) can be obtained
from Eq. (2.10) using n = ∇SB/|∇SB | and UB = ∂SB

∂t .

Bottom boundary condition

Infinite water depth is assumed in the present work. Therefore, the bottom bound-
ary condition is simplified as shown in Eq. (2.12). The infinite water depth condi-
tion states that the disturbances caused by a body approaches zero far away from
the body.

|∇Φ− U | → 0 as z → −∞ (2.12)

Initial and radiation conditions

If the time-domain solution is considered, initial conditions must be defined for the
boundaries. The initial elevation and velocity potential must be defined on the free
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surface. However, in a steady-state solution, the initial condition is replaced by
a radiation condition, which ensures solution’s uniqueness. This condition is dis-
cussed with more details in Section 2.7. The numerical considerations for imposing
the radiation boundary condition are presented in Section 3.7.

2.4 Linearization around a steady base flow

The fully non-linear problem is difficult to handle. Therefore linearization methods
are widely used to simplify the problem. Here, we start the linearization process
using the method presented by (Newman, 1978). In this method, the total velocity
potential (Φ) is divided into a base steady velocity potential (φ̄) and a perturbation
velocity potential (φ),

Φ(x, t) = φ̄(x) + φ(x, t) (2.13)

By assuming the base velocity potential to be of O(1) and the perturbation velocity
potential of O(ε), it is possible to linearize the equations about the base potential.

2.4.1 Free surface

If the total velocity potential in the combined free-surface boundary condition
(Eq. 2.9) is substituted from Eq. (2.13), the resulting boundary condition after
linearization will be,

φtt + 2∇φ̄ · ∇φt +∇φ̄ · ∇
(
∇φ̄ · ∇φ

)
+

1

2
∇
(
∇φ̄ · ∇φ̄

)
· ∇φ+

gφz + gφ̄z +
1

2
∇
(
∇φ̄ · ∇φ̄

)
· ∇φ̄ = 0 on z = ζ

(2.14)

which is valid on the exact free surface z = ζ. From Eq. (2.8), the free-surface ele-
vation function ζ is calculated using the same substitution and shown in Eq. (2.15).

ζ = ζ̄ − 1

g

(
φt +∇φ̄ · ∇φ

)
on z = ζ (2.15)

Here ζ̄ is the base free-surface elevation, which is the free-surface elevation due to
the base velocity potential φ̄ (Eq. 2.16), and hereafter is called base free-surface
elevation.

ζ̄ = − 1

2g

(
∇φ̄− U2

)
on z = ζ (2.16)

Getting the Taylor expansion of Eq. (2.15) about ζ̄ gives,

ζ = ζ̄ − 1

g

(
φt +∇φ̄ · ∇φ

)
z=ζ̄

+

(ζ − ζ̄)
∂

∂z

(
ζ̄ − 1

g

(
φt +∇φ̄ · ∇φ

))
z=ζ̄

+ · · ·
(2.17)
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Here, subscript z = ζ̄ means that the expression inside the parentheses must be
calculated at ζ̄. Keeping the terms up to O(φ) gives,

ζ = ζ̄ − 1

g

(
φt +∇φ̄ · ∇φ

)
z=ζ̄

− 1

g
(ζ − ζ̄)

(
∇φ̄ · ∇φ̄z

)
z=ζ̄

(2.18)

Solving Eq. (2.18) for ζ, an expression for the free-surface elevation as a summa-
tion of the base free-surface elevation and a perturbation free-surface elevation is
obtained, as shown in Eq. (2.19) below.

ζ = ζ̄ −
[
φt +∇φ̄ · ∇φ

g +∇φ̄ · ∇φ̄z

]
z=ζ̄

(2.19)

Eq. (2.19) can be substituted in the kinematic free-surface boundary condition
Eq. (2.7) in order to obtain a new combined condition, which is valid on z = ζ̄.

φtt+2∇φ̄ · ∇φt +∇φ̄ · ∇
(
∇φ̄ · ∇φ

)
+

1

2
∇
(
∇φ̄ · ∇φ̄

)
· ∇φ+ gφz

−
[
1

2

∂

∂z

(
∇φ̄ · ∇

(
∇φ̄ · ∇φ̄

))
+ gφ̄zz

]
φt +∇φ̄ · ∇φ

g +∇φ̄ · ∇φ̄z

+
1

2
∇
(
∇φ̄ · ∇φ̄

)
· ∇φ̄+ gφ̄z = 0 on z = ζ̄

(2.20)

Assuming φ̄ to satisfy the free-surface condition on ζ̄, the last two terms of Eq. (2.20)
cancel each other. In order to solve the problem by applying Eq. (2.20) on the base
free-surface elevation, the problem has to be divided into two subproblems. First,
is the solution of the steady base potential, which can be a simple, or complicated
problem by itself. Second, is the steady or unsteady perturbation, which is assumed
to be of lower order than the steady base potential. In order words, the generated
waves due to vessel’s steady forward motion and vessel’s amplitude of oscillations
have to be small for this formulation to be correct.

Different assumptions can be made about the steady base potential. The fully
nonlinear steady velocity potential gives the most complete form of solution. How-
ever, the fully nonlinear solution of a vessel with steady forward speed is a com-
plicated problem. Bunnik (1999) applied Eq. (2.20) on the base free-surface ele-
vation using the solution provided by Raven (1996). Two other relatively simple
and widely used choices are the Double-Body and Neumann-Kelvin linearizations,
which are discussed in Sections 2.5 and 2.6. Using these simple base potentials,
Eq. (2.20) can be further simplified and written about the mean free surface z = 0.

2.4.2 Body

Let us define the velocity of a ship’s surface, moving forward with small oscillatory
motions as,

UB = −U i+
dδ

dt
(2.21)
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Here δ is the local displacement vector of the ship’s surface in the seakeeping
coordinate system (Oxyz), and i is the unit vector in the x-direction. Since the
motions are assumed to be small oscillatory motions, they can be written as,

δ = η +Θ× x′ (2.22)

Here η and Θ are the vectors for translational and rotational motions of the ship,
relative to the origin of the seakeeping coordinate system, and ′×′ represents the
cross-product of the two vectors. Substituting Φ from Eq. (2.13) into the body
boundary condition in Eq. (2.11) gives,

∂φ

∂n
=

dδ

dt
· n−∇φ̄ · n on SB (2.23)

The fluid velocity on the instantaneous body-surface can be expanded about the
mean surface using Taylor expansion as shown in Eq. (2.24). It must be noted that
using Taylor expansion implies that the surface is assumed to be representable
through an analytical function. This is not true, for instance, at sharp corners.
Methods such as the one presented by Shao (2010) can be used to avoid this
problem.

uSB
= uS̄B

+ [(δ · ∇)u]S̄B
+O(δ2) (2.24)

Let us assume that the steady base velocity potential satisfies the body boundary
condition, i.e. [u · n]S̄B

=
[
∇φ̄ · n

]
S̄B

= 0. Then, by linearizing the boundary

condition about the mean position of the body (S̄B) using Eq. (2.24) we have,

∂φ

∂n
=

[
dδ

dt
+Θ×∇φ̄− (δ · ∇)∇φ̄

]
· n on S̄B, SB (2.25)

Since all the terms in Eq. (2.25) are of O(|δ|), this boundary condition can be ap-
plied both on S̄B or SB , with the errors being of O(|δ|2). Based on this lineariza-
tion, there is no need to distinguish between the seakeeping (x) and body-fixed
(x′) coordinate systems any more. Detailed steps of the linearization procedure
can be found in Timman and Newman (1962). They also presented a more com-
pact from of Eq. (2.25), which accounts for the interactions between the steady
and oscillatory flow field in a consistent manner (Eq. 2.26).

∂φ

∂n
=

[
dδ

dt
+∇× (δ ×∇φ̄)

]
· n on S̄B, SB (2.26)

Ogilvie and Tuck (1962) used the notations in Eq. (2.27) to rewire Eq. (2.25) in a
more compact form of Eq. (2.28).

η = (η1, η2, η3)

Θ = (η4, η5, η6)

n = (n1, n2, n3)

x× n = (n4, n5, n6)

−(n · ∇)∇φ̄ = (m1,m2,m3)

−(n · ∇)(x×∇φ̄) = (m4,m5,m6)

(2.27)
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The interactions between the steady and unsteady flow fields are considered through
the so-called mj-terms in this notation.

∂φ

∂n
=

6∑
j=1

(
∂ηj
∂t

nj + ηjmj

)
(2.28)

The importance of these terms are discussed in Nakos and Sclavounos (1990). In
general, the calculations of mj-terms are problematic from the numerical point
of view. Moreover, as mentioned above, the calculation of these terms at sharp
corners would be fundamentally wrong. Shao and Faltinsen (2010) proposed an
alternative body-fixed calculation method to account for these terms indirectly.

2.4.3 Pressure

The fluid pressure on the body can also be linearized by substituting Eq. (2.13)
into Eq. (2.6) and keeping the terms up to O(φ).

p(1) = −ρ
∂φ

∂t
− ρ
(
∇φ̄ · ∇φ

)
− 1

2
ρ
(
∇φ̄ · ∇φ̄

)
− ρgz +

1

2
ρU2 (2.29)

The second-order terms in the pressure are,

p(2) = −1

2
ρ (∇φ · ∇φ) (2.30)

It must be noted that since the velocity potential in Eq. (2.30) is the first-order
linear potential, the second-order pressure mentioned here is the second-order pres-
sure from the first-order potential. This is not the complete second-order pressure,
which requires the boundary value problem to be formulated and solved up to the
second order. Based on the linear assumptions made here, p(2) in Eq. (2.30) must
be close to zero, otherwise the used free-surface boundary condition is not consis-
tent. The second-order pressure calculated in this way can be used to indicate to
what extent the linearization assumption is valid.

2.5 Double body linearization

One of the widely used base velocity potentials for linearization is the Double-Body
velocity potential. In this method, the asymptotic solution for zero Froude number
is used as the base solution, by assuming the free surface to be a symmetry plane,
and φ̄n = 0 on it. The term double body refers to having a mirror image of the
body above the free surface. The boundary value problem for the double body
velocity potential is stated in Eq. (2.31).

∇2φ̄ = 0

∂φ̄

∂n
= 0 on SF

∂φ̄

∂n
= −(U i) · n on SB

(2.31)
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Nakos (1990) used this type of linearization. The combined free-surface boundary
condition stated in Eq. (2.20) is further linearized about the mean free surface, i.e.
z = 0, to eliminate the need for capturing the exact steady free-surface elevation in
order to solve the perturbation potential φ. Then, the known φ̄ from the solution
of (2.31) is substituted into the boundary conditions in order to obtain φ.

This method accounts for the steady and unsteady flow interactions and it is
more suitable for blunt bodies and low forward speeds (see for instance Shao and
Faltinsen (2010)). At very high speeds φ̄ = 0 is a more consistent free-surface
boundary condition. Since the focus of the present work in on high-speed vessels
the aforementioned method of linearization has not been implemented.

2.6 Neumann-Kelvin linearization

In this method the undisturbed inflow velocity potential is chosen as the base
potential. This means that the perturbation due to presence of the body is of
higher order than the inflow velocity potential. This is more suitable for slender
or thin bodies at high speeds (see for instance Faltinsen (2005)). Therefore, the
steady base velocity potential takes the form shown in Eq. (2.32) below.

φ̄ = Ux (2.32)

The mean free-surface elevation due to the steady base potential is then ζ̄ = 0.
Substituting this into Eq. (2.20), the free-surface boundary condition changes into
the well-known Neumann-Kelvin condition presented below,

φtt + 2Uφxt + U2φxx + gφz = 0 on z = 0 (2.33)

Both kinematic and dynamic free-surface boundary conditions after linearization
are presented in Eq. (2.34) and Eq. (2.35).

∂ζ

∂t
+ U

∂ζ

∂x
− ∂φ

∂z
= 0 on z = 0 (2.34)

ζ = −1

g

∂φ

∂t
− U

g

∂φ

∂x
on z = 0 (2.35)

If the base velocity potential in Eq. (2.25) is substituted from Eq. (2.32), Eq. (2.36)
is obtained for the body boundary condition. It must be noted that since φ̄ = Ux
is chosen as the steady potential,

[
∇φ̄ · n

]
S̄B

= 0 is no longer valid. In other words,

the φ̄ does not satisfy the body boundary condition and can not be neglected.

∂φ

∂n
=

[
dδ

dt
+ (Θ× i)U − U i

]
· n on S̄B (2.36)

This means that only m5 = Un3 and m6 = −Un2 are left from the mj-terms, which
account for the yaw and pitch angles. In other words, the interactions between the
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steady and unsteady flow fields are not considered in this type of linearization.
Substituting Eq. (2.32) into Eq. (2.29), the linearized form of Bernoulli’s equation
is obtained as follows,

p(1) = −ρ
∂φ

∂t
− ρU

∂φ

∂x
− ρgz (2.37)

while the second-order pressure stays the same as stated in Eq. (2.30).

2.7 Steady and unsteady problems

Until now the problem was formulated in Section 2.3 and linearized in Section 2.4.
An initial or radiation condition must be specified in order to complete the bound-
ary value problem. The perturbation velocity potential, φ, can be divided into
steady and unsteady parts.

φ(x, t) = φ̄(x) + ϕ(x, t) (2.38)

In Neumann-Kelvin linearization, both of these parts are of the same order.
In the time-domain problem, the initial condition on the free surface is needed to
solve the problem. The initial values for φ and free-surface elevation are usually
needed to start up the solution. If the unsteady part is assumed to be harmonically
oscillating, it can be rewritten as ϕ(x, t) = ϕ̄(x)eiωt. Here ϕ̄ and ω are the ampli-
tude and oscillation frequency respectively. Substituting φ from Eq. (2.38) into the
Neumann-Kelvin free-surface boundary condition (Eq. 2.33), the frequency-domain
condition is obtained. Then, it can be separated for unsteady and steady velocity
potentials, as showed in Eqs. (2.39) and (2.40) respectively.

−ω2ϕ̄+ 2iωUϕ̄x + U2ϕ̄xx + gϕ̄z = 0 on z = 0 (2.39)

φ̄z +
U2

g
φ̄xx = 0 on z = 0 (2.40)

The physical direction of travel for the generated waves must be enforced by
means of a radiation condition. The radiation condition can be important both in
time and frequency domain problems. This condition, for an oscillatory disturbance
with zero forward speed, states that the generated waves must travel away from
the source. For an advancing non-oscillatory disturbance in infinite water, this
condition implies that there should be no upstream waves. Meaning, the waves
generated by the body should only be present down-stream and not upstream.
This is not the case for a body traveling in confined waters at the critical depth
Froude number defined as Fnh = U/

√
hg, where h is the water depth. Large

upstream waves and wash may happen at small water depth to ship length ratios
due to non-linearities of the solitary waves (e.g. Faltinsen (2005)).

For an advancing and oscillating disturbance in the free surface of an infinite
water, the generated waves can appear upstream as well, if τ = ωU/g < 1/4. Here,
τc = 1/4 is the critical value. At this critical value, the generated waves due to
disturbance’s oscillations travel with the same speed as the disturbance itself. As
a consequence, wave build-up occurs at this ratio.
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2.8 Equations of motion

Equations of motion for a six degrees of freedom vessel at sea are briefly presented
here. These equations are used to create the vessel’s dynamic model, which is used
later for dynamic stability analysis. A more detailed formulation can be found in
Faltinsen (2005) and Fossen (1994), among others. Here, a simplified version of the
equations, suitable for the application in the present work, is presented.

The forces which are acting on a vessel at sea are from different natures. For
a ship at rest, and in its equilibrium condition, buoyancy and weight forces are
canceling each other. If the center of gravity is not correctly aligned with the
center of buoyancy, the vessel may have a trim or heel angle at its equilibrium
condition.

The presence of forward speed introduces new forces into the equation. The ship
resistance force is the most important force component, which determines vessel’s
speed for a certain thrust power. The ship speed is obtained by balancing the thrust
force and the resistance force. The trust force is produced by the ship’s propulsion
system, which can be propeller, water jet or even sails. Moreover, the forward
speed induced trim and sinkage affect the vessel’s resistance. This is especially
important for high-speed vessels.

Ship resistance can be divided into two main parts, frictional and residual re-
sistance. The frictional resistance is usually estimated by the flat plate’s frictional
coefficient from ITTC formula in Eq. (2.41).

CF0 =
0.075

(log10(Rn)− 2)
2 (2.41)

This coefficient must be modified in order to take into account the differences be-
tween the shape of a ship’s hull and a flat plate. A form factor ’K’ is introduced
to account for the form resistance. The viscous pressure resistance and flow sep-
aration can be mentioned as parts of the form resistance (e.g. Faltinsen (2005)).
Experimental methods are usually used to evaluate the form factor. Although it is
usually assumed that the form factor is not Froude number dependent, in reality
this is not entirely true. For instance, the presence of a wet transom stern can
enforce the form factor to be Froude number dependent. The effective frictional
resistance coefficient defined as,

CF = (1 +K)CF0 (2.42)

while the resistance force is,

F (R) =
1

2
ρU2SWCF (2.43)

Here, SW is the total wetted area of the vessel’s surface. SW at zero speed is
usually used in calculations. However, the actual wetted area is changing due
to the generated waves and vessel’s sinkage and trim. The residual resistance is
assumed to be Froude number dependent. A main part of the residual resistance
is the wave making resistance defined by the wave making coefficient Cw. This
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coefficient must be obtained either by experiments or from numerical calculations.
It must be noted that for high-speed vessels, the far-field picture of the waves does
not represent the total residual resistance due to local effects and breaking waves
(e.g. Faltinsen (2005)).

The forward speed can change the equilibrium condition of a ship, especially for
semi-displacement monohull vessels. Meaning that due to the hydrodynamic forces,
a ship will have different equilibrium conditions at different speeds. This implies
changes in trim and sinkage. Moreover, an steady heel angle caused by an off-center
weight can be increased at higher Froude numbers due to loss of metacentric height
(e.g. Werenskiold (1993)). These changes may cause a vessel to become unstable
at higher Froude numbers (see Section 1.1 and Chapter 8 for more details).

In the present work, the equilibrium between the thrust and resistance force is
assumed. For semi-displacement monohull vessels, it is important to account for
the sinkage, trim and heel when establishing the equilibrium condition at forward
speed. These values must be obtained either from experiments or by an iterative
numerical scheme.

Environmental waves can induce mean and oscillatory forces on an advancing
vessel. The added resistance due to waves is an example of the wave-induced mean
forces. While the mean forces must be canceled with the trust force, the oscillatory
forces cause the vessel to oscillates around its mean position. By linearization, it is
possible to separate the problem into the so called radiation and diffraction. The
radiation problem focuses on the forces acting on an advancing vessel in calm water
undergoing forced oscillatory motions. The diffraction problem, on the other hand,
considers the forces acting on the vessel due to incoming waves, when the vessel
is restrained from oscillating. For creating a dynamic model to be used in linear
dynamic stability analysis, the radiation problem must be solved.

The forces acting on the vessel in the seakeeping coordinate system can be
decomposed using linear theory as shown in Eq. (2.44) below.

F = F(rad) + F(dif) + F(R) + F(T ) + F(C) (2.44)

Here F(rad) and F(dif) are the radiation and diffraction forces. F(R) and F(T ) are
the resistance and thrust forces respectively, and F(C) is the control forces induced
by the rudder or other control equipment. Based on linear theory, the forces in
the radiation problem can be divided into added mass (Ajk), damping (Bjk) and
restoring (Cjk) terms as showed in Eq. (2.45) below.

−Ajk
d2ηk
dt2

−Bjk
dηk
dt

− Cjkηk = F
(rad)
j (2.45)

The added mass and damping terms are defined as ”steady-state hydrodynamic
forces and moments due to forced harmonic motion of a rigid body” (Faltinsen,
1990). The restoring terms are associated with the forces and moments about the
center of gravity due to hydrostatic pressure. This is in analogy with the spring
stiffness in a mass-spring-damper system. It must be noted that restoring terms
can be associated with the hydrodynamic pressure as well. However, added mass
coefficients can also be used to represent these terms. Here, all the forces related to
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hydrodynamic pressure are represented in terms of the added mass and damping
coefficients, and restoring terms are only used to represent the hydrostatic restoring
terms.

Let us assume an equilibrium between the resistance and thrust force and ne-
glect the control forces. Then for a vessel moving with a constant forward speed
we can write,

6∑
k=1

(Mjk +Ajk)
d2ηk
dt2

+Bjk
dηk
dt

+ Cjkηk = F
(dif)
j (2.46)

Here Mjk is the generalized mass matrix (Eq. 2.47). Since the origin of the sea-
keeping coordinate system is not at the center of gravity, the mass vector was
generalized to include the moments due to the gravitational force at the center of
gravity. By choosing the z-axis of the seakeeping coordinate system to go through
the center of gravity at the equilibrium condition of the vessel with steady forward
motion, the generalized mass matrix simplifies to,

Mjk =

⎡⎢⎢⎢⎢⎢⎢⎣
M 0 0 0 MzG 0
0 M 0 −MzG 0 0
0 0 M 0 0 0
0 −MzG 0 I44 0 I46

MzG 0 0 0 I55 0
0 0 0 −I46 0 I66

⎤⎥⎥⎥⎥⎥⎥⎦ (2.47)

Here M is the vessel’s mass, and zG is the vertical position of the center of gravity
in the Oxyz coordinate system. Ijj and Ikj are the moment and product of inertia
in the same coordinate system defined as,

I44 =

∫∫∫
Ω

(
y2 + z2

)
dm I55 =

∫∫∫
Ω

(
x2 + z2

)
dm

I66 =

∫∫∫
Ω

(
x2 + y2

)
dm I46 =

∫∫∫
Ω

(xz) dm

(2.48)

Here Ω refers to the complete volume of the vessel, and dm is the mass of an in-
finitesimal volume at (x, y, z). The main part of the restoring force is associated
with the change in the magnitude and center of the buoyancy force due to oscilla-
tions of the vessel. It is possible to relate this change to the vessel’s water plane
area (AW ) and the total displacement volume (�) as shown in Eq. (2.49) below
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(Faltinsen, 1990).

C33 = ρgAW

C35 = C53 = −ρg

∫∫
AW

x ds

C44 = ρg � (zB − zG) + ρg

∫∫
AW

y2 ds = ρg �GM

C55 = ρg � (zB − zG) + ρg

∫∫
AW

x2 ds = ρg �GML

(2.49)

Here zG and zB are the vertical positions of the center of gravity and the center
of buoyancy, respectively. GM is the transverse and GML is the longitudinal
metacentric height. Other terms of Cjk are zero for a vessel with xz-plane of
symmetry. The restoring terms in Eq. (2.49) were calculated for zero forward speed
condition. As mentioned before, the speed dependent restoring terms, which are
related to the hydrodynamic pressure, are taken into the added mass coefficients.

The calculation of added mass and damping coefficients for a vessel with for-
ward speed are not straight forward. Numerical and experimental methods can
be adopted to calculate these values. Based on Eq. (2.45), the solution for forced
harmonic motions of a body can be used for this purpose. It is convenient to use
complex notation for representing a harmonic motion. Assuming that the vessel
is oscillating in jth mode, with frequency ω, and amplitude η̄j , we can write the
vessel’s motion in complex form as ηj = η̄je

iωt. Substituting ηj into Eq. (2.46)
gives,

6∑
k=1

(
−ω2Mjk − ω2Ajk + Cjk + iωBjk

)
ηk = Fj (2.50)

Here Fj is the excitation load, which forces the vessel to harmonically oscillate. This
force can be obtained, for instance, from numerical calculations or experiments.
Separating Eq. (2.50) into real and imaginary parts, the added mass and damping
terms are obtained as shown in Eq. (2.51) below.

Ajk = − 1

ω2

(
Re

(
Fj

ηk

)
+ ω2Mjk − Cjk

)
Bjk =

1

ω

(
Im

(
Fj

ηk

)) (2.51)

Here Re() and Im() refers to the real and imaginary parts of the function. Let us
write the force as Fj = F̄je

i(ωt+ε), where ε is the phase difference between the force
and vessel’s motion. Then, Eq. (2.51) reduces to Eq. (2.52) below.

Ajk = − F̄j cos(ε)

ω2η̄k
−Mjk +

Cjk

ω2

Bjk =
F̄j sin(ε)

ωη̄k

(2.52)
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The added mass and damping coefficients in Eq. (2.52) can be obtained from ana-
lytical solutions for a few simple geometries. Numerical methods are usually needed
for practical problems. The STF strip theory method (Salvesen et al., 1970) can
be used to relate the added mass and damping of a vessel with forward speed, to
the values of its 2D sections. It is well-known that these values are frequency de-
pendent and in presence of forward speed they become Froude number dependent
as well (e.g. Faltinsen (1990)). Another method for solving this problem is the
2D+t method. In this approach 2D time-domain solutions are combined to form
a 3D steady-state solution to the problem (see for example Faltinsen and Zhao
(1991)). Here a fully 3D method is used to calculate the forces in Eq. (2.52), in
order to obtain the added mass and damping. The method for calculating forces
are presented in the following section, while the numerical method is addressed in
Chapter 3.

2.9 Calculating forces and moments

Direct pressure integration is used in the present work to calculate the forces and
moments as shown in Eq. (2.53) below.

F =

∫∫
SB

−np dS j = 1 . . . 6 (2.53)

Here n is the generalized normal vector defined in Eq. (2.27) and p is the pressure
on the body surface defined in Eq. (2.6). Since x in Eq. (2.27) is the coordinate
of points based on the seakeeping coordinate system, the moments calculated here
can be used in Eq. (2.46). Occasionally, it is necessary to calculate the moments
around a point besides the origin of the seakeeping coordinate system. Examples
of such points can be the vessel’s geometrical center, or the center of gravity. This
can be done by defining x = r − rc, where r is the position vector of the points
on the body surface, and rc is the position vector of the center for calculating the
moments.

In reality, the integration must be done on the instantaneous wetted surface
of the body, which includes the changes of the body’s wetted surface, both due
to generated waves and oscillatory motions. However, based on the explanations
given in Section 2.4.2, for the linear forces, the integration can be done on the
mean wetted surface of the body. The mean wetted surface is the part of the ship’s
surface which is below the calm water plane in the equilibrium condition.

The linear and nonlinear parts of the pressure for Neumann-Kelvin linearization
are shown in Eq. (2.37) and Eq. (2.30) respectively. By substituting the pressure
into Eq. (2.53), and separating the integration boundaries to the integration below
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the mean water plane and from there to the actual wave elevation we have,

F =

∫∫
S̄B

n

(
ρ
∂φ

∂t
+ ρU

∂φ

∂x
+

1

2
ρ (∇φ · ∇φ) + ρgz

)
dS

+

ζ∫
0

∫
wl

n

(
ρ
∂φ

∂t
+ ρU

∂φ

∂x
+

1

2
ρ (∇φ · ∇φ) + ρgz

)
dl dz

(2.54)

Here wl stands for the mean water line curve, and n is the generalized normal vector
defined in Eq. (2.27). By keeping the terms up to second-order, it is possible to
separate the first and second order contribution to the force as,

F(1) =

∫∫
S̄B

n

(
ρ
∂φ

∂t
+ ρU

∂φ

∂x
+ ρgz

)
dS (2.55)

F(2) =

∫∫
S̄B

n

(
1

2
ρ (∇φ · ∇φ)

)
dS +

∫
wl

n

(
1

2
ρgζ2

)
dl (2.56)

The second term in Eq. (2.56) is calculated by assuming small variations in the
normal vector in z-direction, close to the water line, i.e. the sides of the vessel are
assumed to be vertical close to the water line. It must be noted that, similar to
pressure, this is not the complete second-order force, since the complete second-
order force requires solution to the second-order velocity potential. Eq. (2.56)
is only the second-order force calculated from the first-order velocity potential.
Similar to the second-order pressure, this second-order force indicates the validity
of the linear assumptions and must be close to zero.

Here, we focus again on the radiation problem. The added mass and damping
coefficients can be calculated from the hydrodynamic force and moment acting on
the ship going through forced harmonic oscillations using Eq. (2.51). If only the
hydrodynamic part of the force is calculated, then Eq. (2.51) simplifies to Eq. (2.57)
below,

Ajk =
ρ

ω2
Re

∫∫
S̄B

nj

∂φ
∂t + U ∂φ

∂x

ηk
dS

Bjk = − ρ

ω
Im

∫∫
S̄B

nj

∂φ
∂t + U ∂φ

∂x

ηk
dS

(2.57)

Here nj is defined in Eq. (2.27). Assuming the form F
(rad)
j = F̄

(rad)
j ei(ωt+ε) for the

hydrodynamic radiation force, it is possible to rewrite Eq. (2.57) as,

Ajk =
F̄

(rad)
j cos(ε)

ω2η̄k
Bjk = −

F̄
(rad)
j sin(ε)

ωη̄k
(2.58)
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The sign difference between the radiation forces F
(rad)
j in Eq. (2.58), and excitation

force Fj in Eq. (2.52) must be noted. Eq. (2.58) shows that, by assuming the force
caused by a harmonic oscillation to be a harmonic oscillatory function, the values
of the added mass and damping are determined by the amplitude (F̄ (rad)) and
phase (ε) of the force. The time series of force can be represented in the frequency-
domain by means of Fast Fourier transformation. If the nature of the force is a
single frequency harmonic function, then the transformation will only have one
dominant frequency. In this way, the phase and amplitude of the force can be
captured.

2.10 Flow separation

Flow separates from sharp corners. Moreover flow may also separate from smooth
surfaces in presence of a negative pressure gradient, which introduces vorticity
into the fluid. Flow separation may have important effects on the fluid flow and
forces acting on a body. However, it is not possible to account for the flow sepa-
ration effects directly in the potential-flow theory. Based on the type and nature
of the separation, different additional steps must be taken in order to introduce
flow separation effects into the present potential-flow model. Three types of flow
separations were considered in the present work and treated accordingly. These
are trailing edge separation, transom stern separation and cross-flow separation
presented in the following sections.

2.10.1 Trailing edge flow separation

The trailing edge flow separation is a well known phenomenon for hydrofoils. The
flow around the tail leaves the foil body tangential to the surface. This physical
constrain is known as the Kutta condition. Without this condition, the velocity at
the trailing edge, obtained from potential-flow theory, is infinite.

Vorticity is generated in the thin boundary layer on the foil. Due to the flow
separation, this vorticity is shed from the tail of the foil into the fluid, and creates a
free shear layer. The free shear layer can be defined as the path of the vortices in the
fluid. Since the potential-flow formulation can not account for the circulation in the
flow, the vortices must be excluded from the potential-flow domain. To do so the
boundaries of the potential-flow domain are going around these singularities. The
circulation effect of the vortices are included into the problem through the induced
velocities of a singularity distribution. Here, the method proposed by Faltinsen
and Pettersen (1987) and later used by Kristiansen (2009) was used to formulate
the problem. A brief formulation of the method is presented for completeness.

Figure 2.2 shows a schematic view of a 2D foil with an angle of attack, and
forward speed (U), in an infinite fluid. The shear layer due to the flow separation
from its tail is shown with a dashed line. There is a discontinuity in the tangential
flow across the free shear layer SV , which implies a discontinuity in φ. Here, + and
− refer to the two sides of the free shear layer. This jump in the tangential velocity
is equal to the vorticity across the free shear layer (Faltinsen, 2005). Circulation,
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Figure 2.2: Transom stern separation coordinate system

for a mass of fluid bounded by the curve ’c’, is defined as,

Γ =

∮
c

u · dc (2.59)

Here u is the fluid velocity vector, and dc is the tangent vector to curve ’c’. It is
possible to relate circulation and vorticity, ω = ∇ × u, using the Stocks theorem
as shown in Eq. (2.60) below.

∮
c

u · dc =
∫∫
Ω

(∇× u) · n dc (2.60)

Based on the Kelvin’s theorem (Newman, 1977), in a potential-flow, the circula-
tion is constant for a closed curve moving with the fluid. Therefore, it is possible to
relate the circulation to the potential discontinuity at the trailing edge Γ = φ+−φ−

(derivation details can be found in Faltinsen (2005)).

Let us assume the free shear layer to have an infinitesimal thickness. Therefore,
the pressure on the two sides of the free shear layer must be equal p+ = p−. Using
Eq. (2.6) to obtain the pressures at the two sides of the free shear layer gives,

∂φ+

∂t
− ∂φ−

∂t
+
1

2

[(
∂φ+

∂x

)2

−
(
∂φ−

∂x

)2
]
+

1

2

[(
∂φ+

∂y

)2

−
(
∂φ−

∂y

)2
]
+

1

2

[(
∂φ+

∂z

)2

−
(
∂φ−

∂z

)2
]
= 0

(2.61)
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The terms can be rearranged to obtain Γ = φ+ − φ−.

∂

∂t

(
φ+ − φ−)+1

2

(
∂φ+

∂x
+

∂φ−

∂x

)
∂

∂x

(
φ+ − φ−)+

1

2

(
∂φ+

∂y
+

∂φ−

∂y

)
∂

∂y

(
φ+ − φ−)+

1

2

(
∂φ+

∂z
+

∂φ−

∂z

)
∂

∂z

(
φ+ − φ−) = 0

(2.62)

which is the same as,

∂Γ

∂t
+ us · ∇Γ = 0 (2.63)

Here us is the separation velocity, which is the average of the fluid velocity from
the two sides of the body,

us =
1

2

(
∂φ+

∂x
+

∂φ−

∂x

)
i+

1

2

(
∂φ+

∂y
+

∂φ−

∂y

)
j+

1

2

(
∂φ+

∂z
+

∂φ−

∂z

)
k

(2.64)

Eq. (2.63) states that the generated vortices leave the trailing edge by the separation
velocity. As a consequence of assuming an inviscid flow, these vortices convect by
the fluid flow, and do not dissipate. Conservation of vorticity in the fluid is stated
mathematically using the material derivative in Eq. (2.65).

∂Γ

∂t
+ u · ∇Γ = 0 on SV (2.65)

Linearizing the shear layer can be done by assuming a flat layer, which extends
only in the ambient inflow direction. It is assumed that the change in the shape
of the free shear layer due to the velocities induced by the vortices are negligible.
Therefore, the layer is only convected in the fluid by the ambient flow velocity U .
In the seakeeping coordinate system, the ambient flow velocity is in x-direction.
Therefore, Eq. (2.65) reduces to Eq. (2.66) on a linearized flat vortex sheet.

∂Γ

∂t
+ U

∂Γ

∂x
= 0 on SV (2.66)

2.10.2 Transom stern flow separation

Semi-displacement monohull vessels are characterized by having a transom stern,
and operating at high Froude numbers. The flow may separate from the transom
stern at high Froude numbers. The separated flow may reattach to the stern. In
this condition, a dead water zone is formed just behind the stern. If the transom
stern Froude number is high enough, the separated flow dose not reattach. This
results in having a dry transom stern. The transom stern Froude number is defined
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as Fnh = U/
√
hT g, where hT is the transom stern draft shown in Figure 2.3. A

transom stern is dry for Fnh >∼ 2.5 (Doctors and Day, 2001). Separation from
a transom stern forms a complicated problem. This is specially troublesome if the
transom stern is fully or party wet. Experimental methods are used to estimates
the influence of the transom stern on the forces acting on the vessel. Solving the
flow around a transom stern using numerical methods is computationally expensive
(see for example Wyatt et al. (2008)).

TZ

TX

Th

TL

Figure 2.3: Transom stern separation coordinate system

The focus of the present work is on a dry transom stern. A widely used linearized
approach to this problem is the so-called false body or hollow body method. Hollow
body refers to the hollow in the free surface behind a dry transom stern. Different
approaches exist in estimating the shape of the hollow body. Here the shape is
constructed based on the analytical solution for a 2D potential flow in the vicinity
of a dry transom stern, presented by Faltinsen (2005). In his method, the free-
surface elevation behind the stern can be presented by Eq. (2.67).

ZT =
AT

US
X

3/2
T (2.67)

Here, ZT and XT are the coordinates of the points in the transom stern coordi-
nate system showed in Figure 2.3. AT is a constant, which must be determined by
numerical or empirical methods. For planning hulls, AT can be obtained by match-
ing the potential-flow solution in Eq. (2.67) to the empirical formulas by Savitsky
(1988). For semi-displacement vessels in the present work, iterative method is used
to determine this coefficient. US is the tangential velocity at the separation point.
The linear dynamic free-surface boundary condition gives,

US =
√
2ghT + U2 (2.68)

A 3D shape can be constructed from this 2D line by assuming two second order
polynomials as the water lines, leaving the sides of the body (Figure 2.4). The
slopes of the curves at the body were determined by the slopes of the body surface.
The closing point was assumed to be the point that the 2D separation line reaches
the mean free surface. The surface was created by linear averaging of the three
mentioned curves. Using Eq. (2.67) and Eq. (2.68), the length of the transom stern
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hollow is,

LT =

(
hT

AT

√
2ghT + U2

)2/3

(2.69)

Closing point 

 

 
 

Figure 2.4: The 3D hollow behind the ship transom stern

Using this analytically made surface behind a dry transom stern, the separation
from the transom stern can be treated indirectly. A false body is created and
attached to the transom to represent the hollow in the free surface. The boundary
condition on this hollow body is similar to the body boundary condition. The
dynamic boundary condition is satisfied by iterative method to find the pressure
as close as possible to zero. The kinematic boundary condition is satisfied by
enforcing no flow through the surface. This is then similar to the body boundary
condition in steady forward speed motion. Application of this boundary conditions
are discussed in Section 7.2. For unsteady oscillations of the body, the hollow is
not moving with the body and the boundary condition is different. Satisfying the
boundary condition on this hollow surface will be discussed later with more details
in Section 7.4.

2.10.3 Cross-flow separation

The viscous cross-flow separation may become important when a ship has trans-
verse velocity or a drift angle. An oscillatory transverse velocity may also create
a cross-flow separation. If the flow separation point is known, a similar method to
the one described in Section 2.10.1 can be used. However, for a normal ship shaped
body, it is not usually easy to determine the separation point. A full Navier-Stokes
solver is needed to solve the problem completely.

Here an indirect method is used to account for the forces caused by the cross-
flow separation. The method is based on a 2D+t scheme presented by Faltinsen
(2005). Let us assume a ship with forward speed u, drifting with transverse velocity
v. A Cartesian coordinate system Ox1y1z1 is defined parallel to the seakeeping
coordinate system (Figure 2.5). The origin of the coordinate system is at the
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Figure 2.5: 2D+t coordinate system, Δt = t1 − t0

intersection of the mean free surface and the vessel’s bow. From this coordinate
system, the body’s velocities are viewed as incoming flows, u1 and v1. Flow may
separate from the ship sections due to the cross flow v1. This generates vortices,
which travel down stream due to the incoming velocity u1. The magnitude of the
forces acting on the vessel is related to the strength of these vortices, which is
higher for larger cross-flow velocities (v1). In addition, the sections downstream of
the flow feel the vortex generated by upper sections, depending on how far they
are from the start point of the separation. Therefore, the force induced by vortices
on a ship section also depends on the forward velocity (u1), and the distance from
the vessel’s bow x1.

Viewing the problem from the Earth-fixed plane (Π), the steady 3D problem can
be reformulated into a transient 2D problem of evolving ship sections, in a start-up
transverse flow with velocity v1, as shown in Figure 2.6. This is the classical 2D+t
formulation which is widely used in analysis of high-speed vessels (see for example
Sun (2007)).

 

Figure 2.6: Schematic sectional view from Π-plane, solid line: ship section at
t = t1, dotted line: ship section at time t where t0 < t < t1, dashed line: free
surface elevation and free shear layer in Π-plane

Let us simplify the problem by assuming a constant cross section, and ignore
the free-surface interactions. By using a zero Froude number assumption, the free-
surface boundary condition can be replaced by a zero vertical velocity condition,
which is the wall boundary condition. Then, the free surface acts as a plane of
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symmetry. Adding the image of the body above the free surface, the problem
simplifies to a transient start up flow around a 2D section Figure 2.7. The transient
drag force in start up flow on simple shapes, such as plate and circular cylinder,
has been studied both experimentally and numerically.

 

Figure 2.7: Schematic view of a ship section with it’s image above the free-surface
in the Π-plane

Faltinsen (2005) presented a polynomial for the transient drag force on a circular
cylinder based on the experimental data by Sarpkaya (1966). The transient drag
force coefficient (CD(T )) is presented against a non-dimensional time signature
T = v1t

LC
, where t is time, v1 is the cross flow velocity, and LC is the characteristic

length of the 2D section. Using the coordinate system in Figure 2.5, we have
t = x1/u1.

T =
v1
u1

x1

LC
(2.70)

Then, the transverse force on the vessel due to the cross-flow separation can be
written as an integral of the drag forces on the sections.

FCF =
1

2
ρRv21

∫ L

0

CD(T ) dx1 (2.71)

Here L is the water-line length of the body, ρ is the water density, and R is the
section characteristic dimension. Similarly, for the yaw moment it gives,

MCF =
1

2
ρRv21

∫ L

0

CD(T ) (xc − x1) dx1 (2.72)

Here xc is the longitudinal position of the center for calculation of moment in the
x1y1z1 coordinate system. A similar method can be applied to other simple shapes,
such as a flat plate. More details about this method is presented, together with
it’s application, in the following chapters. A 2D Navier-Stokes solution is needed
to determine the drag coefficient for other geometries. As will be discussed later,
a start-up flow transient problem including the free surface and changes in the
shape of the sections is required to capture the cross-flow force more accurately.
However, the present simple approach gives a god estimation of the importance of
the cross-flow separation.
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2.11 Boundary integral formulation

The boundary value problem presented in Section 2.6 is reformulated using Green
second identity into the boundary integral formulation. A brief description of the
method and the theory behind it is presented here. More complete discussions on
this matter can be found in many text books (for instance Newman (1977) and
Faltinsen (1990)).

Let us assume two continuous functions, φ and G, defined in a volume Ω,
bounded by a surface S. If the two functions have continuous first and second
derivatives, the Green second identity states,∫∫∫

Ω

(
φ∇2G−G∇2φ

)
dτ =

∫∫
S

(
G
∂φ

∂n
− φ

∂G

∂n

)
dS (2.73)

Assuming both functions to be harmonic, i.e. satisfy Laplace equation, Eq. (2.73)
reduces to,∫∫

S

(
G
∂φ

∂n
− φ

∂G

∂n

)
dS = 0 (2.74)

Above formulation can be used to represent the boundary value problem. This
representation, also known as Boundary Integral formulation, is helpful in reducing
the solution domain from a volume to the boundary surfaces of the volume, which
reduces the size of the problem. However, the computational effort needed to solve
the problem is not always reduced, and sometimes it is faster to solve the problem
in the volume. Different aspects of this issue are discussed in Chapter 3.

G, also known as Green function, can be chosen in a way to satisfy as many as
boundary conditions as possible. In this way, fewer boundary conditions must be
satisfies by φ. The simple basic choice for the Green function is the Rankine source
shown in Eq. (2.75).

G(x, ξ) =
1

4π

1

r(x, ξ)
=

1

4π

1√
(x− ξ) · (x− ξ)

(2.75)

Here x and ξ are the coordinates of two points, p and q, in space, and r(x, ξ) is
the distance between the two points. Getting the derivative of the source function
in Eq. (2.75) with respect to a vector n, a dipole function is obtained as shown in
Eq. (2.76)

∂G(x, ξ)

∂n
=

1

4π

∇ (x− ξ) · n√
(x− ξ) · (x− ξ)

(2.76)

These functions satisfy Laplace equation and the faraway boundary condition. This
means that all the other boundary conditions must be satisfied directly. Looking
back at Eq. (2.74), the velocity potential function φ can be described with distri-
bution of sources and dipoles on the boundaries.

Let us assume a single source at point x inside the domain Ω as shown in
Figure 2.8. The boundary of the domain must exclude this singular point from
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Figure 2.8: Boundary integration path and a single source in domain.

the volume. Therefore, the integration surface can be separated into two surfaces
(Eq. (2.77)); So is the outer surface of the domain Ω and Si is the surface of the
sphere around the single source. The two normal vectors, no and ni, point inside
the domain.

∫∫
So

(
G(x, ξ)

∂φ(ξ)

∂n(ξ)
− φ(ξ)

∂G(x, ξ)

∂n(ξ)

)
dS+

∫∫
Si

(
G(x, ξ)

∂φ(ξ)

∂n(ξ)
− φ(ξ)

∂G(x, ξ)

∂n(ξ)

)
dS = 0

(2.77)

Approaching the limit, by reducing the radius of the sphere around the source,
the second integral in Eq. (2.77) reduces to −4πφ(x). The factor 4π, which is the
area of a unit sphere, is also known as solid angle. Solid angle represents the area
which the trajectories from the source enters the fluid domain (Mantic, 1993). Solid
angle can also be defined for a point on the boundary. For a smooth boundary,
the value for solid angle is always 2π. However, for sharp corners, the solid angle
may varies between 4φ and 0. The method of calculation for solid angles on non-
smooth boundaries are presented in Section 3.3.4. By replacing the second term in
Eq. (2.77), the direct boundary integral formulation is obtained (Eq. (2.78)).

C(x)φ(x) +
∫∫
S

(
G(x, ξ)

∂φ(ξ)

∂n(ξ)
− φ(ξ)

∂G(x, ξ)

∂n(ξ)

)
dS = 0 (2.78)

Here C(x) is solid angle at the point x (Mantic, 1993).
The boundaries for two different problems are shown in Figure 2.9, which are

a transverse section of a ship in free surface, and a hydrofoil advancing with angle
of attack in infinite fluid. SB and SF refer to the surface of the body and free
surface, respectively. SV

+ and SV
− are the two sides of the vortex sheet. S∞ is

the closing boundary at infinity, and the vectors represent the normal vectors on
the boundaries. As discussed in Section 2.10.2, the hollow body behind the dry
transom stern of a high speed semi-displacement vessel can also be treated as a
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Figure 2.9: Boundaries of the domain

separate boundary (SH). Separating Eq. (2.78) for the boundaries presented in
Figure 2.9 gives,

C(x)φ(x) =
∫∫
SB

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫∫
SB

G(x, ξ)
∂φ(ξ)

∂n(ξ)
dS

+

∫∫
SF

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫∫
SF

G(x, ξ)
∂φ(ξ)

∂n(ξ)
dS

+

∫∫
S+
V

φ+(ξ)
∂G(x, ξ)

∂n(ξ)+
dS −

∫∫
S+
V

G(x, ξ)
∂φ+(ξ)

∂n(ξ)+
dS

+

∫∫
S−V

φ−(ξ)
∂G(x, ξ)

∂n(ξ)−
dS −

∫∫
S−V

G(x, ξ)
∂φ−(ξ)
∂n(ξ)−

dS

(2.79)

For a linearized vortex sheet, the integration terms in Eq. (2.79) can be simpli-
fied. As mentioned in Section 2.10.1, there is a jump in φ values on the two sides
of the vortex sheet, while the normal velocity ∂φ

∂n is continuous. Bearing in mind
that n+ = −n−, it is possible to write,∫∫

S+
V

φ+(ξ)
∂G(x, ξ)

∂n(ξ)+
dS −

∫∫
S+
V

G(x, ξ)
∂φ+(ξ)

∂n(ξ)+
dS

+

∫∫
S−V

φ−(ξ)
∂G(x, ξ)

∂n(ξ)−
dS −

∫∫
S−V

G(x, ξ)
∂φ−(ξ)
∂n(ξ)−

dS =

∫∫
SV

+

(
φ+(ξ)− φ−(ξ)

) ∂G(x, ξ)

∂n(ξ)+
dS

(2.80)

Based on Eq. (2.80), the integrals on the vortex sheet surfaces are simplified as a
dipole distribution on the positive side of the vortex sheet. The dipole strength on
the sheet is equal to Δφ = φ+−φ− at the trailing edge, which is the circulation (Γ).
Based on Eq. (2.66), the circulation propagates with the ambient flow downstream.
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By substituting Eq. (2.80) into Eq. (2.79) we have,

C(x)φ(x) =
∫∫
SB

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫∫
SB

G(x, ξ)
∂φ(ξ)

∂n(ξ)
dS

+

∫∫
SF

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫∫
SF

G(x, ξ)
∂φ(ξ)

∂n(ξ)
dS

+

∫∫
SV

+

(
φ+(ξ)− φ−(ξ)

) ∂G(x, ξ)

∂n(ξ)+
dS

(2.81)

 

  

 

 

 

 

 

Figure 2.10: Boundaries of fictitious velocity potential ϕ

Another representation of the boundary integral formulation can be obtained
by assuming a fictitious velocity potential ϕf , which is defined outside the water
boundaries, and satisfies φ = ϕf on the shared boundaries, as shown in Figure 2.10.
Writing Eq. (2.78) for ϕf and subtracting that from Eq. (2.78) gives,

C(x)φ(x) =
∫∫
S

σ(ξ)G(x, ξ) dS (2.82)

where σ = ∂φ
∂n − ∂ϕf

∂n . In this formulation, known as indirect boundary integral or
source only formulation, the velocity potential is described by a source distribution
on the boundaries, instead of the combination of sources and dipoles. However,
a dipole distribution is still needed on a vortex sheet to simulate the necessary
circulation in order to capture the lifting effects. The boundary conditions can
be substituted into Eq. (2.82) by getting its derivative with respect to the normal
vector at the point x on the boundaries, as shown in Eq. (2.83) below.

C(x)∂φ(x)
∂n(x)

=

∫∫
S

σ(ξ)
∂G(x, ξ)

∂n(x)
dS (2.83)

The dipole term in Eq. (2.83) is different from the dipole term in Eq. (2.78) due
to the difference in their axises (n(x) and n(ξ)). The direct boundary integral
formulation is used in the present work.



Chapter 3

Numerical Implementation

The boundary value problem and it’s boundary conditions were presented in Chap-
ter 2. Then, in Section 2.11, the boundary value problem was reformulated into
a boundary integral formulation using the Green’s second identity. Generally, an
analytical solution does not exist for the boundary integral problem. Therefore,
numerical methods must be adopted to solve the problem.

Boundary surfaces must be represented by elements. Moreover, on theses ele-
ments, a distribution of sources and dipoles must be assumed. By doing so, the
integration on the boundaries is transformed to summation of the integrals over
elements. The new formulation is the so-called boundary element method (BEM).
Different methods to represent the geometries and the distribution of values on
surface-elements are discussed in Section 3.2, Section 3.3 and Section 3.4. For each
discretization method, calculation of integrals on elements, boundary element for-
mulation, and methods for calculating derivatives are presented. The number of
elements representing the surfaces are finite. However, the free-surface boundary
SF , presented in Chapter 2, extends to infinity. Therefore, it must be truncated
for numerical calculations. Consequences of truncating the free surface, and the
methods to deal with them are presented in Section 3.7.

The time marching methods used for solving the initial value problem are pre-
sented in Section 3.6. Selection of a method to solve the linear equation system
is discussed in Section 3.8. The grid generation process for the boundary element
method is discussed in Section 3.9. Several notes regarding the programming tech-
niques, used to develop a flexible, efficient, and reliable numerical program, are
made in Section 3.10.

3.1 An overview on discretization methods

Different numerical tools could be used to solve the boundary integral equation.
The collocation method was chosen for the present study. In this method the
continuous equations are satisfied on a finite set of discrete points called collocation
points. The distribution of continuous functions such as, the geometry of boundary
surface (S), the velocity potential (φ), and the normal derivative of the velocity

45
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potential (∂φ∂n ) on the surfaces are estimated by the values of these functions at the
collocation points.

The relation between an unknown function (f(x)) on a surface, and it’s discrete
values (f(xi), can be obtained using geometrical functions. These geometrical
functions are often called shape-functions. These functions construct a continuous
representation of data based on discrete values at a set of points’ locations, by
assuming a simple shape of a certain order. For this reason they are referred to as
geometrical or shape functions.

The geometry of a boundary surface can also be represented using similar shape
functions. The order and type of the shape functions, which represent a boundary
surface, and the ones representing the unknown functions, are not necessarily the
same. The relative importance of representation-order for surface curvature and the
unknown distribution has been studied before (e.g. Hess (1979) and Hess (1990)).
However, the surface curvature and the non-linearities of the problem make it
difficult to draw a general conclusion on this matter. Usually, shape functions of the
same order are used for representing surface geometry and unknown distribution, to
keep uniformity of the equations, and reduce programming complexity. This may
not be a good assumption, especially when the geometry is simple and the unknown
distribution is complex. The distribution of velocity potential on a linearized flat
free surface is an example.

The aforementioned numerical methods can be categorized into two main groups,
low-order or constant panel method (CPM), and higher-order boundary element
method (HOBEM). In the HOBEM the distribution of unknowns and the represen-
tation of surfaces are achieved by using shape functions of linear or higher order.
Usually, the term HOBEM corresponds to the use of Lagrangian polynomials as
the shape functions. On the other hand, B-splines and NURBS (non-uniform ra-
tional B-splines) are used to refer to higher-order methods which adopt these shape
functions instead of Lagrangian polynomials. Both CPM and HOBEM methods
were implemented and used in the present work. The B-spline methods were only
used in numerical evaluation of the performance of the discretization scheme in
Chapter 4. A brief description of the methods will be presented in the following
sections.

Here the goal was not to design the most efficient and accurate solver for the
boundary integral equations. The focus was more on having a flexible numerical
tool which can be expanded to include newer and more complicated methods; in
case the simpler ones can not provide enough accuracy to study our target problem.
Therefore, simplicity of the method was the key here; and in most of the studies,
the constant panel method and the linear panel method were used. However, as
will be explained with more details in Section 3.10, the numerical tool was designed
in a way that adopting higher order methods and faster equation solvers can be
easily pursued. When ever reasonable results were obtained using simpler methods,
more complicated methods were not implemented.
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3.2 Constant panel method

The simplest way to discretize the boundary integral equations is constant panel
method; first presented by Hess and Smith (1967) in their pioneering paper. In
this method, the surface of the boundaries are approximated by plane quadrilateral
panels. The properties of the surface, such as normal vector, and the unknown
distribution, such as φ, are assumed to be constant on each panel and equal to the
value at the center. For this reason, the name constant panel method (CPM) is
usually used to refer to this method.

3.2.1 Representing surfaces

In order to represent the boundaries, points were distributed on the boundary
surfaces. For each quadrilateral element (panel) a group of 4 points were selected.
Then, the center of the four points were calculated by averaging the coordinates.
The center is usually chosen to be the collocation point. Two vectors were created
by connecting together two non-neighboring points. The cross product of these
vectors was assumed to be parallel to the normal vector of the boundary surface.
The approximate plane of the element was obtained using the center point and
the calculated normal. The four original points are not necessarily in the obtained
plane. Therefore the images of the points on the obtained plane were used as new
coordinates for the element corners. A sample of such quadrilateral element is
shown in Figure 3.1. The plus signs show the original points, which in this case
are slightly different from the actual corners of the element.

A group of three points can be arranged into a triangular element. Calculating
a plane from three points is straight forward. The normal vector and corners of
a triangular element are identical to the original ones. The geometrical center of
a triangular element is usually chosen as the collocation point. While paneling by
triangular elements is easier, quadrilateral elements usually have better numerical
properties. On the other hand, triangular elements could be of use in filling out
spaces which otherwise result in a badly shaped quadrilateral element.

3.2.2 Boundary element formulation

Constant elements give an approximation of the boundary-surface and it’s normals.
Let us assume an arbitrary surface S, covered by NE number of elements. Then,
the integration on the surface can be replaced by a sum of the integrations on the
surface of elements as shown in Eq. (3.1)∫∫

S

f(x) dS =

NE∑
e=1

∫∫
Ee

f(xe) dS (3.1)

Here NE is the total number of the elements, and f(x) is an arbitrary function
defined on the surface S. Ee represents the surface of an element e. We can replace
the surface integrals in Eq. (2.81) with Eq. (3.1). Since the velocity potential φ
and the normal vector n were assumed to be constant on each panel, they can be
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Figure 3.1: A schematic view of a 4-points quadrilateral constant element in space
and its local coordinate system. Numbering of the corners are done in a way to show
the correct direction for the normal vector using the right-hand-rule, +: Original
points on the surface, square: Collocation points, n: Normal vector to the surface
at the collocation point, (ξ, η): Local coordinates of the element with n goes into
the plane (not a right-handed coordinate system).

moved outside the integrals. The boundary element form of the equations are then
obtained as follows.

C(x)φ(x) =
NE∑
e=1

φe

∫∫
Ee

∂G(x, ξ)

∂n(ξe)
dS −

NE∑
e=1

∂φ

∂n

∣∣∣∣
e

∫∫
Ee

G(x, ξ) dS (3.2)

Here NE is the total number of the elements (panels), covering all the boundaries
in the problem. C(x) is the solid angle at the point x. The solid angle is defined
as 4π times the ratio between the portion of sphere’s area centered at the point x,
cut by the elements, and inside the fluid domain, to the whole sphere. Inside the
fluid domain C = 4π; while on the boundaries, for flat or smooth elements C = 2π.

If we let the point x approach the collocation points on the elements, a linear
equation system will be obtained which can be solved for φ and ∂φ

∂n on the bound-
aries. The boundary conditions are introduced into the equation system to balance
the number of unknowns and equations. The collocation point is usually chosen to
be at the geometrical center of the element. This point could be shifted in order
to enforce certain properties on the solution, such as radiation condition (please
see Section 3.2.5 and Section 3.7.1). Since the boundary conditions are explicitly
satisfied at the collocation points, it is expected that the solution lose it’s accuracy
away from the collocation points.

Let us define the discrete set of collocation points (ξj) by qj and the discrete
set of field points (xi) by pi. qe is also known as a source point. Here a source
refers to both a source and/or a dipole. Since in this discretization method there
is only one collocation point per each element the number of elements is equal to
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the number of collocation points (NE = NC)

NC∑
j=1,j �=i

φ(qj)Dij −
NC∑
j=1

∂φ(qj)

∂n(qj)
Sij − C(pi)φ(pi) = 0 (3.3)

where,

Dij = D(e)
j (pi) =

∫∫
Ej

∂G(pi, ξ)

∂n(qj)
dS (3.4)

Sij = S(e)
j (pi) =

∫∫
Ej

G(pi, ξ) dS (3.5)

The superscript (e) was kept to emphasize that the term is related to the influence
of one element. The linear equation system in Eq. (3.3) can be written in a matrix
format as follows.

[A]NC×NC
[φ]NC

= [B]NC×NC

[
∂φ

∂n

]
NC

(3.6)

where,

[A]NC×NC
= [Dij − δijCi]NC×NC

[B]NC×NC
= [Sij ]NC×NC

(3.7)

Here δij is the Kronecker delta function. In other words, Ci only change the
diagonal terms in the matrix of coefficients, [A]. Based on the type of the boundary
condition, either φ or ∂φ

∂n is known. Therefore, Eq. (3.6) can be rearranged and
solved to obtain the unknown values on the boundaries.

3.2.3 Calculating integrals

The integrals in Eqs. (3.4) and (3.5) can be calculated numerically or analytically.
They represent an integral of a constant distribution os a unit source or dipole on
a flat element. Hess and Smith (1967) and Newman (1986) presented methods for
calculating such integrals among others. The kernel of the integrals are singular
close to the boundaries of an element. Therefore the collocation point must be
placed away from the boundaries. The method presented in Newman (1986) was
adopted in the present work to calculate the integrals. The local coordinate system
of the element, which was shown in Figure 3.1, was used to formulate the integrals.

Let us assume p to be a field point with coordinate (x, y, z), in the local coordi-
nate system of an element. The corners of the element have the coordinates (ξn, ηn)
where n is the corners indexes. θn is the polar angle of the vector from vertex n
to n + 1 defined as, sin θn = ηn+1−ηn

sn
and cos θn = ξn+1−ξn

sn
. sn is the length of

the side n defined as sn =
√

(ξn+1 − ξn)2 + (ηn+1 − ηn)2. δηn = ηn+1 − ηn using
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a circular indexing. Similarly, δξn = ξn+1 − ξn. Rn is defined as the distance
between vertex n and the point p as Rn =

√
(x− ξn)2 + (y − ηn)2 + z2. Using

above mentioned notations the integrals in Eqs. (3.4) and (3.5) can be expressed
as shown in Eqs. (3.8) and (3.9) below.∫∫

Ej

∂G(p, ξ)

∂n(qj)
dS =

4∑
n=1

[ tan−1 δηn
[
(x− ξn)

2 + z2
]
− δξn(x− ξn)(y − ηn)

Rnzδξn

− tan−1 δηn
[
(x− ξn+1)

2 + z2
]
− δξn(x− ξn+1)(y − ηn+1)

Rn+1zδξn
]

(3.8)

∫∫
Ej

G(p, ξ) dS =

4∑
n=1

[(x− ξn) sin θn − (y − ηn) cos θn] log
Rn +Rn+1 + sn
Rn +Rn+1 − sn

− z

∫∫
Ej

∂G(p, ξ)

∂n(qj)
dS

(3.9)

3.2.4 Calculating derivatives

The derivatives can be calculated by differentiating the boundary element formula-
tion in Eq. (3.10). However, as shown by Zhao and Faltinsen (1990), the accuracy of
this method for calculating the velocities is decreasing by approaching the panel in
direct boundary integral formulation. For indirect formulation or source-only dis-
tribution, this method is more accurate (see for instance Lee and Newman (1991)).

C(x)∂φ(x)
∂x

=

NE∑
e=1

φe

∫∫
Ee

∂2G(x, ξ)

∂x∂n(ξe)
dS −

NE∑
e=1

∂φ

∂n

∣∣∣∣
e

∫∫
Ee

∂G(x, ξ)

∂x
dS (3.10)

Derivatives can be obtained on the surface of the boundaries by finite differ-
ence method (FDM). This is based on the assumption that the obtained values
at collocation points represent a differentiable function on the surface. Mapping
technique can be used to relate an arbitrary surface in physical space to a flat sur-
face in computational space, where the points are placed with equal spacing. Let
(ξ, η, n) denotes the computational coordinate system. This system could also be
seen as a curvilinear coordinate system attached to the boundary surface. Using
the differentiation chain-rule we can write,⎡⎣φξ

φη

φn

⎤⎦ =

⎡⎣xξ yξ zξ
xη yη zη
n1 n2 n3

⎤⎦
︸ ︷︷ ︸

CM

⎡⎣φx

φy

φz

⎤⎦ (3.11)

Here the subscripts show differentiation with respect to, except for ni where they
show the components of the normal vector on the surface. CM is the mapping coef-
ficient matrix from (x, y, z) � (ξ, η, n). Differentiation with respect to ξ and η are
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easily possible by a finite difference operator on a uniformly spaced computational
plane. Since φn on the boundaries is defined using boundary conditions, the left
hand side of Eq. (3.11) is known. Therefore, for calculating the right hand side we
have, ⎡⎣φx

φy

φz

⎤⎦ = [CM ]
−1

⎡⎣φξ

φη

φn

⎤⎦ (3.12)

A similar approach can be used to calculate the second order derivatives of φ on
the boundaries. Using Clairaut’s theorem of exchanging differentiation orders, and
Laplace equation, the differentiation of velocities in three directions simplifies to
the equation system shown in Eq. (3.13).⎡⎢⎢⎢⎢⎢⎣

φxξ

φxη

φyξ

φyη

φzξ

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
xξ yξ zξ 0 0

xη yη zη 0 0

0 xξ 0 yξ zξ
0 xη 0 yη zη

−zξ 0 xξ −zξ yξ

⎤⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

CM

⎡⎢⎢⎢⎢⎢⎣
φxx

φxy

φxz

φyy

φyz

⎤⎥⎥⎥⎥⎥⎦ (3.13)

Similarly the left hand side of Eq. (3.13) and the mapping coefficients can be cal-
culated using finite difference operators. Then, the inverse of the mapping matrix
is used to calculated second order derivatives. The mapping can become singular
if the mapping matrix does not have an inverse. This can happen, for instance,
if a line in the computational space is mapped to a point in the physical space.
Singular mapping must be avoided in order to ensure an accurate calculation of
the derivatives. Calculation of the higher order derivatives is problematic. Shao
(2010) introduced a body-fixed coordinate system to avoid this problem. Continu-
ation of the velocity potential outside the fluid domain is another way to increase
the computational accuracy of the higher order derivatives (see Section 3.2.5).

The mapping function ((ξ, η, n) � (x, y, z)) must be a one-to-one differentiable
function. Then, the mapping coefficients can be obtained by a numerical grid
generation method. More details on how to create such mapping functions and
calculate mapping coefficients can be found in Section 3.9.

3.2.5 De-singularization and collocation shift

It is possible to separate the element (or point source) and the collocation point;
and still form a linear equation system to solve. To do so, we must assume that
the velocity potential function can be extended outside the fluid domain. Then the
source singularity is placed outside the fluid domain, while the collocation points on
the elements are kept on the boundaries, as shown in Figure 3.2. Since the singu-
larity is removed from the boundary, this method is called desingularized method.
Early application of this method on a linearized free surface can be found in Jensen
(1987). Cao et al. (1991) showed how direct and indirect boundary integral for-
mulations look like in a desingularized method. Without the singularity at the
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boundaries it is easier to calculate the integrals in Eqs. (3.4) and (3.5). Moreover,
since the velocity potential is presented as a smooth function at the collocation
points, the velocities and higher order derivatives of the velocity potential can be
obtained accurately using direct calculation of Eq. (3.10). Therefore, this method is
widely used in the non-linear wave body interaction analysis (see for instance Beck
et al. (1993)). The desingularization distance (the distance between source point
and collocation point on an element) is highly important. Cao et al. (1991) studied
the influence of desingularization distance and concluded that it must be linked to
the mesh size in order to avoid problems with uniqueness and ill-conditioning of
the equation system. Moreover, care must be taken at sharp corners and the con-
nection of the body to the free surface. At these places, the analytical continuity
of velocity potential assumption may become invalid.

Another version of this method can be obtained by placing the elements or
panels outside the fluid boundaries, (for example inside the body), while keeping
the collocation points on the actual boundary surface as shown in Figure 3.2. Since
the panels are moved away from the boundaries, this method is called raised panel
method. The boundary condition then can be satisfied at the collocation points,
by balancing the induced velocities from a source distribution on a collocation
point. Similar to the desingularized method, a continuous function is obtained for
the velocity potential function at the collocation points in this way. Hughes and
Bertram (1995) applied this method for the ship added resistance problem. Raven
(1996) studied the influence of the distance between the panels and collocation
points in a non-linear analysis of the ship’s wave making resistance.

Desingularized Method

Raised Panel Method

Figure 3.2: Schematic views of desingularized and raised panel methods. Half of
the body section and free surface is shown. Boxes: element points, Dots: source
points, Crosses: collocation points

In both desingularized and raised panel method, an additional horizontal shift
may be applied to the collocation points. Jensen (1987) and Raven (1996) have
used such horizontal shifts on the free surface collocation points to satisfy the
radiation condition and introduce numerical damping. More details regarding the
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collocation-shift is presented in Section 3.7 while the mathematical background is
left for Chapter 4.

3.3 Higher-order boundary element method

Higher-order boundary element method or HOBEM is the term used when the
boundary surface and the distribution of unknowns are assumed to vary over each
element and not to be constant. Let us say, the constant panel method is of
zero order. Then, the higher-order methods would have linear, quadratic, cubic,
and possibly higher distributions. Even though using the B-splines for presenting
the boundaries and the unknowns would be a higher order method, traditionally
the term HOBEM is used when isoparametric interpolation functions, such as La-
grangian polynomials, are adopted. Here we will follow the same convention and
leave the B-spline methods for the next section.

3.3.1 Representing surfaces

The boundary surfaces are divided into elements just like in the CPM method.
However, the distribution of unknowns and the shape of the boundary are no longer
assumed to be constant and flat on each element. Isoparametric interpolation func-
tions are used to map all variables of interest into a parametric space (ξ, η). Linear
and higher-order Lagrangian polynomials (Eq. (3.14)) are used as the interpolation
functions. These interpolation functions are also called shape functions.

lmi (ξ) =

NP=m+1∏
k=1,k �=i

ξ − ξk
ξi − ξk

(3.14)

Here NN is the number of nodes and m is the order of the polynomial. Index i
indicates that to which node this polynomial belongs. lmi gives a unit value at the
node i and zero at all other nodes. Different 2D shape functions (lmi ), for a line
between [−1, 1] in a parametric space coordinate ξ, are plotted in Figure 3.3. These
polynomials are very popular in numerical analysis, especially in finite element
method (FEM). More details about their properties can be found in text books
such as Zienkiewicz et al. (2005).

For a 2D case, the Lagrangian polynomials can be used directly, as presented
in Eq. (3.14), as shape functions. However, for a 3D case, combination of these
polynomials along two perpendicular axes can be used to represent surface elements
as shown in Eq. (3.15) below.

Nj(ξ, η) = NJ,K(ξ, η) = lmJ (ξ)lnK(η) (3.15)

For instance, the shape functions for a four-point linear element are obtained as,

Nj(ξ, η) =
1

4
(1 + ξjξ)(1 + ηjη) (3.16)

The element shape in the physical and parametric space is shown in Figure 3.4.
Other shape functions and element geometries can be found in Appendix A. By
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Figure 3.3: Linear, quadratic and cubic Lagrangian shape functions for a line in
parametric space between [-1,1]. Black squares: nodes, ξj : node j’s coordinate,
Nj : node j’s shape function.
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Figure 3.4: A linear element with 4 nodes in the parametric (ξ, η) and physical
(x, y, z) space.

using the shape functions, the distribution of any variable on the element can be
related to its values at the nodal points. The total number and position of the
nodal points depend on the order of the shape function (see Appendix A). For
instance, we can write the velocity potential φ on the surface of an element E as,

φ(ξ, η) =

j=NN∑
j=1

φ(ξj , ηj)N (m)
j (ξ, η) (3.17)

Here N (m)
j is the shape function for the node j, and m is the order of the poly-
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nomial. NN is the element’s total number of nodes. Similarly, for the normal
derivative of the velocity potential and the element’s surface we can write,

∂φ

∂n
(ξ, η) =

j=NN∑
j=1

∂φ

∂n
(ξj , ηj)N (m)

j (ξ, η) (3.18)

x(ξ, η) =

j=NN∑
j=1

x(ξj , ηj)N (m)
j (ξ, η)

y(ξ, η) =

j=NN∑
j=1

y(ξj , ηj)N (m)
j (ξ, η)

z(ξ, η) =

j=NN∑
j=1

z(ξj , ηj)N (m)
j (ξ, η)

(3.19)

By distributing a set of points on a surface (see Section 3.9) Eq. (3.19) can be used
to reconstruct the surface by higher-order elements.

3.3.2 Boundary element formulation

Similar to CPM, the integrals on the surfaces can be decomposed into a summation
of integrals on the elements. This means Eq. (3.1) is true in this method as well.
Let us define p = (xp, yp, zp) as field points, and q = (x, y, z) as source points.
Since in this method, the surface normal vector and the unknown distribution are
not constant on each element, we have

C(p)φ(p) =
NE∑
e=1

∫∫
Ee

φ(q)
∂G(p,q)

∂n(q)
dS −

NE∑
e=1

∫∫
Ee

∂φ(q)

∂n(q)
G(p,q) dS (3.20)

The integrals on the elements can be simplified by rewriting the integral kernels in
the parametric space (ξ, η). We start by defining a vector r, from the field point
p, to the source point q on an element (E) as,

r = (xp − x, yp − y, zp − z) (3.21)

Since the source point q is on the surface of the element, it can be described by
the shape functions as,

r =

⎛⎝xp −
NN∑
j=1

xjNj , yp −
NN∑
j=1

yjNj , zp −
NN∑
j=1

zjNj

⎞⎠ (3.22)

where NN is the total number of nodes, index j refers to the coordinate, and the
shape function of the jth node of the element. The unit normal vector on the
element surface is defined as,

n =
J(ξ, η)

|J(ξ, η)| (3.23)
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where, J is the Jacobian vector presented below.

J(ξ, η) = (J1, J2, J3) = xξ × xη (3.24)

The expressions of a source and a dipole are presented in terms of r and n, as a
function of the parameters ξ and η in Eqs. (3.25) and (3.26), respectively.

G(p,q) =
1

|r| (3.25)

∂G(p,q)

∂n(q)
= ∇G(p,q) · n(q) = −r · n

|r|3
(3.26)

By means of the Jacobian defined in Eq. (3.24), the integration domain is related
to the parametric space as shown in Eq. (3.27) below.

dS(x, y, z) = |J(ξ, η)| dξ dη (3.27)

Using the aforementioned transformation, for a discrete set of field points (pi), we
can write,

C(pi)φ(pi) =

NE∑
e=1

NN∑
j=1

φ(qj)D(e)
ij −

NE∑
e=1

NN∑
j=1

∂φ(qj)

∂n(qj)
S(e)
ij (3.28)

Here, (qj) refers to the nodes of the element (e) and,

D(e)
ij = D(e)

j (pi) =

1∫
−1

1∫
−1

Nj(ξ, η)
−r(ξ, η;pi) · n(ξ, η)

|r(ξ, η;pi)|3
|J(ξ, η)| dξ dη (3.29)

S(e)
ij = S(e)

j (pi) =

1∫
−1

1∫
−1

Nj(ξ, η)
1

|r(ξ, η;pi)|
|J(ξ, η)| dξ dη (3.30)

To form an equation system, we assume that a total number of NTN nodes are
distributed on the boundary surfaces and grouped into NE number of elements. If
these nodes are used as collocation points then Eq. (3.28) is changed into an square
system of linear equations as shown below,

[Dik]NC×NC
[φi]NC×1 = [Sik]NC×NC

[(
∂φ

∂n

)
i

]
NC×1

(3.31)

where,

Dik =

NE∑
e=1

NN∑
j=1

δkcD(e)
ij − δikCi

Sik =

NE∑
e=1

NN∑
j=1

δkcS(e)
ij

(3.32)
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and δkc is the Kronecker function. Subscript c(j, e; k) in the delta function is the
connectivity index. When a collocation point is shared by two or more elements, the
influence from these elements must be added up. To do so for a collocation point
k, we need to know the elements which share this collocation point. Moreover, we
need to know which element’s node (j) corresponds to this collocation point. This
can be achieved by matching the global index of the collocation points to the local
index of the nodes on each element. Then, if node j of the element e corresponds
to the collocation point k, the connectivity index is also k, and consequently the
delta function calculates to 1. Otherwise it will be zero.

3.3.3 Calculating integrals

In order to form the equation system the integrals in Eqs. (3.29) and (3.30) must be
calculated. These integrals are, however, singular, if the field point pi approaches
the surface of the elements. The order of the integral’s kernel singularity is the key
in choosing the calculation method. The methods adopted here are summarized
below.

Regular integrals

When the field point is away from the element, the integrals are well-behaved and
can be calculated using a 2D Gauss-Legendre quadrature, as showed in Eq. (3.33)
below.

1∫
−1

1∫
−1

f(ξ, η) dξdη =

NGP∑
i=1

NGP∑
j=1

wiwjf(ξi,j , ηi,j) (3.33)

Here, NGP is the number of Gauss points in each direction. (ξi,j , ηi,j) are the
control points, and wi are the weights obtained from Legendre polynomials.

Singular integrals (self influence), direct method

In calculating the coefficients for the equation system Eq. (3.31), the integrals be-
come singular if the field-point coincides with the source-point on an element. The
integrals are in this case called self influence integrals. Different methods can be
used to analytically reduce the order of the singularity and improve the accuracy
of the numerical integration. Polar coordinate transformation from Liu and Lu
(1988), and triangular mapping (also called triangle polar coordinate transforma-
tion) from Li et al. (1985) and Eatock Taylor and Chau (1992) are two widely used
methods. Xü (1992) compared the two methods and concluded that they have sim-
ilar accuracy. The triangular mapping technique was adopted in this study. In this
method, the element in the (ξ, η) parametric space is divided into triangles, while
keeping the singular node as one of the triangle’s vertices. Then, the triangle in the
(ξ, η) plane is mapped to a rectangle in the auxiliary parametric space (ρ1, ρ2), as
shown in Figure 3.5. The mapping is written mathematically in Eq. (3.34), where
(ξi, ηi) are the coordinates of triangle vertices in ξη-plane.
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Figure 3.5: Mapping of a triangle in (ξ, η) plane to a square in (ρ1, ρ2) plane.
Vi = (ξi, ηi, 0) is a vertex of the triangle. V1 (pole) a vertex of triangle which is
mapped to a line in square. Vi = (ξi, ηi, 0) are triangle vertices.

[
ξ

η

]
=

[
ξ1 ξ2 ξ3
η1 η2 η3

]⎡⎣ 1− ρ1
ρ1(1− ρ2)

ρ1ρ2

⎤⎦ when (ξ, η) ∈ T (3.34)

In order to use the triangular mapping, to reduce the singularity order of a self-
influence integral, the element must be divided into a set of triangles, while keeping
the singular point as the triangles’ pole (the point in the triangle, which maps to a
line in the square). Examples of triangles arrangements for different elements are
shown in Figure 3.6. Now using the triangular mapping in Eq. (3.34) the vector r
in Eq. (3.21) can be written as,

r(ρ1, ρ2) = ρ1R(ρ1, ρ2) where R(ρ1, ρ2) = (R1, R2, R3) (3.35)

and,

|R(ρ1, ρ2)| =
√
R2

1(ρ1, ρ2) +R2
2(ρ1, ρ2) +R2

3(ρ1, ρ2) (3.36)

where,

xp − x = xp −
NN∑
j=1

Njxj = −ρ1

NN∑
j=1

Hjxj = ρ1R1(ρ1, ρ2)

yp − y = yp −
NN∑
j=1

Njyj = −ρ1

NN∑
j=1

Hjyj = ρ1R2(ρ1, ρ2)

zp − z = zp −
NN∑
j=1

Njzj = −ρ1

NN∑
j=1

Hjzj = ρ1R3(ρ1, ρ2)

(3.37)

using the shape function relation,

Nj(ξ, η) =

{
1 + ρ1Hj(ρ1, ρ2) if j is a singular node

ρ1Hj(ρ1, ρ2) if j is not a singular node
(3.38)
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Figure 3.6: Dividing elements to triangles for different types of higher-order ele-
ments.

Here Hj(ρ1, ρ2) is a desingularized shape function with non-zero value at ρ1 =
0. Expressions for Hj(ρ1, ρ2) in Eq. (3.38) are straight forward to calculate by
replacing ξ, η in definition of Nj from Eq. (3.34) based on ρ1, ρ2. However, the
calculations and expressions were lengthy, and therefore not presented here. A
symbolic mathematical software package was used to calculate these expressions.

In order to transform the integrals into (ρ1, ρ2)-space the Jacobian of trans-
figuration must be calculated. The Jacobian for transformation from (ξ, η)- to
(ρ1, ρ2)-space is,

JT = 2ρ1AT (3.39)

where AT is the area of a triangle in (ξ, η)-space. Now, let us see how we can
use this transformation to remove the singularity of the integrals. By writing the
integral in Eq. (3.30) in (ρ1, ρ2)-space we obtain,

S(e)
j (p) = 2

1∫
0

1∫
0

Nj(ξ, η)
1

|R(ρ1, ρ2)|
|J(ρ1, ρ2)|AT dρ1 dρ2 (3.40)

which is no longer singular, and therefore can be integrated numerically. It must
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be noted, for numerical integration using Gauss-Legendre method, the square must
be further mapped to [−1, 1] : [−1, 1], which requires a mapping coefficient of 1/4.
Performing similar transformation on Eq. (3.29) we obtain,

D(e)
j (p) = 2

1∫
0

1∫
0

Nj(ρ1, ρ2)
−R(ρ1, ρ2) · J(ρ1, ρ2)

ρ1 |R(ρ1, ρ2)|3
AT dρ1 dρ2 (3.41)

which still has 1/ρ1 type of singularity. Using Eq. (3.38), the singularity can be
removed for the off-diagonal terms as shown in Eq. (3.42).

D(e)
j (p)(p �=qj) = 2

1∫
0

1∫
0

Hj(ρ1, ρ2)
−R(ρ1, ρ2) · J(ρ1, ρ2)

|R(ρ1, ρ2)|3
AT dρ1 dρ2 (3.42)

For the diagonal terms we have, Nj = 1+ ρ1Hj(ρ1, ρ2). Therefore the integral can
be divided into a regular and a singular part. The remaining singular term for the
diagonal integrals is,

2

1∫
0

1∫
0

−R(ρ1, ρ2) · J(ρ1, ρ2)
ρ1 |R(ρ1, ρ2)|3

AT dρ1 dρ2 (3.43)

Calculating diagonal terms can be avoided, if the indirect method is adopted(e.g.
Liu et al. (1991) and Xü (1992)). The indirect method is explained in Section 3.3.5.
However, the indirect method is not always applicable. The direct method for
calculating the singular integrals, presented by Teng et al. (2006) and Shao (2010),
was adopted here. Let us define the non-singular part of the integral’s kernel as,

f(ρ1, ρ2) = 2
−R(ρ1, ρ2) · J(ρ1, ρ2)

|R(ρ1, ρ2)|3
AT (3.44)

Then Eq. (3.43) can be written as,

1∫
0

1∫
0

f(ρ1, ρ2)− f(0, ρ2)

ρ1
dρ1 dρ2︸ ︷︷ ︸

I1

+ lim
ε→0

1∫
ρ1(ε)

1∫
0

f(0, ρ2)

ρ1
dρ1 dρ2

︸ ︷︷ ︸
I2

(3.45)

The integral part, I1, is no-longer singular, and it is possible to use a numerical
scheme to evaluate it. For the integral in I2 we have,

I2 = − lim
ε→0

(ln ε)

1∫
0

f(0, ρ2) dρ2 +

1∫
0

f(0, ρ2) ln [R(0, ρ2)] dρ2 (3.46)

As Shao (2010) explained in his thesis, although the limit in Eq. (3.46) does not
exist, it does not contribute to the diagonal terms. The reason is that, for a node,
the summation of the integrals on all adjusting elements are canceling each other.
The remaining line integral can be calculated by a standard numerical integration
procedure.
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3.3.4 Solid angles

The last piece of the puzzle, for making a complete equation system, is the solid
angles at the collocation points. The need for calculating the solid angles can be
avoided if the diagonal terms are calculated by the indirect method, presented in
Section 3.3.5. Although, the indirect method is generally simpler, its application
is problem-dependent, and not always possible. The direct method for calculating
the solid angles, on the hand, can be adopted in any case. The method presented
by Mantic (1993) was adopted here. A solid angle at the point p is mathematically
defined as,

C(p) = Sε

4πε2
4π (3.47)

where Sε is the surface of the sphere with radius ε, centered at the node p, inside
the fluid domain, cut by the elements sharing the node p, while ε approaches zero.
Figure 3.7 shows the arrangement of the elements and the notations required for
calculating the solid angle. The contribution to the solid angle from each element

E4

E1

E2

E3

V1 V2

V3
V4

V3
V4

V1 V2

p

ετ4

τ1 τ2

τ3

n2

p

Sε

Sε

Figure 3.7: Arrangement of elements close to a node in calculating the solid angle.
p: node, ε: radius of the sphere Sε centered at the node p, Ei: elements sharing
the node p, Vi: intersection point of the sphere Sε with the elements edges, τ i: the
vectors connecting vertices to the sphere center, ni: the normal vector on element
Ei at the node p.

can be calculated as ,

γi = π + sgn [(ni−1 × ni) · τ i] arccos(ni−1 · ni) (3.48)

where,

sgn(x) =

⎧⎨⎩
1 x > 0

0 x = 0

−1 x < 0

(3.49)

and ni and τ i are defined in the Figure 3.7, where cyclic convention applies. Then,
the solid angle is defined as the summation of these contributions as shown in
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Eq. (3.50).

C(p) =
NE∑
i=1

γi − (NE − 2)π (3.50)

Here NE is the number of elements which share the node p.

3.3.5 Diagonal terms, indirect method

The diagonal terms, in the boundary element equation system (Eq. (3.31)), can
be calculated using an indirect method. In this way, the difficulties in calculating
the singular integrals in Eq. (3.43) and solid angles can be avoided. Following Liu
et al. (1991), we can assume a known auxiliary velocity potential φ1, which is in-
tegrable on the boundaries. We write up Eq. (2.78) for φ1 as shown in Eq. (3.51).
The boundaries of the problem can be separated into, discretized-boundaries (Sd),
non-discretized or remaining boundaries (Sr). Examples of the remaining bound-
aries can be S∞, which is excluded form the solution as explained in Section 2.11.
Another example can be the free-surface (SF ) if the chosen Green function satisfies
the free-surface condition. Then, the body surface must be discretized only.

Cφ1 =

∫∫
Sd

(
φ1

∂G

∂n
−G

∂φ1

∂n

)
dS +

∫∫
Sr

(
φ1

∂G

∂n
−G

∂φ1

∂n

)
dS (3.51)

The integral on the discretized boundaries, Sd, can be calculated by the method
described in this section. Let us call the integral on the remaining boundaries, Ir.
Then, using one line of the equation system in Eq. (3.31), the Eq. (3.51) can be
written as,

Dii =
1

(φ1)i

[
NC∑
k=1

Sik

(
∂φ1

∂n

)
k

−
NC∑
k=1

Dik (φ1)k + (Ir)i

]
(3.52)

where,

(Ir)i =

∫∫
Sr

(
(φ1)i

∂G

∂n
−G

(
∂φ1

∂n

)
i

)
dS (3.53)

Therefore, for calculating the diagonal terms, the integral in Eq. (3.53) must be
evaluated. This may be an easy, or difficult, task depending on the type of the
problem and the choice of φ1. The simplest case would be a problem with closed
domain, i.e. when all the boundaries are discretized. Then, there is no need for
calculating Ir. Assuming a constant non-zero value for φ1, for instance φ1 = 1 in
the whole water domain, Eq. (3.52) simplifies to Eq. (3.54).

Dii = −
NC∑

k=1,k �=i

Dik (3.54)
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The method can, as easily, work for the problem of a body in infinite fluid. In
this case, Sr = S∞, can be assumed to be a sphere with a radius approaching
infinity. Then, choosing φ1 = 1, the integral in Eq. (3.53) becomes 4π. When free
surface exists, the domain is divided into a half sphere. Ir = 2π is, however, not an
accurate solution. Therefore, using this method requires either closing the domain,
i.e. discretizing a semi-sphere around the body (computationally expensive), or
choosing a velocity potential as φ1 which makes calculating Ir analytically possible.
Due to these difficulties the direct approach presented in Sections 3.3.3 and 3.3.4
was adopted in the present study.

3.3.6 Calculating derivatives

Unlike constant elements, higher order elements ensure surface and velocity poten-
tial continuity across elements. Moreover, depending on the order, the distribution
of variables on the element surface is continuous and differentiable. Although, at
the element edges discontinuities in surface slope and velocities may happen, away
from the edges, the derivatives can be calculated using a direct differentiation of
the shape functions.

As explained in Section 3.3.1, using the Lagrangian shape functions, the physical
surface of an element is mapped to a parametric ξη-space. Therefore, similar to the
finite difference method, Eqs. (3.11) and (3.13) can be used to calculate the first and
second order derivatives on the element’s surface. The mapping coefficients and
the derivatives in the parametric space can be calculated using a shape-function
differentiation. For instance,

∂φ(ξ, η)

∂ξ
=

NN∑
j=1

φ(ξj , ηj)
∂N (m)

j (ξ, η)

∂ξ
(3.55)

The discontinuity in the surface’s slope and derivatives is treated by getting the
average of the values from neighbor elements. The error introduced due to this
simplification can be reduced by decreasing the element sizes.

3.4 B-spline method

The B-spline method is shortly introduced in this chapter. The main intention is
to compare this method to HOBEM, presented in the previous section, and put
the two methods in a unified perspective. B-spline method is adopted later in
Chapter 4 for investigating the numerical errors introduced by discretizing a free
surface. The results from this numerical method are not presented here. However,
as will be explained in the last section, the computer program was written in a
way to cover this method as well. The intention was to provide a unified ground
for comparing different numerical methods in the future.
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3.4.1 Surface representation

In B-spline method the surfaces and the distribution of interest variables are
mapped to a parametric space by using the B-spline base functions. B-spline
base functions are first introduced by Schoenberg (1946) for data approximation.
Nowadays this method is very popular in computer modeling and graphics (see for
instance Rogers and Adams (1989)).

The mapping of a function f(ξ) to a parametric space ξ by B-spline base func-
tions is defined as follows.

f(ξ) =

NV∑
j=1

ajb
(m)
j (ξ) (3.56)

The values aj are the control weighs of the function f . b
(m)
j (ξ) is the B-spline base

function of order m associated with the weight aj . If f(ξ) represents a curve in
space, by an analogy to the geometrical shape of the curve, aj will represent the
vertices of a polygon, surrounding the curve (see Hsin et al. (1993)). Based on
this analogy, we use the term control vertices, instead of weights, to refer to these
values. NV is the total number of these vertices. The mth order base function of a
B-spline can be calculated using the recursive formula by Cox (1972) and de Boor
(1972), presented in Eqs. (3.57) and (3.58) below.

b
(1)
j (ξ) =

{
1 ξj ≤ ξ ≤ ξj+1

0 otherwise
(3.57)

b
(m)
j (ξ) =

ξ − ξj
ξj+m − ξj

b
(m−1)
j (ξ) +

ξj+m+1 − ξ

ξj+m+1 − ξj+1
b
(m−1)
j+1 (ξ) (3.58)

Here ξj are the elements of a monotonically increasing vector in parametric space,
called knot vector.

ξj = ξ0 ≤ ξ1 ≤ · · · ≤ ξNK−1 (3.59)

Based on above equations, the function f(ξ) is a polynomial of degree (m − 1),
and continuously differentiable in the intervals between knots (ξj < ξ < ξj+1). At
each knot, the function (f(ξj)) and its derivatives, up to and including (m − 2),
are continuous.

The B-spline base functions carry important characteristics, which are the rea-
son behind their popularity. For instance, the sum of all base functions at any
point in the parametric space ξ is equal to one.

NV∑
j=1

b
(m)
j (ξ) = 1 (3.60)

Moreover, each base function of order m is a polynomial of degree m − 1, which
is non-zero only on a finite interval in the parametric space ξ. This property of
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the B-spline base function is called compact support, and the interval is called base
or support of the function. Therefore the influence of each vertex is only felt in a
finite space in the parametric domain, depending on the order of the base function.
This means, unlike other curves such as Bézier curve, changing a vertex will only
affect the B-spline in the vicinity of that vertex. For all the values of ξ, the base
functions have positive or zero values, and except for m = 1, which corresponds to
a flat line, all the other base functions have only one maximum.

As Eq. (3.58) suggests, the choice of knot vector has a significant influence on
the B-spline base functions. In general, the knots can have any values as long
as they increase monotonically. In practice, monotonically increasing integers,
or normalized values in [0, 1] interval, are usually used. Here, we preferred the
normalized range between 0 and 1. In this way, the parameter can be linked to
the non-dimensional arc length of the curve. The main types of the knot vectors
generally in use are, uniform, open and non-uniform.

In a uniform knot vector, the elements are equally spaced with a distance Δξ.
In this way, a periodic uniform base function is obtained. The support of a uniform
base function of order m is equal to m intervals. In other words, the influence of
the base function is felt only on the mΔξ distance of the parametric space.

b
(m)
j (ξ) = b

(m)
j−1(ξ −Δξ) = b

(m)
j+1(ξ +Δξ) (3.61)

An open knot vector has m repeated knots at the beginning and the end of the
vector, where m equals to the B-spline’s base function order. Therefore, the base
function no longer has the periodic behavior close to the ends of the curve. In this
way, higher degree of control is obtained on the value of the function at the end
points by controlling only one vertex. This property is important, for instance, to
ensure continuity between different domains. In the case of a non-uniform knot
vector, the elements of the vector can be chosen as desired, which results in vary-
ing base functions. This is most useful in describing shapes with sharp corners.
Repeating an element of the knot vector gives the ability to create a sharp cor-
ner in the curve. Each repetition of an element reduces the number of continuous
derivatives at the knot by one.

The part of the curve between two knots is called an interval or element, and
NE is the number of elements. The relation between number of the elements
(NE), number of the vertices (NV ), and the order of the B-spline (m) is shown in
Eq. (3.62).

NV = NE +m− 1 (3.62)

Eq. (3.62) suggests that in order to have a valid element, m ≤ NV must be satisfied.
Similarity, the relation between number of knots and the order of the base function
is,

NK = NV +m (3.63)

Let us consider the following vector of knots in the parametric space. For clarity,
integer values are used instead of normalized values between [0, 1].

ξj = [0, 1, 2, 3, 4, 5, 6] (3.64)
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Combining Eqs. (3.63) and (3.64), it is possible to see that the number of knots
is always larger than the number of elements, and not all intervals can be defined
as elements. The reason is the fact that by increasing the order, additional knots
are required to create a base large enough to support higher order base functions.
Figure 3.8 shows the base functions for different orders and the knot vector in
Eq. (3.64). The constrains in Eqs. (3.62) and (3.63) are shown graphically in this
figure.
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Figure 3.8: B-spline base functions of different orders. bi: base functions.

A more generalized version of B-splines is the non-uniform rational B-splines
or NURBS. NURBS are widely used in the field of computer graphics. Kim and
Shin (2003) have used NURBS for more accurate representation of the geometry
in potential flow calculations by panel methods. In this method, a rational base
function is defined for the non-uniform B-spline, using a blending weight (wj) as
follows,

f(ξ) =

NV∑
j=1

wjajb
(m)
j (ξ)

NV∑
j=1

wjb
(m)
j (ξ)

=

NV∑
j=1

ajR
(m)
j (ξ) (3.65)

where,

R
(m)
j (ξ) =

wjb
(m)
j (ξ)

NV∑
j=1

wjb
(m)
j (ξ)

(3.66)

is the rational base function. It is clear that if all weights are chosen to be one,

i.e. wj = 1, we have R
(m)
j (ξ) = b

(m)
j (ξ). In another words, the non-rational base

function b
(m)
j is a special case of the rational base function R

(m)
j .

Let us focus on the periodic uniform B-spline base function and assume the
main base function (b(1)) is defined in a symmetric interval ξ ∈ [−h/2, h/2] as
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shown in Eq. (3.67). Then, a recursive formulation using convolution integral for
the base functions of higher orders can be obtained. This type of B-spline base
function is the so-called cardinal or centered B-spline (Schoenberg, 1946).

b(1)(ξ) =

{
1 |ξ| ≤ h

2

0 otherwise
(3.67)

b(m)(ξ) = b(m−1)(ξ) � b(0)(ξ) =
1

h

+∞∫
−∞

b(m−1)(τ)b(0)(ξ − τ) dτ (3.68)

Two-dimensional surface base functions are made by multiplying the one-dimensional

line base functions, as B
(m,n)
j (ξ, η) = B

(m,n)
IJ (ξ, η) = b

(m)
I (ξ)b

(n)
J (η). The index j

is related to a two-dimensional indexes (I, J), by a global index counter. For in-
stance, if NV ξ and NV η are the number of vertices in ξ and η directions, we can
write j = I +(J − 1)NV ξ, which gives j = 1 · · ·NV . Here, NV = NV ξ ×NV η is the
total number of vertices.

A two-dimensional base function carries the properties of the one-dimensional
base function defined above. As showed, except form = 1, generally a B-spline does
not go through its vertices. The question is, how we can use a B-spline to represent
a certain set of data points. From Eq. (3.62), it is possible to determine the number
of vertices by fixing the number of elements and the order of B-spline. Therefore,
in order to determine the B-spline, the values for weights must be calculated.

Let us assume a set of NP number of known data points. There are two main
methods for adopting a B-spline in representing the surface, and/or the variables
defined by these data points. These are, interpolation, and approximation. In in-
terpolation technique, the resulted B-spline goes exactly through the points defined
in the data set. The number of vertices is bound to be equal to the number of data
points. In this way, a linear square equation system will be obtained by introducing
the values of the data points into Eq. (3.56). By solving the equation system, the
values for vertices will be obtained. The parameter (ξ) must be determined at the
data points in order to evaluate the base functions. The non-dimensional curve
length is the natural choice for this purpose. Although the resulting B-spline curve
is continuously differentiable up to m − 1, the resulted shape may not be smooth
and may include unwanted wiggles. The relation between shape of the curve and
the position of the vertices are not intuitive and care must be taken in applying
this method.

An adjustment can be made to the method by introducing more data points
than vertices. In this way a better and smoother curve can be obtained. However,
the B-spline curve does not necessarily go through all of the data points. This is in
fact an approximation method and results in an over-conditioned equation system,
which must be solved by a least square method. In this way, the order of B-spline
and the number of panels are independent of the number of data points.
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3.4.2 Boundary element formulation

Using the B-spline representation, the boundary integral formulation presented in
Chapter 2 is discretized into a boundary element formulation. For instance, let
us consider a simple case of a body in infinite fluid. Then, the boundary integral
formulation for the problem becomes,

C(x)φ(x) =
∫∫
SB

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫∫
SB

G(x, ξ)
∂φ(ξ)

∂n(ξ)
dS (3.69)

Let us represent the distribution of φ and ∂φ
∂n by the B-spline base functions as

follows.

φ(ξ, η) =

NV∑
j=1

φjB
(m)(n)
j (ξ, η)

∂φ(ξ, η)

∂n(ξ, η)
=

NV∑
j=1

(
∂φ

∂n

)
j

B
(m)(n)
j (ξ, η)

(3.70)

It is important to remember that φj is not the value of φ at the node (ξj , ηj). It
is just a vertex, or weight, at the (ξj , ηj)-point of the B-spline, which represents φ
distribution. Similarly, the surface of the boundary SB is defined by B-spline as
shown in Eq. (3.71).

x(ξ, η) =

NV∑
j=1

xjB
(m)(n)
j (ξ, η) (3.71)

Doing so, the surface SB is divided into NE = NEξ × NEη elements. Therefore,
the integrals in Eq. (3.69) can be changed to summations.

C(x)φ(x) =
NV∑
j=1

φjDj(x)−
NV∑
j=1

(
∂φ

∂n

)
j

Sj(x) (3.72)

Here Dij and Sij are the integrated influence of a dipole and a source distribution,
defined in Eqs. (3.73) and (3.74) respectively.

Dj(x) =

NE∑
e=1

∫∫
Ee

B
(m)(n)
j (ξ, η)

∂G(ξ, η;x)

∂n(ξ, η)
J(ξ, η) dξ dη (3.73)

Sj(x) =

NE∑
e=1

∫∫
Ee

B
(m)(n)
j (ξ, η)G(ξ, η;x)J(ξ, η) dξ dη (3.74)

In reality, the base function B
(m)(n)
j (ξ, η) is only non-zero on the support-elements.

Therefore, the summations on different elements are only important on a few
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number of elements surrendering the jth element. The number of elements de-
pends on the order of the base function. For example, if m = 1 and n = 1 then

B
(m)(n)
j (ξ, η) = 1 only on Ej , and the formulation simplifies to the CPM formula-

tion shown in Eq. (3.2), bearing in mind that the number of vertices and elements
would be the same.

An equation system is formed based on the boundary element formulation in
Eq. (3.72) using the collocation method. Unlike the previous methods, the number
of collocation points in B-spline method can be different from the number of un-
knowns, i.e. NV ≤ NC . If NC number of collocation points (pi) is chosen to form
the equation system, i.e. NC/NE number of points for each element, then a linear
equation system is formed as shown in Eq. (3.75) below,

[Dij ]NC×NV
[φj ]NV ×1 = [Sij ]NC×NV

[(
∂φ

∂n

)
j

]
NV ×1

(3.75)

where,

Dij = Dj(pi)− C(pi)

NV∑
j=1

B
(m)(n)
j (ξi, ηi) (3.76)

Sij = Sj(pi) (3.77)(
∂φ
∂n

)
j
can be substituted from the boundary condition on each collocation point,

taking into account Eq. (4.22). If one collocation point is chosen for each vertex,
then the coefficient matrices become square. Otherwise, the number of equations
will be more than the number of unknowns and the resulting over-determined
system can be solved by a least square method. Galerkin method can also be used
for setting up the equation system. The Galerkin method gives a slightly more
efficient solution. More details on this matter can be found in Hsin et al. (1993).

3.4.3 Calculating integrals

For regular integrals, Gauss-Legendre quadrature is the natural choice. However,
this method is inaccurate when the field point is close to the surface. Adaptive
subdivision of the elements was adopted in previous studies such as Maniar (1995)
in order to increase the accuracy of numerical integration in nearly-singular cases.

It is possible to analytically remove the singularity in the integrals’ kernel as
explained in Hsin et al. (1993). They introduced series expansion for 2D cases
in order to calculate the integrals analytically. Later, Maniar (1995) adopted the
method for 3D calculations. In this method, it is assumed that the B-spline shape
functions are polynomials. If surfaces are represented with flat quadrilateral ele-
ments, the integration of variables can be done analytically. Nakos and Sclavounos
(1994) used the centered B-splines to represent the variables on quadrilateral el-
ements and calculated the integrals by a recursive formula presented in Newman
(1987b) for higher order distributions.
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For generalized B-splines, such as NURBS, a series of transformations are usu-
ally used to remove the singularity. The PART method by Hayami and Matsumoto
(1994) is one of these methods, which reduces the order of singularity by a series of
planar and polar transformations. Interested readers are addressed to the original
publications.

3.4.4 Solid angles

The solid angle for a point on a surface defined by a B-spline can be calculated
by the method described in Section 3.3.4. However, if the surface is defined by
a uniform knot vector, and B-spline base functions with order higher than 3, the
slope of the surface is continuous every where, which means the solid angle is 2π.
This is not the case for low-order base functions or non-uniform knot vectors. As
explained in Section 3.4.1, sharp corners can be introduced in a B-spline using a
non-uniform knot vector created by repeating the knot vector elements.

3.4.5 Derivatives

As explained in Section 3.4.1, a B-spline of order m has continuous derivatives up
to, and including, m − 2. Therefore, differentiation of the base functions can be
used to calculate the derivatives of variables on the surface, as shown in Eq. (3.78)
below.

∂φ(ξ, η)

∂ξ
=

NV∑
j=1

φj
∂

∂ξ
B

(m)(n)
j (ξ, η) (3.78)

The method presented in Section 3.2.4, can be used to calculate the mapping co-
efficients between physical and parametric space. For higher order differentiations,
fitting new B-spline to the derivatives or finite difference methods can be used.

3.5 Notes on discretization methods

Three different discretization methods were presented in the last three sections.
The main question is, which one of these methods is the best for solving boundary
integral equation. Unfortunately, it is not possible to find a simple answer to this
question. Detailed comparisons between all different discretization methods are not
easily available. Usually, the studies are pointed towards one type of discretization
due to programming difficulties. As a general guideline, introducing a higher order
distribution of unknowns helps in solving a problem with higher accuracy, using less
number of elements (Liu et al., 1991). On the other hand, adopting a higher order
surface representation can improve the accuracy of the solution by improving the
accuracy of boundary and the boundary conditions (Kim and Shin, 2003). However,
in practice, increasing the order of representation is not always helpful and may
even be a source of complications. For instance, in constant panel method the
coefficient matrix is diagonal-dominant. Increasing the order of distribution reduces
the importance of diagonal elements and introduce stronger coupling between the
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values on the boundaries. This may results in an unstable equation system. This
can be the reason why in most of the previous studies the order of representation
is limited to three and higher order methods are not pursued.

Presence of forward speed is another factor in choosing the appropriate dis-
cretization method. Cases with a higher forward speed have a higher tendency
towards numerical instabilities. Generally, higher order methods improve the ac-
curacy. In such cases, this includes the accuracy of capturing the numerical, as
well as physical, waves. However, in lower order methods these errors are simply
damped out. Meaning, for a certain problem, the higher order method can be
unstable while the lower order gives physical and reasonable results. Therefore,
choosing the best order of discretization, which results in an accurate, stable, and
computationally efficient solution, is not an easy task. As will be discussed in the
following chapters, different methods were found to be useful in solving different
type of problems. However, pursuing all solution possibilities are out of the scope
of the present study. Computations were done using a BEM library developed
in C++ which provided a unified environment for all discretization schemes (see
Section 3.10). A comparison between different methods from theoretical point of
view can be found in Chapter 4.

3.6 Time marching methods

An initial-value-problem must be solved in order to find the time domain solution.
A time marching scheme plays an important role in the stability and accuracy of
the time domain solver. Three different time marching methods were discussed and
implemented in the present work. However, the fourth order Runge-Kutta method
was used in most of the present studies.

The time domain problem in the present studies consists of time evolution of
the free surface potential and elevation. The forcing function, i.e. velocities on
the body boundary, is assumed to be known in time for this type of analysis. The
linear boundary conditions on free surface presented in Eqs. (2.34) and (2.35) are
repeated here,

∂ζ

∂t
= −U

∂ζ

∂x
+

∂φ

∂z
on z = 0 (3.79)

∂φ

∂t
= −gζ − U

∂φ

∂x
on z = 0 (3.80)

Above equations can be used for time stepping of the velocity potential and free
surface elevation.

3.6.1 Explicit/Implicit Euler

Vada and Nakos (1993) showed that Euler backward method, in its purely explicit
or implicit form, is unstable for the problems involve evolution of the free surface.
However, a combination of the two can be used, as long as the forward speed is not
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too high. The following form is assumed for the time marching of explicit/implicit
Euler method.

ζ(n+1) − ζ(n)

Δt
= −U

∂ζ

∂x

(n)

+
∂φ

∂z

(n)

(3.81)

φ(n+1) − φ(n)

Δt
= −gζ(n+1) − U

∂φ

∂x

(n+1)

(3.82)

Here the superscript (n) is the current, (n+1) is the next, and Δt is the duration of
the time step. In this method, the treatment of the kinematic free-surface boundary
condition is explicit. On the other hand, the dynamic condition is treated implicitly
by substituting ζ(n+1) from the kinematic condition. In this method, the BEM
equation system is solved only once for each time-step.

3.6.2 ABM4

Fourth order Adams-Bashforth-Moulton method (ABM4) is a predictor-corrector
type of time marching scheme. This method requires the past two time-steps in
order to advance the solution one time-step. Here the method presented in Skourup
et al. (2000) and Shao (2010) were adopted for analysis. In the first step, the
velocity potential φ and the free-surface elevation ζ are updated using the explicit
ABM4 predictor as follows,

ζ(n+1) = ζ(n) +Δt

4∑
k=1

pk
∂ζ

∂t

(n+1−k)

(3.83)

φ(n+1) = φ(n) +Δt
4∑

k=1

pk
∂φ

∂t

(n+1−k)

(3.84)

Here pk = [55/24,−59/24, 37/24,−9/24] are the predictor coefficients. ∂ζ
∂t and ∂φ

∂t ,
for time step (n+1− k), are obtained from Eqs. (3.79) and (3.80) respectively. By
substituting φ(n+1) and ζ(n+1) into the dynamic free-surface condition (Eq. (3.80))

an estimation for ∂φ
∂t

(n+1)
is obtained. The value for φ(n+1) can be updated using

this value and the semi-implicit corrector of Adams-Moulton as follows,

φ(n+1) = φ(n) +Δt
4∑

k=1

ck
∂φ

∂t

(n+2−k)

(3.85)

where ck = [9/24, 19/24,−5/24, 1/24]. Using Eq. (3.85) and the dynamic free-
surface condition in Eq. (3.80), an iterative scheme can be adopted until conver-
gence is achieved for φ(n+1). As mentioned in Shao (2010), similar iterative scheme
for ζ(n+1) is computationally expensive due to the need for soling BEM equation
at each step.



3.6. Time marching methods 73

3.6.3 Runge-Kutta

An explicit fourth order Runge-Kutta method for time marching of the free-surface
velocity potential and elevation were adopted here. This method consists of four
intermediate steps. The steps must be performed in sequence in order to obtain the
values for the next time-step. The steps are summarized below (Tanizawa, 2000).

First step:

ζ(n+1/4) = ζ(n) +
1

2
Δtζ

(n)
t

φ(n+1/4) = φ(n) +
1

2
Δtφ

(n)
t

φ(n+1/4)
z ⇐ BEM solver ⇐ φ(n+1/4)

(3.86)

Second step:

ζ(n+2/4) = ζ(n) +Δt
(
c1ζ

(n)
t + c2ζ

(n+1/4)
t

)
φ(n+2/4) = φ(n) +Δt

(
c1φ

(n)
t + c2φ

(n+1/4)
t

)
φ(n+2/4)
z ⇐ BEM solver ⇐ φ(n+2/4)

(3.87)

Third step:

ζ(n+3/4) = ζ(n) +Δt
(
c3ζ

(n+1/4)
t + c4ζ

(n+2/4)
t

)
φ(n+3/4) = φ(n) +Δt

(
c3φ

(n+1/4)
t + c4φ

(n+2/4)
t

)
φ(n+3/4)
z ⇐ BEM solver ⇐ φ(n+3/4)

(3.88)

Fourth step:

ζ(n+1) = ζ(n) + . . .

1

6
Δt
(
ζ
(n)
t + c5ζ

(n+1/4)
t + c6ζ

(n+2/4)
t + ζ

(n+3/4)
t

)
φ(n+1) = φ(n) + . . .

1

6
Δt
(
φ
(n)
t + c5φ

(n+1/4)
t + c6φ

(n+2/4)
t + φ

(n+3/4)
t

)
φ(n+1)
z ⇐ BEM solver ⇐ φ(n+1)

(3.89)

Here the derivatives are shown by subscripts. The coefficients, (ck), for fourth order
Runge-Kutta (RK4), and fifth order Runge-Kutta-Gil (RKG5), are presented in
Table 3.1. As the calculation steps presented above are suggesting, for each time-
step the boundary element equation must be solved four times. This makes the
RK4 method one of the slowest methods. However, in a linear formulation, by
using the LU-factorization method, the equation can be solved once. Then, at
each time-step the solution is obtained by back substitution. Therefore, the time
domain solution can be performed much faster.
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Table 3.1: Coefficients for Runge-Kutta, RK4 and RKG5 time marching methods.

ck RK4 RKG5

c1 0 (
√
2− 1)/2

c2 1/2 (2−
√
2)/2

c3 0 −
√
2/2

c4 1 (
√
2 + 2)/2

c5 2 2−
√
2

c6 2 2 +
√
2

3.6.4 Choosing a time marching method

The order of accuracy for the explicit/implicit Euler method is low and, as sug-
gested by Vada and Nakos (1993), it is not suitable for high forward speed problems.
On the other hand, it requires only one solution per each time step, which makes
it the fastest method. This method was used in the present studies for calculation
of radiation problems without forward speed.

The ABM4 and RK4 methods both have the same order of accuracy (O(Δt)4).
The ABM4 method requires two solutions of BEM equation and three previous time
steps. This means that at the start of the time-marching scheme, the solutions at
previous time-steps must be assumed. The other, and more robust alternative, is
to start the solution by another scheme such as RK4, which does not need previous
time-steps, and then switch to ABM4.

The RK4 method needs four calls to BEM solver which makes it the most
expensive time marching method among the ones presented here. However, here we
are interested in the solution of a linear problem. Meaning, the boundary conditions
are satisfied on the mean positions of the free surface and body, which do not change
in time. Therefore, it is possible to significantly speed up the BEM solver using the
LU-factorization method. In this case, for a reasonable size problem, the change
in efficiency by adopting the ABM4 scheme was not significant relative to RK4.

3.7 Free surface truncation

In theory, the free surface defined in the boundary integral formulation is extended
to infinity. In practice however, the surface must be discretized into a finite number
of elements. Therefore, it must be truncated. The truncation of a free surface, both
in steady and un-steady formulation, must be treated carefully in order to avoid
numerical instabilities.

3.7.1 Steady problem, Radiation condition

In solving the steady problem numerically, the radiation boundary condition must
be satisfied indirectly. It is known that the mathematical solution for the wave
equation results in two wave systems (see for instance Lighthill (1960)). A phys-
ical wave system, which carries energy away from the source, and a non-physical
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system, which travel towards the source. The physical solution can be ensured
by introducing an infinitesimal shift to the frequency in complex plane. Another
interpretation of this method is to think of the shift as an artificial viscosity known
as Rayleigh viscosity (e.g. Wehausen and Laitone (1960)).

In the presence of a steady forward motion, for instance the waves generated
by a vessel advancing in infinite water, the radiation condition translates to no
upstream waves. This condition must be enforced numerically in order to ensure a
physical solution.

Dawson (1977), in his revolutionary paper, used the upstream finite difference
and argued that it satisfies the radiation condition by propagating the disturbances
downstream. Another widely used approach is the collocation point shift (see
Section 3.2.5). In this method, a small horizontal shift is applied on the collocation
points in the opposite direction of the forward speed (same direction of incoming
flow in seakeeping coordinate system). Jensen et al. (1986) showed that, in his
desingularized method, the collocation shift in the opposite direction results in
satisfying the opposite radiation direction.

Jensen (1987) and Sclavounos and Nakos (1988) showed that both upwind finite
difference and collocation point shift introduce a Rayleigh viscosity and therefore
satisfy the radiation condition. However, these methods also introduce a numerical
damping, which is closely linked to their properties in satisfying the radiation
condition.

Another closely related but different aspect of the steady-state solutions is the
presence of destabilizing numerical waves. These are first described by Longuet-
Higgins and Cokelet (1976) and named sawtooth oscillations. As discussed by
Nakos (1990), the discretized free surface fails to capture the waves with wave
lengths close to the size of few panels. The energy of these distorted waves are
a source for numerical instability. More details on this matter can be found in
Chapter 4.

Numerical waves must be taken out in order to stabilize the solution. This
can be done, for instance, by introducing damping. The connection to radiation
condition arises here. Raven (1988) introduced a new method to satisfy the radi-
ation condition in his source only method, by imposing zero induced velocity due
to all the sources, at the upstream boundary. However, he mentioned that due to
numerical waves a better solution will be obtained using a collocation point shift
applied on the upstream part of the free surface.

Sclavounos and Nakos (1988) derived a similar radiation condition by analyzing
the error velocity potential for the source and dipole distribution method. They
concluded that in order to satisfy the radiation condition in their method, the first-
and second-derivative of the velocity potential in x direction must be set to zero
at the up-stream boundary. They introduced a filtering technique to eliminate the
waves with wave-lengths less than 5,6 panel-lengths in order to avoid numerical
instabilities.

In the present method, we chosen the upwind finite difference to satisfy the
radiation condition and filter out numerical waves simultaneously. The reason
behind this choice can be linked to the physical interpretation. As mentioned by
Romate (1992), from mathematical point of view, the equation system of a ship
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advancing with forward speed can be viewed in two ways. First is to see the
problem as an elliptic problem (Laplace equation) with time-dependent boundary
conditions, and second to view the problem as a hyperbolic problem in propagation-
space with an integral dependency due to the Laplace equation. As mentioned
by Dawson (1977), the second view is in analogy to a disturbance being carried
downstream by the momentum equation, while it’s presence is felt at the upstream
through pressure changes. In the present work, solving the problem in a moving
coordinate system, and presence of high forward speed, suggest the second view as
a more suitable one.

The side boundaries have no significant influence, as long as they are placed
outside the wave sector. Otherwise, the reflected waves from the side boundaries
reach back, and destroy the solution. The Kelvin angle for the wave system can
give an indication of the suitable distance (see, for instance Newman (1977) for
definition of the Kelvin angle). The boundary at the end of the domain must be
placed away from the ship to minimize the influence of the reflected waves. Using
an upstream finite difference operator, this influence region was minimized. Nakos
(1990) mentioned that for his method of differentiation, which has characteristics
of a central method, the waves propagate upstream, typically a quarter of the
transverse wave length.

3.7.2 Unsteady problem and damping zone

The waves generated due to a body with forward speed, or oscillatory motions in the
time domain solutions, travel from the source and reach the boundaries. In absence
of proper treatment, the waves reflect from the boundaries and travel back into the
solution domain. The fact that the waves must leave the source and disappear in
infinity can be considered as a radiation condition for this problem (Wehausen and
Laitone, 1960). The radiation condition can be satisfied by absorbing the waves at,
or letting them to pass through, the boundaries. Several different methods exist
for this purpose. Example are,

• Periodic condition

• Wave absorbing, damping zone or numerical beach

• Matching to a simple far-field solution

• Satisfying a differential equation at the boundaries (Sommerfeld’s boundary
condition)

Romate (1992) presented a detailed review on these methods. In the present study,
a wave absorbing condition, in the form of a damping zone, was adopted. This
method is adaptable for different problems more than the other ones. The frequency
range, and type of the waves inside the domain, have no significant influence on
the implementation of this method. Therefore, it can be applied, with minimum
changes, to a wide range of problems. The short-coming of this method is the
need for relatively large damping area on the free surface, which increases the
computational domain.
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Different types of wave absorbing conditions are reviewed by Israeli and Orszag
(1981). The damping zone adopted here is similar to the one presented by Nakos
et al. (1993). In this method an artificial damping term is added to the free surface
kinematic boundary condition. Therefore the free-surface conditions become,

∂ζ

∂t
= −U

∂ζ

∂x
+

∂φ

∂z
− 2νζ on z = 0 (3.90)

∂φ

∂t
= −gζ − U

∂φ

∂x
on z = 0 (3.91)

Here ν is the strength of the Newtonian cooling factor, which has a zero value on
the inner part of the free surface and positive value on the damping zone showed in
Figure 3.9. The distribution of the damping strength is assumed to be quadratic
with the distance from the start of the damping boundaries as shown in Eq. (3.92).

ν = 3
DS

D3
W

d2 where, 0 ≤ d ≤ DW (3.92)

Here DW is the damping zone width and d is the distance from the start of the
damping zone boundary. The over all damping strength is controlled by the DS

value. Eq. (3.92) provides a smooth distribution of the damping strength. This
is important because a sudden change in the damping strength acts similar to
a wall, and reflects the waves. The size of the damping zone and the strength
were defined by numerical investigations. Bunnik (1999) studied the importance
of Froude number, τ = ωU

g , and the waves entrance angle on the efficiency of the
damping zone. He showed that for τ > 1 the required damping strength based
on 90% damping is almost independent of τ . However, for τ < 1 the required
damping strength is increasing rapidly with τ and Fn, and therefore must be
defined carefully.

Let us look into the physical meaning of the damping term in Eq. (3.90). Fol-
lowing Nakos et al. (1993), we set the velocity to zero and assume the velocity

potential to be in the form φ = φ0(z, y)e
iωte

√
u2+v2z. Here ω is the wave frequency

and u, v are the components of the wave number k in x and y directions respec-
tively. Then, from the free-surface boundary conditions with a damping term in
Eqs. (3.90) and (3.91), the wave frequency is obtained,

ω = iν ±
[
g
√

u2 + v2 − ν2
]1/2

(3.93)

Let us now compare Eq. (3.93) to the continuous version of the dispersion relation
without damping ω2 = g

√
(u2 + v2). This shows that the damping strength ν shifts

the frequency in the complex plain, which translates to a damping error from the
numerical point of view. Moreover, the real part of the frequency is changed, which
results in a dispersion error on the damping zone. This error can be avoided by
adding a counter part to Eq. (3.90) for zero speed as shown in Eq. (3.94). One can
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Figure 3.9: Schematic view of a damping zone. The shaded area represents the
damping zone with a non-zero damping strength ν.

argue that since we are not interested in the solution on the damping zone, the
error is not important.

∂ζ

∂t
=

∂φ

∂z
− 2νζ +

ν2

g
φ ⇒ ω = iν ±

[
g
√

u2 + v2
]1/2

(3.94)

The remaining question is, what kind of differentiation method must be used on
the free surface in the time-domain problems. Kring (1994) used a shape function
differentiation method. He applied smoothing filters on the free surface to eliminate
the numerical waves. On the other hand, Bunnik (1999) argued that use of central
difference is not stable, and used upwind difference to achieve a stable solution
without smoothing. He linearized the unsteady velocity potential around the steady
non-linear potential (Eq. (2.20)), and used the gradient of the steady potential to
determine the upstream points. He also stated that for a small enough forward
speed the central difference will be sufficient. This is again in agreement with the
physical interpretation of the hyperbolic equations presented in Eq. (3.7.1). Bunnik
(1999) also argued that this method can be used, even in presence of upstream
waves, as long as a sufficient damping zone is introduced upstream. More details
on the stability issues can be found in Chapter 4. Similar to the steady-state case,
the upstream differencing is chosen for transient problems in the present study.

3.8 Solver scheme

Unlike most of the field methods, such as finite difference method (FDM) and finite
element method (FEM), which give a narrow band equation system, the boundary
element method (BEM) results in a fully populated matrix. The solution of an
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equation system with fully populated matrix is more challenging in terms of the
required memory and computation time. This is the reason why for larger problems
the BEM method loses its advantages and becomes less efficient.

A BEM problem with N unknowns gives an equation system of O(N2), which
requires O(N2) operations to form. Depending on the type of the matrix-solver,
the computational time for solving the equation system varies. For instance, the
LU-factorization method requires O(N3) operations. In the time-domain solutions
of a linear problem (such as the ones studied here), only the right hand side of the
equation system changes in each time step. Using LU-factorization, the coefficient
matrix can be factorized once and used in all other time-steps. The solution using
the factorized matrix need O(N2) operations. This method was adopted in the
present study.

In order to reduce the time needed for solving the BEM equation system, the
accelerated matrix solvers can be used. Predictor-FFT (p-FFT) and fast multi-
pole method (FMM) are examples of such solvers. These methods can reduce the
required memory and CPU operations as low as O(N logN). These methods were
not implemented in the present study. Instead, as will be explained in Section 3.10,
the program was written in a way to make changes in the matrix solver easily
possible. Interested readers are refereed to Shao (2010) for an interesting and
rather complete review on the solution schemes. The choice of LU-decomposition
is in agreement with the suggestions on the suitable application of different solvers
in Shao (2010).

3.9 Grid generation

The solution procedure of a boundary element problem starts with discretizing the
surfaces. Discretization plays an important role in the accuracy and stability of the
solution (e.g. Chapter 4). The first step in discretization is the grid generation.
Here we define the grid generation to be the process of distributing points on a
surface and relating the properties of the points to a parametric space. Afterwards,
the points are grouped into panels, elements, or patches which are the pieces of
the surface. A grid can be structured or unstructured. The points on a structured
grid can be mapped to a parametric space as shown in Figure 3.10. However, in
an unstructured grid the points are distributed arbitrarily and it is not possible
to form a mapping relation between the points on the surface and the parametric
space.

It is well known that structured grids have better numerical properties, espe-
cially when it comes to calculation of the derivatives. Further, the use of higher
order finite difference operators is easier on structured grids. However, the grid gen-
eration process for structured grids is complicated. This is a source of difficulty,
especially when the surface geometry is complex.

The structured grid generation was adopted in the present study. Different
methods can be used to generate structured grids. These methods can be simple,
such as linear interpolation, or complicated, such as elliptic or hyperbolic grid gen-
eration. Let us start by assuming a surface bounded by four edges (for instance part
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of the free surface), which can be defined by parametric curves. A differentiable and
one-to-one mapping between the computational space and the parametric space,
as well as the parametric space and the physical space, is assumed as shown in
Figure 3.10 (see Section 3.9.1). The four corners of the surface are mapped to

Computational space  Parametric space  Physical space  

�

�
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t

1 0 

1 

1 

1 

0 
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Z
Y

1�
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3�4�

Figure 3.10: Surface grid generation and mapping in 3D space. (ξ, η): computa-
tional space, (s, t): parametric space, XY Z: physical space

the four corners of the parametric and computational domain with correct order.
Moreover four edges of the surface are defined by ξ = 0, ξ = 1, η = 0 and η = 1
lines in the computational domain.

The lines ξ = const or η = const are called grid lines, while their intersections
are called grid points. The quadrilaterals formed by the grid lines are called grid
cells. Singularities must be avoided in the mapping. A singularity can arise, for
instance, by mapping a line in the computational domain to a point in the physical
domain. The boundaries of the physical surface must be defined in a way to avoid
this type of singularity. The following points are important in generating a grid:

• Smooth grid lines, which give smoothly varying mapping coefficients.

• Concentration of grid points in to the areas with high variation of unknowns.

• A smooth variation in the area of the grid cells.

• Avoidance of distorted elements.

The goal is to find a suitable mapping between computational and physical
space in order to acquire above properties as much as possible. The accuracy of
the derivatives and numerical solution is dependent on the ability of a mapping
function to meet these properties. Here, the details of the grid generation method
will not be presented. Instead, a short summary of the methods used in the present
study will be discussed. More details can be found in text books such as Thompson
et al. (1999).

3.9.1 Distributing points on boundaries

Let us assume a boundary described by a parametric curve Γ(s) = (x(s), y(s), z(s)),
where s is the curve parameter and between 0 and 1. It is not necessary for the
parameter to have a physical meaning. However, the normalized curve length is
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usually the first choice for s. The desirable vector of points on the curve Γ can be
achieved by selecting a suitable vector of values for the curve parameter s. This
brings the question of what are the suitable values and how we can control the
point distribution on Γ by selecting them.

For this purpose, we define another parameter in [0, 1] interval called ξ. A one-
to-one relation between the points on Γ and the values in s and ξ is assumed. Let
us assume that the points in ξ are always equally spaced. Since this is a suitable
arrangement for numerical computations, we name the 1D space defined by the
parameter ξ the computational space. Likewise, we name the 1D space defined by
s parametric and 3D space physical space. Figure 3.11 shows these spaces for a
sample curve. In this case, it is desired to have the points concentrated around
the high curvature area. This is achieved by concentrating the points around the
middle of the parameter s.

0 1

0 1

ξ

s X

Y
ZComputational space

Parametric Space Physical space

Figure 3.11: Distribution of points on a line in 3D space. ξ: computational space,
s: parametric space, XY Z: physical space

ρ(s) = ∂ξ
∂s (s) can be viewed as a grid point density function. The larger value

of ρ at a point s0 means higher density of points at that point. By assuming a
function for ρ(s), the distribution for ξ is calculated as shown in Eq. (3.95).

ξ(s) =

s∫
0

ρ(w)dw (3.95)

Here w is the integration dummy variable. Some of the popular choices for the
density function are,

• Equal arc length spacing, ∂ξ
∂s ∝

∣∣∂x
∂s

∣∣
• Curve-weighted spacing, points are concentrated on high curvatures ∂ξ

∂s ∝
κ(s)

∣∣∂x
∂s

∣∣, when κ(s) is the curvature.

• Grid attraction, points are concentrated around an attraction point uj with

strength kj ,
∂ξ
∂s ∝ 1√

(kj(s−sj))2+1

Using a combination of the above items is also a possibility. In the present study
the main focus was on the third method. The grid attraction method makes it
possible to increase the density of points around the areas with high variation of
unknowns. This is important especially with a collocation method. Examples of
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such cases will be discussed latter in this study. A normalized form of the attraction
function described above is chosen as shown in Eq. (3.96).

∂ξ

∂s
(s) =

1√
(kj(s−sj))2+1

1∫
0

1√
(kj(w−sj))2+1

dw

(3.96)

Substituting Eq. (3.96) into Eq. (3.95) and integrating, the mapping function be-
tween ξ and s is obtained as shown in Eq. (3.97).

ξ(s) =
arcsinh(kj(s− sj)) + arcsinh(kjsj)

arcsinh(kj(1− sj)) + arcsinh(kjsj)
(3.97)

Assuming a distribution of values for s and an attraction point sj with strength
of kj the corresponding distribution of ξ is obtained from Eq. (3.97). However, we
are interested to obtain the s distribution by assuming a uniform ξ distribution,
i.e. s(ξ). This problem is solved by, first calculating ξ(s) using a large number of
points, and then using a linear interpolation to find the values of s(ξ).

Let us demonstrate this by an example. Assume that it is desired to select m
points on the curve Γ with concentration around the middle (s = 0.5). First, we
define M to be the number of the intermediate points used for linear interpolation
when M > m. More accurate results are obtained for larger values of M with the
price of increased computational expenses. M = 5m is suggested in Thompson
et al. (1999) as a good approximation.

A uniform distribution of M points on s is assumed with si = (i− 1)Δs, where
i = 1 . . .M and Δs = 1/(M − 1). Then, ξ(s) is calculated for M points using
Eq. (3.97). Figure 3.12 shows the distribution of points in computational and
parametric space as well as the grid density function for m = 11,M = 55, sj =
0.5, kj = 20. Now, a uniform distribution of m points in the computational space
is considered. The corresponding values for the same attraction point and strength
in s can be found using the linear interpolation presented in Eq. (3.98).

s(ξ) = s(ξi)−
Δs

ξi − ξi−1
(ξi − ξ) ξi−1 < ξ ≤ ξi and i = 1 · · ·M (3.98)

Here Δs is from the intermediate level uniform distribution. Figure 3.13 shows the
uniform distribution in ξ and the final concentrated distribution in s for m = 11,
sj = 0.5 and kj = 20.

The choice of the attraction points is dictated by the problem requirement.
For instance, in the wave making problem by a ship advancing in free surface,
the velocity potential tends to be singular at the bow and stern area. Attraction
points can be placed at these areas in order to ensure a higher density of collocation
points. In this way, higher order variations of the unknowns can be captured even
by methods with lower order elements.

Unlike attraction points, determination of the attraction strength is not straight
forward. The equation system presented above has no closed-form solution for kj .
Eq. (3.99) gives an approximate relation between the point-density function and
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Figure 3.12: Influence of the grid density function in the grid attraction method
(intermediate level). Number of points M = 55, Attraction point sj = 0.5, Attrac-

tion strength kj = 20, ξ: computational space, s: parametric space, ρ = ∂ξ
∂s : grid

density function. For a uniform distribution in s the point s = 0.5 is a repelling
point in ξ.
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Figure 3.13: Influence of the grid density function in the grid attraction method
(final level). Number of points m = 11, Attraction point sj = 0.5, Attraction
strength kj = 20, ξ: computational space, s: parametric space, For a uniform
distribution in ξ the point s = 0.5 is an attracting point in s.

the attraction factor. This value can be used as an initial guess and must be tuned
until the desired distribution is achieved.

kj � 15
∂ξ

∂s
(sj) (3.99)

The attraction factor can be used to ensure a certain arc-length at the attraction
point as well. This is particularly of importance in connecting boundaries of dif-
ferent surfaces together. A smooth transition between grids of different boundaries
can be ensured by enforcing their elements to have equal sizes at the connecting
points. Eq. (3.100) suggests an approximation for the attraction factor kj if a
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desired curve length |Δx| at the point sj is prescribed.

kj � 15
Δξ

|Δx|
∂x

∂s
(sj) (3.100)

Here Δξ is the uniform distance in the computational space. ∂x
∂s (sj) term in

Eq. (3.100) can be calculated using a simple finite difference method. Iterations
on kj value may be required in order to achieve the desired accuracy for the curve
length at sj . It is possible to define multiple attraction points on a single curve.
The most popular case is two attraction points at the two ends, (sj = [0, 1]). The
method described above can be easily extended for such cases. The grid density
function in Eq. (3.97) can be combined for K number of attraction points using a

blending parameter λj with the condition
K∑
j=1

λj = 1 as shown in Eq. (3.101). The

simplest choice would be λj = 1/K.

ξ(s) =

K∑
j=1

λj
arcsinh(kj(s− sj)) + arcsinh(kjsj)

arcsinh(kj(1− sj)) + arcsinh(kjsj)
(3.101)

More complicated types of grid density functions can be defined, for instance by
taking the arc-length and curvature into account. For more details on this matter
please see Thompson et al. (1999).

3.9.2 Algebraic surface grid generation

In the previous section, a method for distributing and controlling points on a curve
in 3D space was introduced. The boundaries of a surface in 3D space can be
treated as separate curves. A surface grid can be created by connecting the points
distributed on the boundaries. One of the methods for this purpose is transfinite
interpolation (TFI) technique. Different types of transfinite interpolations exist
such as linear, Lagrangian and Hermite-cubic. In the present work, a linear TFI
method was adopted which is summarized here.

Let us assume a surface bounded by four curves, Γ1 to Γ4, as shown in Fig-
ure 3.10. The positions of the points, distributed on a surface, can be calculated
based on the boundary points, using a linear TFI as shown in Eq. (3.102) below.

x(ξ, η) = S(ξ, η) + T (ξ, η) + ST (ξ, η) (3.102)

Here S, T and ST are defined in Eq. (3.103).

S(ξ, η) =(1− ξ)Γ1(η) + ξΓ3(η)

T (ξ, η) =(1− η)Γ2(ξ) + ηΓ4(ξ)

ST (ξ, η) =(1− ξ)(1− η)Γ1(0) + ξηΓ3(0)

+ η(1− ξ)Γ1(1) + ξ(1− η)Γ3(1)

(3.103)
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3.9.3 Elliptic surface grid generation

A grid, generated by a transfinite interpolation, can be relaxed and refined using
an elliptic grid generation method. Unlike TFI method, a better control over the
grid quality inside the domain can be achieved by this method.

The method is based on assuming that the one-to-one mapping function, which
relates the physical domain to the parametric domain ((x � (s, t)), is a harmonic
function on the surface inside the boundaries. Moreover, a grid control map is
defined to be a differentiable one-to-one function, which relates the computational
and parametric domain ((ξ, η) � (s, t)). The combination of the grid control map
and inverse of the harmonic map, defines a map which transforms the computa-
tional domain to the physical domain ((ξ, η) � x). This transformation obeys a
quasi-linear system of elliptic partial differential equations shown in Eq. (3.104).

Axξξ − 2Bxξη + Cxηη +Dxξ + Exη = 0 (3.104)

where,

A = xη · xη B = xξ · xη C = xξ · xξ

D = AP11 − 2BP21 + CP31

E = AP12 − 2BP22 + CP32

(3.105)

Here Pij are the grid control mapping operators, which are obtained from the con-
trol criteria required on the inner domain of the grid. The position of the boundary
points are added to the equation system as Dirichlet boundary conditions. Other
boundary conditions can be added to the equation system through the grid control
maps. For instance, ∂s

∂n = 0, where n is the local normal vector on a boundary Γ1,
can be added to enforce the grid lines to be normal to the boundary. Similarly,
∂s
∂η can be selected to set a certain height for the cells close to the boundary. In
general, grid control maps can be used to enforce desirable properties such as,

• Arc length control.

• Orthogonality at the boundaries.

• Internal grid orthogonality.

• Cell height at the boundaries.

The non-linear elliptic equation system in Eq. (3.104) can be solved by an
iterative method (for instance Picard iteration method). Usually, the boundary
conditions and control operators are kept constant during the iterations. The
simplest control grid map is the identity map. In this case, all the control mapping
operators are zero and Eq. (3.104) simplifies to,

Axξξ − 2Bxξη + Cxηη = 0 (3.106)

with the Dirichlet boundary condition at the boundaries. This type of grid is called
Laplace or harmonic grid. The control mapping operators can also be calculated
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from the grid attraction functions presented in Section 3.9.1. In this way, attraction
functions can be used in combination with elliptic grid generation.

The computational effort, required for implementation of the other aforemen-
tioned grid control maps, can be high. We shall not discuss the details of these
methods here. Interested readers are referred to Thompson et al. (1999) for further
details and algorithms for imposing these conditions.

3.9.4 Paneling

Depending on the order and shape of the panels (elements), they require different
number of points. For instance, quadrilateral constant panels need four points,
while higher order quadratic elements need nine or eight points. The points must
be arranged to follow the right-hand-rule and be consistent with the normal vector.
In the present study, the normal vector on an element was assumed to point inside
the fluid domain. Adaptive paneling scheme was used to group the grid points into
elements, while ensuring the surface continuity. Distorted elements were avoided
by breaking them into triangles, in order to avoid singular mapping points.

3.10 Programming

As mentioned in previous sections, a BEM problem is computationally expensive to
form and solve. Therefore, developing an efficient program is important. Moreover,
existence of many different choices for the surface and unknown representation,
suggests many implementation scenarios. Therefore, an ideal program must be
flexible. A flexible program provides the possibility to implement different scenarios
with minimum modification and maximum usage of the existing code. Moreover,
it is easier to understand and develop.

Flexibility in programs can be achieved by introducing concepts such as modu-
larity, abstraction and encapsulation. Complicated programs can be simplified into
bits and pieces by applying these concepts, which are studied extensively in the
field of computer science and software engineering. Object-oriented programming
(OOP) is a methodology which is developed to answer some of these needs. Ap-
plications of this programming methodology in scientific computing, can be found,
for instance, in Yang (2000). More practical examples can be found, for instance,
in Alnaes et al. (2009) for finite element and Qiao (2006) for boundary element
programming.

Introducing these software engineering concepts into developing a computa-
tional program has lots of advantages. However, the short-coming of this idea is
related to the program efficiency. The more a program is modular and flexible,
it becomes less efficient. This can be easily seen when computational programs
are written by object-oriented programming in a language such as C++ (see for
instance Veldhuizen and Jernigan (1997) and Bassetti et al. (1998)). In general,
a code runs faster, if it translates to machine language with minimum over-head.
That is the reason why traditional scientific programming languages, such as FOR-
TRAN, is used to write computational codes.
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One possible solution to this problem is the so-called compile-time or template
programming in C++ (e.g. Alexandrescu (2001)). This programming method
makes it possible to enjoy the abstraction provided by the object-oriented pro-
gramming, while achieve the efficiency required for a computational software. In
fact, a program written in this method can be even faster than the codes written in
languages such as FORTRAN (e.g. Veldhuizen and Jernigan (1997)). The idea of
using the template programming in order to increase the computational efficiency
was first introduced by Veldhuizen (1995) in the concept of expression templates.
The idea behind this method is simple. The code is written in a way that the pre-
compiler can translate the abstract-code to a detailed-code at the compile time,
which is the source of the name compile-time programming. A sample of a matrix
operation in abstract form, and after the pre-compilation is shown in Listings 3.1
and 3.2 respectively.

Using this method, almost any type of mathematical operator can be imple-
mented and used in abstract form with high efficiency. In this way, complicated
mathematical operations can be written simply in abstract forms and translated to
a complicated, but efficient, code during the pre-compiling process, and then passed
for compilation. This idea was successfully implemented in software packages such
as Blitz++ (Veldhuizen, 2006) for matrix algebra and OpenFOAM (OpenFOAM,
n.d.) for CFD calculations.

Listing 3.1: Code sample for a matrix summation in abstract form.

D = A + B + C

Listing 3.2: Code sample for a matrix summation in expanded form.

for ( int j =1; j<=n ; j++)
for ( int i =1; i<=m; i++)

D( i , j ) = A( i , j ) + B( i , j ) + C( i , j )

A C++ library for boundary element calculations was developed based on,
aforementioned object-oriented programming and expression templates. Matrix al-
gebra is implemented using Blitz++ (Veldhuizen, 2006) library. The library enjoys
a great flexibility in introducing different types of discretization. Parallel computa-
tion (using OpenMP) during calculation of coefficient matrices was made possible,
using the modular architecture of the program. It was possible to implement dif-
ferent hydrodynamic problems using the abstract mathematical formulation, whit
out sacrificing the program’s efficiency.

Let us demonstrate the use of abstract mathematical expressions by an example.
Consider the steady-state problem of a ship advancing with forward speed in calm
water. The mathematical formulation of the problem, presented in Eq. (3.107),
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can be written in its discrete form using the BEM library as shown in Listing 3.3.∫∫
SB

φ(q)
∂G(p,q)

∂n(q)
dS +

∫∫
SF

φ(q)
∂G(p,q)

∂n(q)
dS

− U2

g

∫∫
SF

∂2φ

∂x2
G(p,q) dS − C(p)φ(p) =

∫∫
SB

∂φ(q)

∂n(q)
G(p,q) dS

(3.107)

Listing 3.3: Code sample for a body advancing in
free surface with forward speed U

/∗ comments :
B: Body o b j e c t .
FS : Free su r f a c e o b j e c t .
dphidn B : ’ dphidn ’ on body .
dn FS : ’ dn ’ opera tor on the f r e e su r f a c e .
ph i : ’ ph i ’ on the f r e e su r f a c e and body .
C: s o l i d ang l e s on the f r e e su r f a c e and body .
Int<F, S>: t a k in g i n t e g r a l o f f unc t i on ’F ’

on su r f a c e ’S ’ .
dx<S>: ’ dx ’ opera tor o f su r f a c e ’S ’ .
z e t a : f r e e su r f a c e e l e v a t i o n .
∗/
dphidn B = U∗B. nx ;
dn FS = Uˆ2/g ∗ dxx<FS>;

phi = so l v e (
Int<dGdn ,B> + Int<dGdn ,FS> − Int<G,FS> ∗ dn FS − C
,
Int<G,B> ∗ dphidn B
) ;

ze ta = − U/g ∗ dx<FS>(phi ) ;

In this way, different types of problems can be solved just by modifying the
governing equations and the boundary conditions in their mathematical form. For
instance, a more complicated type of the free-surface boundary condition, based
on a double-body linearization, can be implemented just by modifying the ’dn FS’
operator in its abstract form. It must be noted that the discretization part of the
program which leads to creation of B and FS objects in Listing 3.3, is done as
simply by other parts of the problem, and are not shown.

The goal here is not to present the details of the program and just to give an
impression on the architecture of the code. Programming the most advanced and
efficient boundary integral code was not the goal of the present study. However, the
nature of the study required the possibility to implement different types of prob-
lems, with different boundary conditions. Therefore, the idea of having a flexible
program with the possibility to write boundary integral mathematics in an abstract
form was pursued. By taking advantage of the program’s modularity, different as-
pects of the formulation, such as discretization type, unknown distribution order,
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surface representation order, matrix solver, and even the dimension of the problem
(2D or 3D) could be changed easily. Therefore, the program, potentially, gave the
possibility to compare different discretization methods in one environment. Con-
sidering the limited time, however, different aspects of the program were developed
only to meet with the requirements of the problems at hand.
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Chapter 4

Evaluation of discretization
methods

4.1 Introduction

The accuracy and stability of the numerical method presented in Chapter 3 are
investigated in this chapter. The Fourier transformations of the continuous and
discrete dispersion relations are compared to obtain an estimation of the method’s
accuracy. Furthermore, the temporal stability of the time-discretized problem is
addressed using the growth-rate method.

Sclavounos and Nakos (1988) used Fourier analysis to study the dispersion and
damping properties of the waves generated by a disturbance moving under the
free surface with a constant velocity in two dimensions. They investigated the
consistency and convergence of the discrete problem. The combination of finite
difference schemes with constant panels were investigated in their paper. More-
over, they looked into the properties of a continuous differentiation using a third
order B-spline method (equivalent to a second order polynomial). They concluded
that their method have a better dispersion and damping properties than constant
element method. Moreover, they linked the numerical instabilities to the presence
of spurious roots in the discrete dispersion relation. Romate (1989) also studied
this problem by combining finite difference operators and higher order polynomials
as shape functions.

Later on, Nakos (1990) extended the two-dimensional analysis to three dimen-
sions. He studied the waves generated by a moving disturbance under the free
surface, which undergoes harmonic oscillations. He showed that the accuracy of
the numerical method also depends on the elements’ aspect ratio and τ = Uω/g.
Moreover, he argued that the aliasing of wave energy can be the reason behind the
energy build-up in spurious roots and lead to the saw-tooth instability. Kim et al.
(1997) used the numerical method from Nakos (1990) and looked at the accuracy
of the numerical method in capturing the waves traveling on the free surface in
absence of current. They investigated temporal stability and showed that it results

91
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in a Courant-type condition.
Raven (1996) considered the desingularization effects on the properties of a

constant element method for the waves generated by a moving disturbance. Later
Sierevogel (1998) studied the accuracy of both upstream and downstream waves
using constant elements and finite difference method in two dimensions. She also
considered the time discretization schemes for numerical calculation of the time
derivatives and investigated the temporal stability of her method. Bunnik (1999)
expanded the calculations by Sierevogel (1998) to three dimensions. He also inves-
tigated the temporal stability using Z-transformation. He showed that although a
central difference scheme have good dispersion and damping properties they may
lead to an unstable solution.

Büchmann (2000) studied the spatial and temporal convergence and stability
of the B-spline method with shape function differentiation. He also presented a
Courant-type condition for stability, which depends on discretization properties.
Later in Büchmann (2001) he showed that the mentioned condition is not a suf-
ficient but a necessary condition. He argued that forward speed (or current) can
change the nature of instabilities from saw-tooth instability, and reduce the fre-
quency of the numerical waves. Recently, Kim et al. (2005) expanded the calcula-
tions for constant elements, with desingularization and collocation point shift, to
include finite water depth effects as well.

The present study is in some areas an extension to the previous studies men-
tioned above. Not all the aspects touched upon in the previous studies are covered
here. In some parts, comparisons between the results presented here and the ones
in the previous studies are presented. Different aspects of the discretized disper-
sion relation are investigated in the following sections. The intention is to find
out the limitation of different models and assess the influence of different types
of discretization step by step. The analysis presented here is not complete. For
instance, the influence of grid non-uniformity and forcing function are not taken
into account and left for future works. As argued by Büchmann (2001), these may
have influence on the properties of the numerical method.

We start by focusing on the error in estimating the velocity potential on the
free surface. For this purpose, it is assumed that the velocity potential on the body
is known. In other words, all the effects due to presence of the body are considered
as a known forcing function. In this way, the boundary integral formulation in
Eq. (2.81) can be rewritten as Eq. (4.1) shown below.

C(x)φ(x) +
∫∫
SF

G(x, ξ)
∂φ(ξ)

∂n(ξ)
dS −

∫∫
SF

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS = F (4.1)

Here F is the forcing function. The forcing function represents the influence of all
boundaries, except the free surface, as shown in Eq. (4.2).

F =

∫∫
SR

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫∫
SR

G(x, ξ)
∂φ(ξ)

∂n(ξ)
dS (4.2)

Here SR refers to all the remaining boundaries. Although the time parameter is
omitted for clarity, φ is a function of both time and space (φ(x, t)). Assuming the



4.1. Introduction 93

free surface to be flat on the z = 0 plane by linearization, the third term in Eq. (4.1)
is equal to zero. Moreover, the solid angle is equal to 2π on the flat free surface.
Let us assume that the free surface is extended to infinity. A uniform current U
in positive x direction, or alternatively a vessel with forward speed U in negative
x direction, is assumed. Then, the normal derivative of velocity potential on the
free surface can be substituted from the linearized Neumann-Kelvin free surface
boundary condition Eq. (2.33),

2πφ(x) +
1

g

∫∫
SF

[
φtt(ξ) + 2Uφtξ(ξ) + U2φξξ(ξ)

]
G(x, ξ) dS = F (4.3)

Let us separate the integrals for each term, and take the Fourier transform of the
equation with respect to x,y and t. Using the convolution properties of the Green
function and Fourier transform of the derivatives, we can write (see Appendix B.2),

2πφ̃+

(
(−iω)2

g
+

2U(−iω)(ik cos θ)

g
+

(ik cos θ)2

g

)
G̃φ̃ = F̃ (4.4)

Here φ̃ is the continuous Fourier transform of velocity potential and a function of
(k, θ, ω) instead of (x, y, t). Using inverse Fourier transform, the velocity potential
is obtained as,

φ(x, y, t) =
1

8π3

∞∫
−∞

π∫
−π

∞∫
0

F̃

W̃
ei(ωt−kx cos θ−ky sin θ)k dk dθ dω (4.5)

where

W̃ = 2π +

(
−ω2

g
+

2Uωk cos θ

g
+

−k2 cos2 θ

g

)
2π

|k| (4.6)

It is known that the poles of the integral’s kernel (W̃ = 0) in Eq. (4.5) correspond

to the wave-like solutions of the velocity potential. Setting W̃ = 0 and rearranging
the equation, the familiar dispersion relation for a propagating wave is obtained
(Eq. (4.7)).

W̃ = −ω2 + 2Uω cos(θ)k − U2 cos(θ)2k2 + g |k| = 0 (4.7)

Here k is the wave number, θ is the angle of propagation direction, and ω is the
wave frequency. As expected, the representation of the problem using a continuous
distribution of sources and dipoles, on a free surface extending to infinity, dose not
change the dispersion relation. However, in other to solve the problem numerically,
we need to truncate and discretize the free surface. Truncation and discretization
of the free surface introduce errors in our numerical model. These errors can be es-
timated by comparing the discretized version of the boundary integral formulation
to the continuous form. Here, we neglect the truncation effects and focus on dis-
cretization. Both space and time discretization can introduce errors and therefore
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are of importance. Since we are looking at the errors in the free-surface’s veloc-
ity potential, it is convenient to measure it in terms of the errors in wave length
(dispersion) and amplitude (damping or amplification).

Let us start by assuming the free surface to be discretized into infinite number
of rectangular elements. The elements are assumed to be uniform in size with
constant aspect ratio Λ = Δy/Δx, where Δx and Δy are the elements’ spans in
x and y directions respectively. As showed in detail in Chapter 3, the integral
over the free surface changes into a summation over all elements. The summation
over elements can be related to the summation over base functions. This is most
natural for the B-spline method. As mentioned in Section 3.4, a first order B-spline
corresponds to a constant panel, keeping in mind that the number of elements and
shape functions are the same. For HOBEM, the linear shape functions can be
related to the linear B-spline functions by changing the definition of the element’s
span. This is only true for uniform elements. The method presented here is not
directly applicable for HOBEM of order more than linear. The elements of HOBEM
represent the unknowns with a continuous slope inside the elements’ boundaries,
but a discontinuity exist at the boundaries. Therefore the shape functions no
longer have the convolution properties required by the mathematical model (see
Section B.3). The properties of the B-spline method of order higher than two can
be studied to give an indication of the numerical properties of HOBEM.

Here, the two variable centered B-splines with the same order in both directions

is adopted (B
(m)(m)
j = B

(m)
j ). The B-spline base function is the same for all

elements. Therefore, different elements base functions can be related to a single
function at the origin by means of a simple translation (see Section B.3). Using
this property the boundary integral formulation shows discrete convolution form
as shown in Eq. (4.8).

2π

∞∑
j=−∞

φjB
(m)
i−j +

1

g

∞∑
j=−∞

(
∂2φ

∂t2

)
j

Si−j

+
2U

g

∞∑
j=−∞

(
∂2φ

∂x∂t

)
j

Si−j +
U2

g

∞∑
j=−∞

(
∂2φ

∂x2

)
j

Si−j = F

(4.8)

Here, B
(m)
i−j = B

(m)
0 (xi − xj) and,

S(m)
i−j = S(m)

j (xi − xj) =

∞∫∫
−∞

B(m)
o (ξ)G(xi − xj − ξ) dξ dη (4.9)

where, xi and xj are the so-called field and source points respectively. Getting
semi-discrete Fourier transform of Eq. (4.8) and using the discrete convolution
properties, the discrete dispersion relation will be obtained, as shown in Eq. (4.10)
below, where (̂) represents the semi-discrete Fourier transformation.

Ŵ = 2πg + D̂(tt) Ŝ
B̂(m)

+ 2UD̂(t)D̂(x) Ŝ
B̂(m)

+ U2D̂(xx) Ŝ
B̂(m)

= 0 (4.10)
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Here, D̂ is the semi-discrete Fourier transform of the differentiation operator, which
depends on the method of differentiation (see Section B.2.7). The expressions for

B̂(m) and Ŝ are presented in Eqs. (B.54) and (B.56) respectively.
Similar to the continuous problem, the roots of the discrete dispersion relation

represent the wave-like solutions of the discrete problem. Ideally these roots in
Eq. (4.10) must be identical to the roots of the continuous dispersion relation in
Eq. (4.7). However, in reality this is not the case. Assuming a frequency ω, a
current speed U , and an angle θ the possible wave number k is obtained by solving
Eq. (4.10). As mentioned before, the difference between the solution in the discrete
and continuous problems can be evaluated in terms of the dispersion and damping
errors. Following Sierevogel (1998) and Bunnik (1999), let us assume the following
relation between discrete (kd) and continuous (kc) wave numbers.

kd = kc(1 + Cr + iCi) (4.11)

In this way, Cr is an indication to dispersion error, while Ci represents the damp-
ing or amplification error. Looking at Eq. (4.5), we can conclude that Cr > 0
corresponds to shorter and Cr < 0 to longer numerical waves in comparison to
the continuous waves, respectively. Moreover, Ci < 0 introduces damping, while
Ci > 0 corresponds to amplification of the wave amplitude. It must be noted that
the damping/amplification error due to discretization, i.e. Ci, must not be con-
fused with a floating body damping coefficient introduced in Section 2.9. A step by
step analysis of the discretization methods are presented in the following sections.

4.2 Zero forward speed (current)

To simplify the problem, the properties of the discrete dispersion relation can be
compared to continuous one part by part. Let us start by focusing on a case without
forward speed or current. Moreover, we assume the waves to travel only in positive
x direction, which reduces our equations to two dimensional. Then, the continuous
dispersion relation in Eq. (4.7) reduces to Eq. (4.12) below.

W̃ = g |k| − ω2 = 0 (4.12)

The discrete dispersion relation for this case can have different forms. By assuming
continuous or discrete time and space three different sub-problems can be created
as follows.

4.2.1 Continuous time and discrete space

As a first step, a problem continuous in time and discrete in space is assumed.
This is the case, for instance, when a steady harmonic wave problem on a discrete
free surface is studied. The discrete dispersion relation for this problem is shown
in Eq. (4.13) below.

Ŵ = 2πgB̂(m) − ω2Ŝ = 0 (4.13)
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Here the time-derivative operator is substituted using continuous Fourier transfor-
mation (see Section B.2.7). The obtained wave numbers from the two dispersion
relations, for different B-spline orders, and are compared in Figure 4.1 using the
notation in Eq. (4.11). As Figure 4.1 shows, discretized waves are longer than
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Figure 4.1: Dispersion and damping for waves without current, discretized space
and continuous time, Cr: Dispersion, Ci: Damping, m: B-spline order, λ: Wave
length., Δx: Element span in x

continuous waves. Meaning that the discretization introduces a dispersion in the
problem. As expected, the error approaches zero by reducing the element-span
to wave length ratio. The error also depends on the order of discretization. It is
interesting to point out that the results for linear elements (m = 2) show higher
dispersive solution than constant panels (m = 1). This has been reported before
also by Romate (1989) for linear polynomials. Increasing the order to more than
m = 2 improves the dispersive properties significantly. The damping introduced
due to space discretization in this case is zero for all order of base functions. The
dispersion error can be predicted, and controlled, by choosing a reasonable element-
span to wave-length ratio for important waves in the problem. For instance, having
15 elements per wave length gives a dispersion error of order lower than one present
for constant panel method (Sierevogel, 1998), which is in agreement with the prac-
tical guidelines for such problems. It is possible to conclude from Figure 4.1 that
the number of elements can be reduced for higher order distributions, which con-
sequently reduces the computational cost.

Figure 4.2 shows the relation between wave frequency and wave number from
the discrete and continuous dispersion relations for different orders of space dis-
cretization. It is interesting to note that the wave group velocity (Vg), which is
defined by the slope of ω − k curve, goes to zero when Δx/λ approaches 0.5. As
mentioned by Kim et al. (1997), these waves correspond to the so-called saw-tooth
waves, with a wave length λ = 2Δx. Since the group velocity approaches zero for
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Figure 4.2: Frequency and wave number relation for discrete dispersion relation
without current, discretized space and continuous time, ω: wave frequency, Cont.:
Continuous solution, m: B-spline order, λ: Wave length, Δx: Element span in x

these wave-lengths, they can not carry the energy away from the source. Therefore,
the energy introduced by a disturbance, such as an oscillating body, into these wave
numbers amplifies in time. This can be one of the reasons behind the saw-tooth
instability in the boundary integral solution of free surface waves, which was first
mentioned by Longuet-Higgins and Cokelet (1978).

4.2.2 Continuous space and discrete time

Now let us assume a continuous space. This is usually not the case from a practical
point of view. However, in this way, it is possible to study the influence of time
discretization, independent of space. The discrete dispersion relation for continuous
space and discrete time reduces to Eq. (4.14) shown below.

Ŵ = g |k|+ D̂(tt) = 0 (4.14)
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Here, the backward differentiation was adopted for calculating the time deriva-
tives. D̂(tt) is the Fourier transform of the finite difference operator for the double
derivative in time, which depends on the finite difference operator order (see Sec-
tion B.2.7). It is possible to implement more advanced time marching methods,
such as ABM4 and RK4, in this case. However, including space discretization in
an analysis, which is using a more advanced time-marching method, is not straight
forward. Therefore, only the backward difference methods were considered in the
present analysis, and latter combined with space discretization to give an indication
of the importance of time marching methods on the overall solution.

The dispersion and damping of discrete waves for first, second, and third order
backward finite difference operators are presented in Figure 4.3. The first order
operator gives longer waves, while the second and third order operators result in
shorter waves than the continuous problem. The best convergence rate by decreas-
ing time-step belongs to the third order method. However, the damping error (Ci)
of this method is positive, which corresponds to amplification in time and conse-
quently an unbounded solution. The second order method shows better damping
properties than the first order. Therefore, among backward difference methods,
the second order method is more suitable for our problem.
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Figure 4.3: Dispersion and damping for waves without current, discretized time

and continuous space. Cr: Dispersion, Ci: Damping, D
(tt)
k : kth order backward

finite difference operator for double derivative in time, T : Wave period, Δt: Time
step.

4.2.3 Discrete time and space

The combined time and space discretization is considered in this section. The
discrete dispersion relation, with both time and space discretization, and without
current is shown in Eq. (4.15) below.

Ŵ = 2πgB̂(m) + D̂(tt)Ŝ = 0 (4.15)

The expression for B̂(m) and Ŝ can be found in Eqs. (B.54) and (B.56), respec-
tively. Based on the results in the previous section, the second order backward
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differentiation operator was chosen for double derivatives in time.
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Figure 4.4: Dispersion and damping for waves without current, discretized time

and space for different B-spline orders (D
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Figure 4.4 shows the discrete wave dispersion and damping, with respect to
Δt/T , for different values of B-spline order, and Δx/λ. As Figure 4.4 suggests,
for Δx/λ = 0.05 the accuracy of the numerical method is dictated by the time
derivative scheme, and the B-spline order plays no significant role. As Δx/λ in-
creases to 0.12, the influence of the spatial discretization appears. By decreasing
the time-step, the discretized problem converges to a solution which is different
than the continuous solution. As Figure 4.1 suggests, increasing the B-spline order
decreases the dispersion error. It is interesting to note that the damping factor
Ci shows dependency to the spatial discretization order, although the introduced
damping by the spatial discretization was zero in the time-continuous case.

Figure 4.5 compares the continuous and discrete relation between the non-
dimensional wave frequency and wave number, for two different spatial discretiza-
tion orders. The second order backward difference operator was used for calcula-
tion of time double derivative. Different curves are plotted for different values of
β =

√
Δx/(gΔt2), which indicates the relation between time-step and element-

span. Comparing Figure 4.5 with Figure 4.2, we see that the group velocity no
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longer approaches zero for the saw-tooth wave number, and instead, it goes to
infinity. This was true for all orders of spatial discretization. This effect may be
related to the damping introduced by the time discretization. Therefore, presence
of saw-tooth instabilities are less expected in this case. However, as it will be dis-
cussed latter, it is not easy to make a general conclusion on the stability criteria
for practical problems.
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Figure 4.5: Frequency and wave number relation for discrete dispersion relation
without current, discretized time and space, T : Wave period, Δt: Time step,
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4.3 Steady forward speed

In this section, the steady wave pattern generated by a traveling disturbance, with
velocity U in negative x direction, and infinite water depth is considered. This
is equivalent to the problem of a ship advancing with a steady forward speed in
absence of waves. In this case, the generated waves travel at different angles with
respect to the axis of forward motion (x). Let us define the angle between x-axis
and the wave propagation direction to be θ. Moreover, k = 2π/λ, where λ is the
distance between two wave-peaks along the propagation axis. Then, the continuous
dispersion relation in Eq. (4.7) reduces to Eq. (4.16) below.

W̃ = g |k| − U2k2 cos2 θ = 0 (4.16)
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The discrete dispersion relation for the same problem is given in Eq. (4.17), where
the expressions for discrete Fourier transformations are presented in Appendix B.

Ŵ = 2πgB̂(m) + U2D̂(xx)Ŝ = 0 (4.17)

4.3.1 Two-dimensional waves

Let us assume long-crested waves which propagate in x direction only. Then,
cos θ = 1 and the waves are simplified to two dimensional waves. The properties
of the numerical method can be investigated by studying the dispersion operators
defined in Eq. (4.18) below.

W̃ = 1− U2

g
L̄c(k) = 0

Ŵ = 1− 2πFn2
ΔxL̄d(k) = 0

(4.18)

Here, L̄c(k) = |k|, and L̄d(k) = −ΔxD̂(xx)Ŝ/B̂(m). FnΔx is the element Froude
number defined as FnΔx = U/

√
gΔx. Following Sclavounos and Nakos (1988),

the continuous and discrete dispersion operators were plotted against real non-
dimensional wave number, from zero up to the principal wave number (0.5). Eq. (4.18)
shows that kc is a root of the continuous dispersion relation, when L̄c(kc) = g/U2.
On the other hand, L̄d can result in a complex value. This means that kd is a com-
plex root for the discrete problem only ifRe

[
L̄d(kd)

]
= g/U2, while Im

[
L̄d(kd)

]
=

0.
Figure 4.6 shows the plots of the discrete and continuous operators for constant

elements, with different differentiation orders. The intersection of a horizontal line
at g/U2 and L̄c, shows the root for the continuous dispersion relation. The discrete
operator L̄d can have two intersections with this horizontal line, which means the
possibility for having two different roots. However, the imaginary part of L̄d is non-
zero, except at the limits. Therefore, the roots will not be real values. Since the
operators are plotted against real values of wave number, estimating the complex
root from these graphs is not straight forward. The difference between the real
part of continuous and discrete operator can still be used as an estimation of the
dispersion error. The imaginary part of the discrete operator can also be seen as
an indication of the numerical damping.

Based on the aforementioned points, Figure 4.6 shows that the second order
operator has the best dispersion properties among the operators considered here.
Moreover, the imaginary part of the third order operator becomes negative by de-
creasing the element span, which means amplification. Therefore, the third order
method is expected to be unstable. Figure 4.7 shows properties of the numerical
method with second order difference operator and different B-spline orders. Inter-
estingly, the discretization order has no significant influence on L̄d. However, the
linear method seems to have slightly better properties.

A more direct way of assessing the properties of the numerical method is similar
to what was presented in the previous section. Figure 4.8 shows the dispersion and
damping of the numerical method in terms of Cr and Ci defined in Eq. (4.11). The
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Figure 4.6: Comparison between discrete and continuous dispersion operators
Eq. (4.18). Constant elements (m = 1). L̄c: Continuous dispersion operator,
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results are shown only for the root closest to the continuous solution. The D
(xx)
3

has positive Ci, which corresponds to amplification. The dispersion and damping
properties mostly influenced by the differentiation operator, and the discretization
order seems to have small influence. This is in agreement with the results from
Figures 4.6 and 4.7.

The double derivative in x direction was calculated here using a double finite
difference operator. Assuming a continuous and differentiable base function, the
double derivative can be calculated analytically from the base function expres-
sion. In this case, the Fourier transform of the finite difference operator can be
exchanged by the Fourier transform of a continuous differentiation (Eq. (B.59)).
Moreover, a combination of a continuous and finite difference operator is also pos-
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Figure 4.8: Comparison between discrete and continuous dispersion relation op-
erator Eq. (4.18). L̄c: Continuous dispersion operator, L̄d: Discrete dispersion
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sible (Eq. (B.57)). As shown in Section B.3, the differentiation operator can be
exchanged analytically between the base function and the source function (G).
This is the case for indirect boundary integral formulation, when velocities are
calculated by differentiating the source function (see for instance Dawson (1977)).

Sclavounos and Nakos (1988) studied different combinations for the differen-
tiation operator, using the dispersion operators defined in Eq. (4.18). Figure 4.9
shows the continuous and discrete operators for combination of finite difference and
continuous operators (Eq. (B.57)). This is similar to the method used by Dawson
(1977). It is interesting to compare these results to the ones in Figures 4.6 and 4.7
for a double finite difference operator. The combined method shows much larger
dependency on the B-spline order than the double finite difference method. More-
over, for the combined model, the imaginary and real part of L̄d go to zero at both
limits of the non-dimensional wave number. In other words, the numerical solution
converges to two solutions by decreasing element-span; one corresponding to the
physical wave, while the other to the numerical saw-tooth wave. Therefore, filtering
of the waves with a wave-length of order of few elements seems to be necessary in
order to achieve convergence. Similar filtering methods were introduced by Nakos
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(1990) and Kring (1994) for steady-state and time-domain problems. However, at
least based on this analysis, the double finite difference operator does not show a
similar behavior.

4.3.2 Three-dimensional waves

If the three dimensional waves are considered, the discrete dispersion relation in
Eq. (4.17) has two more parameters which influence the dispersion and damping
properties of the numerical method. These are the wave propagation direction θ,
and the elements’ aspect ratio Λ = Δy/Δx. Let us start by assuming a continuous
differentiation operator. In this way, the only source of numerical errors would be
the surface discretization. The discrete dispersion relation for this case is presented
in Eq. (4.19).

Ŵ = 2πgB̂(m) − U2k2 cos2(θ) Ŝ = 0 (4.19)

Figure 4.10 shows the dispersion error for different elements’ aspect ratios and
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propagation directions of waves. Since the derivatives were assumed to be cal-
culated analytically, the damping is zero for all the cases in Figure 4.10. It is
interesting to see that the dispersion error due to surface discretization is mostly
positive. Meaning that the waves are shorter than they would be in the continuous
solution. This is the opposite of the dispersion error due to the finite difference
operator. As expected, the error generally increases by increasing Λ or θ.

0 0.05 0.1 0.15 0.2

−0.2

−0.1

0

0.1

0.2

0.3

k̄ = Δx/λ

Cr

θ = π/6, m = 2

Λ = 0.5

Λ = 1

Λ = 2

Λ = 4

Λ = 6

Λ = 8

Λ = 10

0 0.05 0.1 0.15 0.2
−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

k̄ = Δx/λ

Cr

Λ = 3, m = 2

θ = 0

θ = π/9
θ = π/6
θ = π/4
θ = π/3

Figure 4.10: Dispersion and damping for surface discretization only, different wave
propagation directions θ and element aspect ratio Λ. linear elements (m = 2),
element aspect ratio Λ = Δy/Δ. Cr: Dispersion, θ: wave propagation direction.
λ: Wave length.

Figure 4.11 shows the dispersion and damping properties considering a second
order double derivative in x for different propagation directions. Two aspect ra-
tios, Λ = 1 and Λ = 3, are plotted for comparison. It is interesting to see that
the dispersion errors, from surface discretization and the differentiation operator,
cancel each other. For instance, the wave propagating in θ = π/4 on elements with
Λ = 3 has much better dispersion properties than θ = 0. This cancellation is a
function of the aspect ratio as well. Moreover, the waves propagating oblique to
the current have better damping properties. This can be explained by considering
the fact that the damping error is introduced by the double derivative operator.
Therefore, the waves with smaller component in x-direction are less affected by the
numerical differentiation.

The influence of the elements’ aspect ratio, considering a second order double
derivative in x, and linear elements, is studied in Figure 4.12. A wave traveling
in the θ = π/6-direction was chosen to investigate the influence of aspect ratio.
Similar to the propagation direction, the dispersion error introduced by a large
aspect ratio is canceling the error due to numerical differentiation. However, the
damping of the numerical method increases by increasing the aspect ratio.
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Figure 4.11: Dispersion and damping for different wave propagation directions
θ,Λ = Δy/Δx: element aspect ratio . Cr: Dispersion, Ci: Damping,θ: wave
propagation direction. λ: Wave length.
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4.4 Forward speed with oscillations

The complete form of the dispersion relation is considered here. This is of relevance
for the waves generated by an oscillating disturbance with a constant forward
speed. The full dispersion relation, assuming harmonic steady-state oscillations,
is presented in Eq. (4.20). The temporal stability of the problem is addressed in
Section 4.5. The main focus here is on the performance of the numerical methods
for capturing the steady harmonic solution of the problem.

W̃ = g |k| − ω2 + 2Uωk cos(θ)− U2k2 cos2(θ) = 0 (4.20)

As before, the problem is studied step by step. First, by assuming continuous
differentiation, i.e. only the influence of a discrete source and dipole distribution.
Second, by considering a harmonic solution in combination with discrete finite
difference operators for spatial differentiation, and then the fully discretized version
of the equation in time and space. The focus will be on linear elements with a second
order finite difference operator for spatial derivatives. Bunnik (1999) performed
similar analysis for his indirect boundary integral method with constant elements
and desingularization. Interested readers are referred to his thesis for comparing
the results presented in this section for direct boundary integral method with linear
elements.

4.4.1 Continuous space and time derivatives

Here the space and time derivatives are assumed to be continuous. The intention
is to study the influence of discrete source and dipole distribution in absence of
the other numerical inaccuracies. The discrete dispersion relation for this case is
shown in Eq. (4.21).

Ŵ = 2πgB̂(m) − ω2Ŝ + 2Uωk cos(θ) Ŝ − U2k2 cos2(θ) Ŝ = 0 (4.21)

The difference between Eq. (4.21) and Eq. (4.19) comes from the oscillatory
motion of the source, which generate waves with frequency ω. This brings the
so-called τ = Uω/g parameter into the picture. Figure 4.13 shows the dispersion
properties of waves with different values of τ , traveling at θ = 0 on a discretized
surface, with linear elements. Moreover, the dispersion properties of the waves
with τ = 0.5, traveling at different directions are also presented. Looking at the
dispersion results for different values of τ , we see that the waves with larger τ have
better dispersion properties. This may come as a surprise at first, since shorter
waves must be more problematic to capture. However, τ and wave number are not
independent parameters (see Eqs. (B.3) and (B.4)). For a constant Δx, increasing
τ corresponds to shifting the dispersion curve to the right.

As shown in Section B.1 waves can travel upstream when τ < 1/4. Figure 4.14
shows the dispersion properties of the numerical scheme for the waves traveling
upstream. It is interesting to point out that unlike the downstream waves in Fig-
ure 4.13, the upstream waves have longer wave lengths. The dispersion properties
of the upstream waves are acceptable. Moreover, similar to the downstream waves,
deviating from x-axis increases the dispersion error.
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Figure 4.13: Dispersion properties of waves on a discrete surface. Linear elements
(m = 2). τ = Uω/g, θ: wave propagation direction, Cr: Dispersion factor, Λ =
Δy/Δx: element aspect ratio.
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Figure 4.14: Dispersion properties of upstream waves on a discrete surface. Linear
elements (m = 2). τ = Uω/g, θ: wave propagation direction, Cr: dispersion factor,
Λ = Δy/Δx: element’s aspect ratio.

4.4.2 Harmonic waves with discrete spatial derivative

The influence of numerically calculating the spatial derivatives, using a second order
finite difference operator is studied in this section. Comparisons between different
others of finite difference operators were presented in the previous sections. As
mentioned in Section B.3, the spatial derivatives can also be calculated by an
analytical differentiation of the shape functions. The properties of this type of
differentiation can be found in studies by Nakos (1990) and Büchmann (2000).
Assuming the waves to have a harmonic time dependency, the time derivatives in
the discrete dispersion relation can be calculated analytically as shown in Eq. (4.22)
below.

Ŵ = 2πgB̂(m) − ω2Ŝ − 2iUωD̂(x)Ŝ + U2D̂(xx)Ŝ = 0 (4.22)

Figure 4.15 shows the dispersion and damping of downstream waves. Both of
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Figure 4.15: Wave dispersion and damping on a discrete surface with a second
order finite difference operator for the spatial derivatives. τ = Uω/g, θ: wave
propagation direction, Cr: Dispersion factor, Ci: Damping factor, Λ = Δy/Δx:
element aspect ratio.

these aspects are governed by the finite difference operator used for differentiation
in x-direction. Therefore, the waves which travel oblique to the current have bet-
ter properties. Similar behaviors were discussed for steady forward speed case in
Section 4.3.2. Figure 4.16 shows similar results for upstream waves. These waves
travel against the dominant current flow. Therefore, an upstream finite difference
operator, while the current defines the main direction of the stream, would not be
a good choice, and large errors are expected. Interestingly, it seems that the error
caused by the finite difference operator cancels the error due to discretization, and
the obtained dispersion and damping properties are not unacceptable. In this case,
the elliptic Laplace equation is the only source which governs the propagation of
upstream waves.
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Figure 4.16: Upstream waves dispersion and damping on a discrete surface with
a second order finite difference operator for the spatial derivatives. τ = Uω/g,
θ: wave propagation direction, Cr: Dispersion factor, Ci: Damping factor, Λ =
Δy/Δx: element aspect ratio.
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4.4.3 Fully discretized dispersion relation

The fully discretized dispersion relation in space and time is studied in this section
(Eq. (4.23)). Using the insight from the previous sections, the study is focused
on linear elements (with B-spline base function of second order m = 2), together
with a second order finite difference operator for the spatial derivatives. The first,
second, and third order backward finite difference operators were used to calculate
the single and double time derivatives in Eq. (4.23). The coefficients for these
operators are presented in Section B.2.7.

Ŵ = 2πgB̂(m) + D̂(tt)Ŝ + 2UD̂(t)D̂(x)Ŝ + U2D̂(xx)Ŝ = 0 (4.23)

Figure 4.17 compares the dispersion and damping properties of different time
derivative operators, with respect to the ratio between time-step and oscillations
period. The Δx/λ ratio was chosen to be 0.01 in order to minimize the spatial
error at this stage. Similar to the results for the case without forward speed (see
Section 4.2.2), the third order operator has the best dispersion properties. However,
the positive Ci indicates amplification, which leads to an unstable scheme in time.
The next best choice is the second order operator. This operator has a similar
dispersion error to the first order, however, has much better damping properties.
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Figure 4.17: Downstream waves dispersion and damping for different time dis-
cretization orders with a second order finite difference operator for the spatial
derivatives. τ = Uω/g, θ: wave propagation direction, Cr: dispersion, Ci: damp-
ing, Λ = Δy/Δx: element aspect ratio.

As mentioned before, more advanced time marching methods, such as AMB4
and RK4, most likely give better damping and dispersion properties. The current
mathematical model needs modifications in order to be used for evaluating these
schemes, which is left for future studies. The insight gained here can be used as
guidelines in using higher order methods in practical problems.

Let us focus on the second order backward difference for the time derivatives.
Figure 4.18 presents the dispersion and damping properties of different Δx/λ ra-
tios. As expected, the model converges to a constant dispersion and damping error
by reducing the time step. The constant error, as expected, comes from the spa-
tial discretization and the numerical calculation of derivatives, which reduces by
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Figure 4.18: Downstream waves dispersion and damping for different Δx/λ ratio
with second order finite difference operator for spatial and time derivatives. τ =
Uω/g, θ: wave propagation direction, Cr: dispersion, Ci: damping, Λ = Δy/Δx:
element aspect ratio.

reducing Δx/λ. By comparing the damping in Figures 4.17 and 4.18, one can
expect that Ci, for the third order time marching method, becomes negative for
small enough time steps. In other words, the damping introduced by the spatial
derivatives can stabilize the third order time marching scheme for small enough
time steps.

4.5 Notes on temporal stability

In the previous sections, the stability of the numerical methods was considered for
harmonic problems. However, instabilities can occur in a transient time-domain
stage as well. This type of instability can be studied by considering the problem’s
growth factor in each time-step (Romate, 1989). Following Kim et al. (1997), we
refer to this type of stability as temporal stability. For a simple time marching
method, such as backward difference method, the temporal stability can be exam-
ined using the polynomial of the growth factor Z = eiωΔt. As shown by Bunnik
(1999), using a backward finite difference formula which involves pn + 1 time in-
stances, the discrete dispersion relation can be written in the form of a pn-th order
polynomial in Z as follows,

Ŵ =
(
2πgB̂(m) + U2D̂(xx)Ŝ

)
Zpn

+ 2UD̂(x)Ŝ
pn∑
p=0

d
(t)
pn−p

Δt
ŜZp + Ŝ

pn∑
p=0

d
(tt)
pn−p

(Δt)2
Zp

(4.24)

The condition for a neutral stability is that all the complex roots of the polynomial
in Eq. (4.24) must be in the unit circle. Since the value for Z corresponds to the
growth rate of the transient solution, any root larger than one means an unbounded
solution.
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Using this methodology, Bunnik (1999) showed that for a second order time
marching method, the central difference scheme for spatial derivatives results in an
unstable system for almost any combination of element size and time step. Based
on this analysis, he argued that, although the central difference operator gives the
best dispersion and damping properties, its time-domain solution is unstable for a
wide range of practical problems, and instead the second order upstream method
is preferred. This supports the physical interpretation presented in Section 3.7.1
in favor of the upstream methods, despite their dispersion and damping errors.

The temporal stability results in a Courant-type criteria, and gives a relation
between the maximum time step and element span. Dommermuth and Yue (1987)
studied the linearized free-surface boundary condition using von-Neumann stability
analysis, and suggested the criteria in Eq. (4.25) for a fourth order Runge-Kutta
method.

Δt2 ≤ 8

π

Δx

g
(4.25)

Kim et al. (1997) used the growth factor method for assessment of their numerical
method’s temporal stability. They assumed a case without current (forward speed),
and included the influence of the free-surface discretization using third order B-
spline base functions. For a mixed implicit-explicit Euler time marching method,
they arrived at the condition in Eq. (4.26).

Δt2 ≤ 2

g

Ŝ
B̂

(4.26)

Here Ŝ and B̂ are defined in Eqs. (B.56) and (B.54), respectively. In presence of
forward speed, the criteria will also depend on element Froude number and spatial
differentiation operators. Due to presence of many different parameters, defining
a general criteria is not an easy task. Bunnik (1999) studied the stability zones
for different waves propagating on a discrete free surface, with different Froude
numbers, numerically. The produced plots can be used to determine the stable
zones for a specific set of parameters and numerical schemes.

A valid criteria must be defined by considering the roots of the fully discretized
dispersion relation. Büchmann (2000) studied this criteria for a third order B-spline
method. In his method the spatial derivatives are calculated using an analytical
differentiation of the smooth B-spline base function. For a multi-step backward
method, and element aspect ratio of one, he suggested the criteria in Eq. (4.27) to
ensure an stable solution.

Δt2 ≤ 1

1.052
Δx

g
(4.27)

Later in Büchmann (2001), he showed that even by satisfying the criteria in
Eq. (4.27) the solution may still become unstable. Using a fundamental study of the
problem’s eigen-solutions, he showed that the presence of forward speed changes
the nature of the instability from saw-tooth instability, and reduces the frequency
of the unstable numerical waves. He concluded that the criteria in Eq. (4.27) is a
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necessary and not a sufficient condition. He related the instabilities to the inac-
curacies of the mathematical model and considered the grid non-uniformity to be
the source. However, no mathematical proof was provided in his paper that shows
these instabilities are the result of the grid non-uniformity.

4.6 Conclusions

The dispersion, damping and stability of a group of different numerical methods
were studied in this chapter. The insight provided by this type of analysis helps to
estimate the accuracy of the results, and explain the presence of the non-physical
numerical waves and instabilities.

The influence of different discretization aspects such as, order of the spatial
and time derivatives, order of the discretization method, element’s aspect ratio,
the direction of propagation of waves, and the dispersion and damping properties
are considered. It was shown that the presence of forward speed changes the
performance of a numerical method dramatically. These changes can be in a way
that a discretization method becomes suitable for a certain type of a problem,
while not for the other. The influence of different discretization parameters on the
spatial and temporal stability of the methods were also addressed.

The analysis provided here is not complete. There are several issues left which
requires more study. Among them, the influence of the grid and base function
non-uniformity, the influence of a force function, and the truncation boundaries
can be named. Including these factors into the mathematical analysis is left for
future works. However, the conclusions provided here were used as guidelines to
choose and use suitable numerical methods, and interpret the results obtained in
the following chapters.
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Chapter 5

Non-separated Flows

5.1 Introduction

The numerical method, presented in the previous chapters, will be used here to
solve a group of hydrodynamic problems, and the results are compared against
existing analytical, numerical, and experimental data. The goal is to check the
accuracy and functionality of the numerical method in practice for solving a range
of hydrodynamic problems. The focus of this chapter is on non-separated flows.
These are the cases where the flow separation is expected to dose not have a major
contribution, and so can be neglected. The cases where flow separation plays an
important role, are studied in the next chapter.

The problems have been chosen from well-studied hydrodynamic problems,
which can act as a benchmark. The time-domain solver, in combination with
the zero-speed formulation, is tested by solving the flow around a heaving semi-
sphere in Section 5.2 and wave diffraction around a surface piercing vertical circular
cylinder in Section 5.3. The steady forward speed formulation and the solver are
examined by looking at a traveling source under the free surface in Section 5.4,
and a Wigley hull in a steady forward motion in Section 5.5. The time-domain
solver is combined with the forward speed formulation to solve forced heave mo-
tions of a Wigley hull and a Series-60 vessel with CB = 0.7 in Sections 5.6 and 5.7,
respectively.

5.2 A heaving semi-sphere on the free surface

The hydrodynamic forces on a heaving semi-sphere were studied and presented in
this section. Direct boundary integral method, described in Chapter 2, was used
to formulate the problem in terms of Rankine sources and dipoles distribution on
the body surface and free surface. The problem was solved in the time-domain. At
each time-step, φ on the free surface was assumed to be known. Since a radiation
problem (forced heave oscillations) was considered, ∂φ

∂n on the body surface could
be obtained from the body boundary condition. Assuming the heave motion of the
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semi-sphere to have the form η3 = η̄3e
−iωt, where η̄3 is the amplitude and ω is the

frequency of the heave motion, the body boundary condition states,

∂φ

∂n

∣∣∣∣
SB

= −iωη̄3e
−iωtn3 (5.1)

where, n3 is the vertical component of the normal vector pointing inside the fluid
domain, and positive upward. Numerical investigations showed that impulse start
of the heave motion triggers high frequency waves, which cause longer transition
time and probable instabilities. Therefore a cosine smoothing curve, as shown in
Eq. (5.2) below, was used to start up the simulation.

η̄3 = η̄
(0)
3

1

2

[
cos

(
t

T
π − π

)
+ 1

]
0 < t < T

η̄3 = η̄
(0)
3 t > T

(5.2)

Here T is the ramp duration, and η̄
(0)
3 is the final oscillation amplitude. Looking

at Eq. (5.2), we see that η̄3 starts from zero at time t = 0 and increases to η̄
(0)
3 at

time t = T following a smooth cosine function, and stays constant for t > T . In
this way, the generation of high frequency waves could be avoided, the transition
time reduced, and the numerical solution stabilized. This method was further used
in the solution of all the time-domain problems in the present study to improve
the numerical solution.

Let us rewrite the direct boundary integral formulation for this problem con-
sidering what has been mentioned until now. Eq. (5.3) shows the formulation of
the problem at a time instance t0, after substituting the body boundary condition,
and moving the known terms to the right-hand-side.∫∫

SB

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫∫
SF

∂φ(ξ)

∂n(ξ)
G(x, ξ) dS − C(x)φ(x) =

+

∫∫
SB

ωη̄3(t0) sin(ωt0)n3G(x, ξ) dS −
∫∫
SF

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS

(5.3)

Here the time dependency of the velocity potential function was omitted for clarity.
The velocity potential on the free surface at start was assumed to be φ = 0 as
an initial condition. However, a time-marching method was required to obtain
the free-surface velocity potential at future time-steps by satisfying the dynamic
and kinematic free-surface boundary conditions. The Eulerian explicit-implicit
time marching method, described in Section 3.6, was used for time stepping the
potential and free-surface elevation. Eq. (5.4) shows how this method looks like
for the present problem, where super-index n refers to the nth time step or time
t = nΔt.

ζ(n+1)(x) = ζ(n)(x)− 2ν(x)ζ(n) −Δt

[
∂φ(x)

∂n(x)

](n)
φ(n+1)(x) = φ(n)(x)− gΔtζ(n+1)(x)

(5.4)
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Here ν is the damping term introduced by the artificial damping boundary as
discussed in Section 3.7.2. The time-step was chosen based on the oscillation period,
Δt = ω/(2πN), where N is the number of steps per period. With current time-
stepping method, 20 to 30 time-steps per period was chosen to obtain acceptable
accuracy.

Knowing the φ on the free surface from Eq. (5.4) and ∂φ
∂n on the body surface

from Eq. (5.1), Eq. (5.3) can be solved to obtain ∂φ
∂n on the free surface and φ on

the body surface. The boundary integral formulation in Eq. (5.3), can be solved
using the numerical methods presented in Chapter 3. Here, the free surface and
body surface were discretized using 8-points quadratic elements (see Section A.2)
and the boundary conditions were satisfied at the nodes of the elements. Figure 5.1
shows a view of a semi-sphere and half of the free-surface grid.

Figure 5.1: Grid for a heaving semi-sphere in free surface.

In order to ensure that the generated waves by the heaving semi-sphere are
captured correctly, the size of the free-surface domain must be adapted to the
generated wave-length. However, this requires generating different grids for each
oscillation frequency. In the present study, the size of the domain was chosen to be
four times the largest wave-length. The number of elements per wave, for 8-points
quadratic panels, are 10 for the smallest wave-length of interest. Special attention
was paid to the size of elements near the water line on the body and free surface
in order to ensure high resolution, as well as smooth transition. The pole of the
semi-sphere was closed by using a group of 6-point quadratic triangular elements.
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The connecting nodes on the water-line were assumed as a part of the free surface,
while contributions from the integration on the body was included separately.

The generated waves by the heaving semi-sphere were absorbed using a nu-
merical damping layer, in order to avoid wave reflections from the boundaries of
the truncated free surface. The span of the absorbing boundary is two times the
largest wave length. The Newtonian-cooling factor presented in Eq. (3.92) was used
to determine the distribution of the damping strength in the damping zone. The
overall damping strength was adjusted individually for each wave length to achieve
damping efficiency and avoid instabilities. The radial distance to the start-edge of
the damping zone was used as the distance parameter in Eq. (3.92).
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Figure 5.2: Added mass and damping of a heaving semi-sphere in free surface.

The pressure was calculated, and integrated in time, in order to obtain the
forces acting on the body (see Section 2.9). The time-series of the vertical force
were translated into added mass and damping coefficients in heave using Fourier
transformation. The results were compared to a semi-analytical solution by Hulme
(1982) in Figure 5.2 for a group of selected frequencies. The results from the
present time-domain calculations agrees reasonably well with the semi-analytical
results. It must be mentioned that due to practical difficulties the efficiency of the
numerical method decreased extensively when frequency of oscillation approaches
zero or infinity. For very low frequencies, which corresponds to large wave lengths,
a large free surface domain is required while the elements’ size are bounded by the
size of elements on the sphere. This means large number of elements are required
for calculation at such frequencies. For large frequencies, i.e. shorter wave lengths,
the number of elements must be increased in order to provide enough resolution
for the short wave lengths, which consequently increases the computational time.
Although, semi-analytical calculations are free from these difficulties, they are not
very useful in solving more general problems.
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5.3 Wave diffraction by a vertical cylinder

The diffraction problem of an infinity long vertical circular cylinder in waves was
chosen as the second case-study for this section. Many studies can be found for this
hydrodynamic problem in the literature. Havelock (1940) presented an analytical
solution to the diffraction velocity potential (φd) for the linear problem in the
frequency domain and infinite water depth. MacCamy and Fuchs (1954) extended
the solution to the finite water depths. In their solution, the diffraction velocity
potential and free-surface elevation were presented using a summation series of
Bessel and Hankel functions. The same problem was solved using our time-domain
boundary integral code and the results were compared with the analytical solution.
Since both methods were essentially solving the same mathematical problem, the
results were expected to match with high accuracy.

Following Havelock (1940), the total velocity potential was divided into an
incident and diffraction part, as shown in Eq. (5.5) below.

Φ = φi + φd (5.5)

The velocity potential for incident waves (φi) can be defined from linear theory as,

φi =
gζa
ω

e|k|ze−i(ωt−kx cos θ−ky sin θ) (5.6)

Here ω is the wave frequency, ζa is the wave amplitude, k is the wave number,
and θ is the propagation direction. Assuming deep water, the wave frequency and
wave length are related using the dispersion relation in Eq. (B.2). Since φi satisfies
the Laplace equation and free-surface boundary condition we focus our attention
to solving φd. The boundary integral equation can be written for the diffraction
velocity potential as shown in Eq. (5.7).∫∫

SB

φd(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫∫
SF

∂φd(ξ)

∂n(ξ)
G(x, ξ) dS − C(x)φd(x) =

−
∫∫
SB

∂φd(ξ)

∂n(ξ)
G(x, ξ) dS −

∫∫
SF

φd(ξ)
∂G(x, ξ)

∂n(ξ)
dS

(5.7)

Similar to the problem in previous section, ∂φd

∂n on the body surface was known
from body boundary condition. Moreover, φd on the free surface was known at the
initial stage and further obtained by time-marching method using the kinematic
and dynamic free-surface boundary conditions. For a fixed vertical cylinder the
body boundary condition can be defined using the normal fluid velocity on the
body as shown in Eq. (5.8) below.

∂φd

∂n
= −∇φi · n on body-surface (5.8)

The problem was solved in the time-domain using the explicit-implicit Euler
method. The time marching procedure is identical to the one described for a
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Figure 5.3: The amplitude of the diffraction potential relative to the amplitude of
the incident potential on the free surface around a vertical fixed surface-piercing
cylinder, Top half: numerical, Bottom half: analytical, R: cylinder radius.

heaving semi-sphere in Section 5.2. Moreover, a similar wave absorbing method
was applied at the boundaries of the free surface domain. Both free surface and
body surface were discretized using 8-nodes quadratic panels. The circular free
surface domain, and radial discretization, adopted here, are also similar to the
one used for the previous case of a heaving semi-sphere. The vertical cylinder
was extended 10 times the wave length below the free surface in order to achieve
infinite water depth condition. The elements on the column were chosen to be
smaller close to the free surface in order to capture the exponential variation in
diffraction velocity potential. The elements’ size were gradually increased as the
depth increases. Figure 5.3 compares the amplitude of the diffraction velocity
potential from analytical method by Havelock (1940) and present time-domain
numerical method. The results show good qualitative agreements. It must be
mentioned that the waves in Figure 5.3 have not reached the damping zone yet.

As discussed in the previous section, the body boundary condition must be
applied gradually in-order to avoid the high frequency waves which are exited
by an impulse start. Similar approach was adopted here. The amplitude of the
incident wave (ζi) was smoothly increased using a cosine smoothing function (see
Eq. (5.2)). The time series for the diffraction wave elevation (ζd) can be calculated
from φd, using the linearized free-surface dynamic boundary condition, as shown
in Eq. (5.9) below.

ζd(x, y, t) = −1

g

∂φd(x, y, t)

∂t
(5.9)

The transient solution for ζd, at three different locations on the water-line, are
shown in Figure 5.4 and compared to the analytical steady-harmonic results. The
locations are marked using a polar coordinate system (r, θ) with the origin at the
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center of cylinder on the free surface. From Figure 5.4 one can conclude that after
six periods of simulation, the numerically predicted amplitude and frequency are
reasonably close to the analytical results for the present smoothing function.
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Figure 5.4: Time signal of the diffraction wave elevation around a vertical cylinder.
k = 0.47: incident wave number non-dimensionalized by the cylinder radius R, ζ:
diffraction wave elevation non-dimensionalized by the cylinder radius R,θ: polar
position on cylinder in radians.

Figure 5.5 shows the diffraction wave elevation amplitude on the column surface
at different polar positions. Three different wave numbers for the incident wave
were studied. The agreement between the analytical and numerical results for the
all three wave numbers were satisfactory. It must be mentioned that, similar to a
heaving semi-sphere, the computational cost of the method increases for very short
or very long incident waves.
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Figure 5.5: Diffraction wave elevation amplitude around a vertical cylinder. k:
incident wave number non-dimensionalized by the cylinder radius R, ζa: amplitude
of the diffraction wave elevation non-dimensionalized by the cylinder radius R

5.4 A traveling Kelvin source under the free sur-
face

In this section, the linearized wave making problem of a single source traveling
under the free-surface is considered. The main difference between the present
problem and the previous examples are the presence of forward speed. Moreover,
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by formulating the problem in the seakeeping coordinate system (see Section 2.1)
there is no need for the time-domain solver and the solution can be obtained using
the steady-state solver. In steady-state solver, the problem can be translated into
one equation-system, and solved only once to obtain the steady solution. Therefore,
it is computationally cheaper than the time-domain solution.

The problem was formulated based on the direct boundary integral formulation
presented in Section 2.11, which simplified to Eq. (5.10) for the present case.

C(x)φ(x) +
∫∫
SF

U2

g

∂2φ(ξ)

∂ξ2
G(x, ξ) dS = σG(x,xs) (5.10)

The boundaries are consist only of the free-surface boundary in this problem. How-
ever, the singular source must be removed from the fluid domain which results in
an additional forcing term in the right-hand-side of the boundary integral formula-
tion. Here σ is the strength of the traveling source which is chosen to be one in the
present study. Since SF is flat, the influence of the dipole distribution on the free
surface is zero and only the source distribution term remains. The normal deriva-
tive of the velocity potential on the free surface was replaced using the linearized
Neumann-Kelvin free-surface boundary condition (see Section 2.6).

Figure 5.6: Kelvin source traveling under the free surface, arrangement.

Further, the problem was discretized using uniform linear quadrilateral ele-
ments. Figure 5.6 shows the problem arrangement and an example of the free-
surface grid. The elements’ aspect ratios, Λ = Δx/Δy, are equal to one where Δx
and Δy are the elements’ spans in x and y directions, respectively. h = U2/g is
the source submergence depth. The guidelines provided in Sclavounos and Nakos
(1988) were used to determine the free-surface domain boundaries based on the
source’s forward speed U .
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A linear system of equations was formed using the right-hand-side of Eq. (5.10)
as the matrix of coefficients, with the velocity potentials at the elements’ nodes
as the vector of unknowns. A second order upwind-finite difference formula was
used to relate the derivatives to the velocity potentials on the free surface. This
finite difference operator was subsequently combined to the matrix of coefficients
to form one single system of equations. The known forcing function at each node
was calculated from the equation’s left-hand-side. Since the problem was assumed
to be symmetrical about the xz-plane, the velocity potential was solved only on the
upper-half of the free surface. The radiation boundary condition was satisfied im-
plicitly by the use of upwind finite difference and no special treatment was applied
on the free-surface truncation boundaries.
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Figure 5.7: Kelvin source traveling under the free surface, convergence study us-
ing the velocity potential, source at x = 0 with submergence depth, h = U2/g,
Longitudinal cut at y = 0.25U2/g.

Figure 5.7 compares analytical and numerical velocity potentials on a longi-
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tudinal cut of the free surface. The cutting line is parallel to the x-axis, with
a 0.25U2/g transverse distance from the center line. The analytical results are
from Sclavounos and Nakos (1988), where they have used the method presented in
Newman (1987a). The numerical results are presented for four different grid res-
olutions. The resolutions are identified by the non-dimensional number 2πFn2

Δx

where FnΔx = U/
√
Δxg. Considering that for the generated transverse waves by

a moving source k = g/U2, we have 2πFn2
Δx = λ/Δx where λ is the wavelength.

As shown by the analysis in Chapter 4, for linear elements, the numerical wave
length is larger than the exact analytical solution. The influence of damping is
clear for lower grid resolutions. The results show acceptable convergence pattern
by increasing the number of elements per wave length.

5.5 A Wigley hull with forward speed

The wave making problem of a Wigley-hull body translating with constant forward
speed is studied here. Due to the presence of body surface, the problem is more
complicated in comparison to a single traveling source in the previous section.
Moreover, the Wigley-hull is piercing the free surface, which means the elements
on the free surface can no longer have uniform shapes. The geometry of the Wigley
hull model was generated using the parabola presented in Eq. (5.11) below, where
(x, y, z) are the coordinates of the points on the body surface.

y = ±B

2

[
1−
(
2x

L

)2
] [

1−
( z
L

)2]
(5.11)

Here B is the vessel’s breadth, L is the length, and D is the draft at the still water
level. The present model dimensions are B/L = 0.1 and D/L = 0.0625.

The boundary integral formulation of the problem is similar to the previous
problem with addition of the integral over the body surface. xz-plane was assumed
to be the plane of symmetry. In addition to the linearized free-surface boundary
condition, the body boundary condition also substituted in the boundary integral
formulation.∫∫

SB

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS +

∫∫
SF

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS

−
∫∫
SF

U2

g

∂2φ(ξ)

∂ξ2
G(x, ξ) dS − C(x)φ(x) = −

∫∫
SB

Un1G(x, ξ) dS

(5.12)

Here the no-flow trough the body-surface condition was applied by replacing the
∂φ
∂n on the body with −Un1, where U is the constant forward speed and n1 is the
x-component of the vector normal to the body surface.

The steady-state solver was used to solve the problem, just like the single source
example in Section 5.4. The free surface and body surface were discretized using 9-
points quadratic elements. Figure 5.8 shows a sample of the free surface and body
surface grids. The elements on the free surface were generated using transfinite
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Figure 5.8: Grid for an advancing Wigley hull in free surface.

interpolation and elliptic grid generation methods to ensure higher grid resolutions
at the critical areas, as well as smooth transition of the elements’ sizes (see Sec-
tion 3.9). A similar method was used to generate the body grid, to achieve higher
grid resolution around the bow and stern, and close to the water-line.

The free surface was mapped to a uniform rectangular grid by using the numeri-
cal mapping coefficients (see Section 3.9). An upwind second order finite difference
operator was used to calculate the derivatives in x direction (see Chapter 4). The
radiation boundary condition was satisfied implicitly by the use of upwind finite
difference. Therefore, no special treatment was necessary at the boundaries of the
free-surface domain, as long as the boundaries were chosen at a proper distance
(see Section 3.7.1). The free surface elevation at the Wigley hull water-line was
calculated using the obtained velocity potential as shown in Eq. (5.13) below.

ζ = −U

g

∂φ

∂x
(5.13)

The position of the body was assumed to be fixed, which means the induced shrink-
age and trim due to forward speed was neglected. Figure 5.9 shows a comparison
between the present calculations and the previous experiments and numerical cal-
culations from June Bai and McCarthy (1979) for the free-surface elevation along
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the body at two different Froude numbers. The results were in relatively good
agreement with previous numerical results. However, as expected, the maximum
surface elevation at the bow, which is related to the non-linearities of the flow in
that area, was difficult to capture with linear theory. It must be noted that the
forward speed induced sinkage and trim of the vessel were neglected in the present
calculations.
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Figure 5.9: The free-surface elevation around an advancing Wigley hull. Top:
Fn = 0.348, Bot: Fn = 0.402

5.6 A Wigley hull in forced heave oscillations

In this section the time-domain solver is tested for a modified Wigley hull trans-
lating with forward speed and undergoing forced heave oscillations.

The problem is formulated in the seakeeping coordinate system as presented in
Chapter 2. The direct boundary integral formulation for this problem takes the
form shown in Eq. (5.14) below.∫∫

SB

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫∫
SF

∂φ(ξ)

∂n(ξ)
G(x, ξ) dS − C(x)φ(x) =

−
∫∫
SB

(
Un1 −

∂η3
∂t

n3

)
G(x, ξ) dS −

∫∫
SF

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS

(5.14)
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Here, ∂φ
∂n on the body surface was replaced by the linearized body boundary con-

dition (Eq. (2.28)), where η3(t) is the time-dependent forced heave motion of the
vessel. Similar to the previous time-domain problems, the value of φ on the free
surface was assumed to be known at the start from the initial condition. Then, the
4th-order Runge-Kutta method was used for time-stepping the velocity potential
and free-surface elevation, while the rest of the unknowns were obtained by solving
the boundary integral equation in Eq. (5.14) at each time-step (see Section 3.6.3
for more details).

The surface of the body and the free surface were discretized using quadrilat-
eral linear elements. An upwind second-order finite-difference method was used
to calculate the derivatives in the kinematic and dynamic free-surface boundary
conditions. The properties of this method in capturing the wave propagation on a
discrete free surface were extensively discussed in Chapter 4. To avoid reflections
from the free-surface boundaries, a numerical beach was adopted at the domain’s
sides to act as an absorbing boundary condition. The model presented in Sec-
tion 3.7.2 was adopted. The size and strength of the numerical beach were chosen
by numerical investigations, in order to achieve the best absorbing properties in
the largest range of oscillation frequencies. The distribution of elements on the free
surface and body surface are similar to the steady-state problem as presented in
Section 5.5.

Table 5.1: Modified Wigley hull dimensions.

Property unit value

Length, L m 3.0

Breadth, B m 0.3

Draught, D m 0.1875

Trim deg 0.0

Displaced Volume, � m3 0.0946

The accuracy of the time-domain solver was tested first against the steady-
state solver. In order to avoid the high-frequency waves due to impulsive start, the
solution was started at rest, and then the forward speed was gradually increased
until it reached the vessel’s steady forward speed. The velocity was increased using
a smooth cosine function as shown in Eq. (5.2) before. The time-domain solution
was continued until the steady-state condition was achieved. The obtained velocity
potentials on the body surface were compared to the results from the steady-state
solver, from previous section. It has been found that after the time-domain solver
reached the steady condition the values were almost identical. The obtained steady
forward solution was used as an initial condition for the forced heave oscillations.
The vessel’s forced heave oscillations were also started with a gradually increasing
amplitude as explained in Section 5.2.

The forces acting on the body was calculated using the direct pressure integra-
tion method as described in Section 2.9. The derivatives of the shape functions
were used to calculate the water velocities on the body surface. The time series
of the forces were translated into the added mass and damping coefficients, using
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Eq. (2.58) and Fourier transformation.

The modified Wigley model used by Journée (1992) was chosen for comparison.
The model dimensions and a view of the body plan is presented in Table 5.1 and
Figure 5.10, respectively. Figure 5.11 shows the heave added mass and damping
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Figure 5.10: Modified Wigley hull body plan.

of the modified Wigley-hull with Fn = 0.3. The present values from Neumann-
Kelvin linearization are compared to the numerical results by Nakos (1990) and
experiments by Journée (1992). The experimental results are presented for two
different oscillation amplitudes. The present results show the same trend and
accuracy as the previous calculations.

Figure 5.11: The added mass and damping coefficients in heave for a heaving
Wigley hull with forward speed, Fn = 0.3, Za: forced heave motion amplitude in
experiments, ST: Strip theory method. NK: Neumann-Kelvin method
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5.7 A series-60 vessel in forced heave oscillations

The distribution of forces along a Series-60 vessel, translating with constant forward
speed, and undergoing forced heave oscillation are studied here. The mathematical
formulation of the problem and the numerical implementation are identical to the
forced heave oscillations of a Wigley hull presented in Section 5.6. The experiments
on a segmented series-60 model, with Cb = 0.7, by Gerritsma and Beukelman
(1965) was chosen for comparison. The dimensions and properties of the model
were summarized in Table 5.2 below.

Table 5.2: Series-60 model dimensions.
Property unit value

Length between perpendiculars, L m 2.258

Length on the waterline, Lwl m 2.296

Breadth, B m 0.322

Draught, D m 0.129

Displaced Volume, � m3 0.0657

Block coefficient, CB - 0.7

The model was divided into seven segments with equal lengths. In this way
the force on each segment was measured separately and the added mass and
damping for heave motion of each segment were calculated. Figure 5.12 shows
a comparison between the heave added mass and damping of the vessel’s segments,
from experimental and numerical methods, for five different oscillation frequen-
cies, at Fn = 0.2. The numerical values by Shao and Faltinsen (2012), using
both Neumann-Kelvin and double-body linearization, are presented for compar-
ison. They used a similar boundary integral formulation, with 12-points cubic
elements, in their calculations. The agreement between present numerical results
and previous values as well as experiments are acceptable.

From Figure 5.12 it is possible to see that the double-body formulation has
a slightly better prediction of the forces along the body. This is expected since
at this forward speed the change in the flow due to presence of the body plays
an important role and must be included in the linearization. Moreover, the rigid
free-surface boundary condition is more suitable at lower Froude numbers, which
makes the double-body linearization a better choice.

5.8 Conclusions

A series of classical potential flow problem both with and without forward speed
were studied using the steady-state and time-domain solvers. Different distribution
orders, from constant to quadratic, were considered. Convergence and sensitivity
study were carried out for the presented cases in order to gain insight on the per-
formance and accuracy of the numerical models. A portion of the numerical results
were presented in order to establish the performance and limitations of the present
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Figure 5.12: Added mass and damping in heave for a heaving series-60 vessel with
forward speed, Fn = 0.2, Dashed lines: Double Body Shao and Faltinsen (2012),
Dotted lines: Neumann-Kelvin Shao and Faltinsen (2012), Bars: Experiments Ger-
ritsma and Beukelman (1965), Solid lines: Neumann-Kelvin present computation.

numerical method. Obtained numerical results were compared against analytical,
semi-analytical, numerical, and experimental data available in the literature for
each case. The overall agreement of the numerical results were acceptable, consid-
ering the limitations due to discretization and linearization. These limitations were
addressed and discussed to identify the domain of validity for the present numerical
models.



Chapter 6

Tail-separated Flows

6.1 Introduction

The hydrodynamics of a low aspect ratio flat plate, which is advancing and os-
cillating in free surface, can be viewed, as a simplified version of a narrow semi-
displacement vessel. This can be achieved mathematically, by transferring the body
boundary conditions of a semi-displacement vessel to its center plane. Then, the
flow separation from the vessel’s transom stern, due to a drift angle or sway oscilla-
tions, can be simplified to the flow separation from the plate’s trailing edge. Hence,
the hydrodynamic model of an advancing and oscillating plate can represent a sim-
plified version of a semi-displacement vessel’s hydrodynamic model, which can be
used, for instance, in dynamic stability analysis.

As mentioned in Chapter 2, due to fluid viscosity, the flow leaves the trailing
edge of a lifting surface tangentially. In this condition, the flow separation plays an
important role. The flow separation from a sharp trailing edge of an advancing foil
with an angle of attack, is one example. Hence, this effect must be included in the
solution. The so-called lift and drag forces on air/hydrofoils can be correctly calcu-
lated using potential-flow theory only if the flow separation from the trailing edge,
and also sides of low aspect ratio foils, are included. As discussed in Section 2.10,
there are several techniques to include flow separation effects in a potential-flow
solver.

In this chapter, it is attempted to solve a series of problems with important tail
and tip flow separations. A linearized vortex sheet method is used to include the
trailing edge flow separation (see Section 2.10.1), while the tip flow-separation is
included using a 2D+t cross-flow principle (see Section 2.10.3). Further, the appli-
cation of these techniques in expanding the applicability of potential-flow methods
are demonstrated.

First, we start by looking at the classical problem of a 2D section of a hydro-
foil, advancing in un-bounded fluid, with an angle of attack. The accuracy and
numerical implementation of the vortex-sheet method are discussed and compar-
isons are made with experimental results. Then, the free-surface effects are added
to the problem by looking at a finite aspect ratio surface-piercing plate, advancing
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in the free surface with a drift angle. Landrini and Campana (1996) showed that
the bottom-tip flow separation effects are important. A 2D+t cross flow model,
as described in Section 2.10.3, is adopted to include these effects. The results are
compared against experimental and previous numerical data. Finally, the sway
and yaw oscillations of an advancing surface-piercing plate are considered. The
time-varying vortices generated from the tail are propagated on a linearized vortex
sheet into the fluid. The added mass and damping coefficients of the plate are
calculated and compared to the experimental and other numerical results.

6.2 Foil in infinite fluid

The classical problem of an advancing foil with constant speed U in unbounded
fluid is studied in this section. A simple case of a 2D symmetrical NACA0012 foil
with an angle of attack in unbounded fluid was investigated. A 3D NACA0012
model with length-to-cord ratio of 30 was modeled and the pressure distribution
at the midsection was compared against the experimental results for a similar 2D
foil from Gregory and O’Reilly (1973).

The flow separation from the trailing edge of the foil was considered by intro-
ducing a vortex sheet behind the foil. The linearized version of the vortex sheet
was adopted, which means the sheet was assumed to be flat with zero thickness
(see Section 2.10).

The flow must leave the trailing edge tangentially. This constraint, which is
known as Kutta condition, can be ensured by enforcing the velocity potential to be
continuous from the body into the fluid. As a result, the pressure is finite at the
separation point. Since, in the presence of an attack angle, the velocity potentials
on the two sides of the body are different, the jump in the velocity potential, in the
longitudinal direction, is required to be continuous too. Morino and Kao (1974)
achieved this by introducing a flat surface of singularities into the fluid and relating
the strength of the singularities to the circulation around the body. Although, in
reality, the wake surface is not flat, this type of linearization has been shown to be
sufficiently accurate for small drift angles (e.g. Morino and Kao (1974)). From the
linear part of the Bernoulli equation (Eq. (2.37)), the equality of the pressure at
the trailing edge and along the vortex sheet can be described as follows,

p+ = −ρU
∂φ+

∂x
= −ρU

∂φ−

∂x
= p− (6.1)

or simply,

∂ (φ+ − φ−)
∂x

= 0 (6.2)

which means the potential jump, generated at the trailing edge, does not change
along the vortex sheet in the x-direction. Therefore, the jump in the velocity
potential created at the body, propagates with the flow downstream. A similar
conclusion can be drawn by considering the conservation of vorticity defined in
Eq. (2.66) for a problem reached the steady condition.
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The direct boundary integral formulation presented in Eq. (2.81) was used to
formulate the problem. As shown in Section 2.11 the integrals on the vortex sheet
surfaces simplify to a dipole distribution on the positive side of the vortex sheet.
The dipole strength on the sheet would be equal to Δφ = φ+ − φ− at the trailing
edge, which is, based on Eq. (6.2), constant along the x-axis. By substituting the
body boundary condition from Eq. (2.36) into Eq. (2.81) the following is driven,

C(x)φ(x) =
∫
SB

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS +

∫
SB

G(x, ξ)
(
U�i · n(ξ)

)
dS

+

∫
SV +

(
φ+(ξ)− φ−(ξ)

) ∂G(x, ξ)

∂n(ξ)+
dS

(6.3)

The body surface and the vortex sheet were discretized into a finite number
of rectangular elements with linear distribution of unknowns. The extent of the
vortex sheet was chosen by numerical investigations to minimize the influence of the
domain truncation. Numerical grid generation methods presented in Section 3.9
were used to control the size of elements close to the important areas, such as the
leading and trailing edges. Figure 6.1 shows a typical grid. The vortex sheet was
modeled as a flat surface extended in the direction of the ambient flow except at
the attachment point to the trailing edge. At the trailing edge, the vortex sheet
was turned tangent to the foil mid-line.

It must be noted that the intention here is to solve the flow around a 2D foil.
The reason for adopting a 3D high aspect ratio foil is to achieve a 2D flow at the
mid-section. Moreover, it is known that the accuracy of the results highly depends
on the grid resolution at the areas of high variation. Since the focus here is on the
values around the mid-section, the elements were chosen to be finer at the mid-
section and coarser close to the sides. Therefore, the results are not expected to
be accurate away from the mid-section.

Satisfying the Kutta condition at the trailing edge is not straight forward. The
goal is to enforce equality of the pressure, while allowing a jump in the values of
φ (Eq. (6.1)). Unlike the method used by Morino and Kao (1974), by assuming
linear instead of constant panels, a collocation point exactly at the trailing edge
is obtained. Allowing for two different solutions of φ at the same point makes the
equation system singular. Therefore, the condition must be enforced with extra
care. Here the method proposed by Faltinsen and Pettersen (1983) and further
used by Kristiansen (2009) was applied. To avoid the singularity, the values of φ
were extrapolated linearly from the sides of the plate towards the trailing edge as
follows,

φ+
j =

φ+
j−1 − φ+

j−2

x+
j−1 − x+

j−2

(
x+
j − x+

j−2

)
+ φ+

j−2 (6.4)

φ−
j =

φ−
j−1 − φ−

j−2

x−
j−1 − x−

j−2

(
x−
j − x−

j−2

)
+ φ−

j−2 (6.5)
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Figure 6.1: NACA0012 and vortex sheet grid. Length-to-cord ratio = 30, the
elements are concentrated around the mid-section to obtain a better 2D-flow con-
dition, suitable for comparing with the 2D experimental data.
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Figure 6.2: Extrapolation of velocity potential at trailing edge, Γj = φ+
j − φ−

j .

Figure 6.2 shows a section of the plate, and the notations used in Eqs. (6.4)
and (6.5). In addition, equality of the pressure in its linear form states,

∂φ+
j

∂x
=

∂φ−
j

∂x
(i.e. at the trailing edge) (6.6)

By not satisfying the body boundary condition at the points j+ and j−, the equa-
tion system is two equations short. By adding the two extrapolations Eqs. (6.4)
and (6.5), and the pressure equality Eq. (6.6), the number of equations exceeds the
number of unknowns by one. In order to fix this, one more body boundary condi-
tion, for instance at (j−1)−, must be taken out. To summarize, φ+

j was calculated

from Eq. (6.4), φ−
j from Eq. (6.6) and φ−

j−1 from Eq. (6.5). Therefore, due to linear
extrapolation, it is important to have finer elements at the trailing edge. Γj is the
strength of the dipole distribution on the vortex sheet, where Γj = φ+

j − φ−
j . As

Eq. (6.2) shows, this value does not change along the x-axis.
The method is validated by calculating the pressure coefficients and comparing

the results for two attack angles of 6 and 10 degrees with experimental values in
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Figure 6.3: Two-dimensional NACA0012 pressure profiles, comparisons between
experimental data by Gregory and O’Reilly (1973) and present numerical calcu-
lations, Left: α = 6◦, Right: α = 10◦, xLE : longitudinal position of the leading
edge, Lin: p(L) = −ρU ∂φ

∂x , Quad: p(Q) = −0.5ρ∇φ · ∇φ.

Figure 6.3. For attack angle of 10 degrees, both linear and quadratic pressures are
presented. It is interesting to note that, although the equality of pressures were
enforced for the linear pressure at the trailing edge, due to thickness effects, the
quadratic term in the pressure plays an important role, especially in the leading
edge region. The overall agreement of the combined linear and quadratic pressure
coefficients with the experimental data seems to be satisfactory.

6.3 Plate with a drift angle

The problem of a surface-piercing, finite aspect-ratio, flat plate, with forward speed
and a small drift angle has been studied before experimentally and numerically.
This problem resembles a simplified version of an advancing vessel with drift angle.

Chapman (1976) used the 2D+t method based on a slender body assumption
within potential-flow theory to calculate the transverse force and yaw moment. He
investigated the influence of linear, second-order and nonlinear free-surface bound-
ary conditions and concluded that, while the nonlinear free-surface boundary con-
dition can influence the free-surface elevation, it does not change the side force and
yaw moment significantly.

Maniar et al. (1990) and Xü (1991) solved the potential-flow problem in three
dimensions, using the thin ship assumption and Kelvin-Havelock Green function.
They pointed out the incompatibility between the pressure Kutta condition and
the linearized free-surface boundary condition at the meeting point of the trailing
edge and the free surface. They showed that the effects of this incompatibility are
local and do not change the global solution.

Landrini and Campana (1996) used a double-body linearization to formulate
the problem. They investigated the influence of the bottom tip vortex on the
side force and yaw moment. They showed that the bottom tip separation (keel
vortex shedding) plays an important role in the transverse force and yaw moment
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especially for lower draft-to-length ratios. They also demonstrated that, for their
studied case, a linearized vortex sheet is sufficient to model the forces and there is
no need for nonlinear vortex geometry. Zhu and Faltinsen (2007) used a linear 3D
Rankine panel method to solve the potential-flow problem. They took the plate’s
thickness into account and neglected the tip-vortex’s effects.

In the present work, the method by Zhu and Faltinsen (2007) is further devel-
oped. The transverse force and yaw moment acting on a surface piercing, finite
aspect-ratio flat plate with forward speed and drift angle is studied. The potential
flow formulation presented in Chapter 2 using the direct boundary integral method
and Neumann-Kelvin linearization is adopted to solve the problem. The trailing
edge flow separation is considered by enforcing the equality of pressure at the trail-
ing edge. The separation wake is modeled using a dipole singularity distribution
over a linearized vortex sheet as explained in Section 2.10.1, and with further details
in this section. The viscous cross-flow separation transverse force and yaw moment
are estimated by means of a 2D+t cross flow method (see Section 2.10.3). A fully
3D potential-flow problem, with both divergent and transverse wave systems, and
without slenderness assumption for the body is solved.

6.3.1 Formulation

A plate with finite aspect ratio and small drift angle, which is advancing in negative
X-direction, was considered. Two Cartesian coordinate systems OXY Z (global)
and Oxyz (seakeeping) were defined as explained in Section 2.1. The geometrical
center of the plate in the mean water level was chosen as the origin of the seakeeping
coordinate system. Figure 6.4 shows the coordinate systems arrangement for the
present problem. A third body fitted coordinate system Ox′y′z′ was obtained by
rotating Oxyz around the z-axis by the drift angle α. Therefore, the obtained x′

and y′ axes are along, and perpendicular to, the plate’s plane, respectively. The
forces are presented in this body fitted coordinate system. The plate’s dimensions
and configuration are presented in Figure 6.5. The plate’s aspect ratio is Λ = H/L,
where L is the plate’s length and H is the mean draft.

Only the steady motion is studied in this section. Therefore the problem can
be formulated independent of time. It is noted that, similar to the other cases
presented before, the fully nonlinear problem is difficult to handle. Therefore, the
Neumann-Kelvin linearization method presented in Section 2.6 was used to simplify
the problem. As discussed in Section 2.6 this type of linearization is more suitable
for high Froude numbers of slender bodies.

The first and second order pressure, as presented in Eqs. (2.37) and (2.30), can
be calculated from the first order velocity potential. It is noted that based on the
linearization adopted here, the second order pressure in Eq. (2.30), i.e. p(2), must be
close to zero; Otherwise, the used free-surface boundary condition is not consistent.
This second-order pressure, which is calculated based on the first-order potential,
can indicate to what extent the linearization assumption is valid. The forces and
moments acting on the body were calculated by pressure integration as showed in
Section 2.9. The yaw moment was calculated with respect to z′-axis through the
geometrical center of the plate in the free-surface plane (see Figure 6.4).
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Figure 6.4: Schematic view of the problem and definition of the coordinate systems,
a plate with drift angle advancing in the negative X-direction, FS: Free Surface,
Body: Plate, V S: Vortex Sheet, α: drift angle

 

 

 

 

 

a) b) 

Figure 6.5: Definition of plate’s dimensions, a) plate with constant draft, b) plate
with variable draft, γ: plates taper angle

It is possible to separate the first-order and second-order contributions to the
force as shown in Eqs. (2.55) and (2.56). As mentioned in Section 2.9, the second-
order force presented in Eq. (2.56) is not complete, since the complete second-order
force requires the solution for the second-order velocity potential. Eq. (2.56) is only
the second-order force calculated from the first-order velocity potential. Similar to
second-order pressure, this second-order force indicates the validity of the linear
assumptions and must be close to zero. The transverse force and yaw moment are
non-dimensionalized as follows:

F̄y′ =
Fy′

1
2ρU

2LH
(6.7)

M̄z′ =
Mz′

1
2ρU

2L2H
(6.8)

where the plate dimensions are shown in Figure 6.5.

Trailing edge separation

As discussed in the previous section, the Kutta condition must be enforced at the
trailing edge. The drift angle of the plate creates a discontinuity in the velocity
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potential at the trailing edge, similar to the attack angle in the previous problem.
As pointed out by Maniar et al. (1990) and Xü (1991), there is an inconsistency
between the pressure Kutta condition and the linearized free-surface boundary
condition at the meeting point of the trailing edge and the free surface.

It was experimentally shown by van den Brug et al. (1971) and Maniar et al.
(1990) among others, that the free-surface elevations at the two sides of the body
are different due to the drift angle. This difference in the free-surface elevations
continues along the body and into the fluid domain. In other words, while the
pressure is continuous at the trailing edge below the free surface, there is a discon-
tinuity in the free-surface elevation, and consequently the pressure, at the meeting
point of the trailing edge and the free surface. This means that, immediately af-
ter the body, a sharp change in the free-surface elevation along the y-axis exists,
which disappears a short distance downstream. On the other hand, the value for
the free-surface elevation is assumed to be a single-valued function in linear theory,
which cannot account for such a sharp change.

In order to properly capture this nonlinear phenomenon, a nonlinear formula-
tion seems to be necessary. However, as mentioned also by Xü (1991), and showed
later on in this study, the error due to this type of linearization is limited to a small
area around the tail of the body, and has no significant influence on the overall re-
sults. In order to get around this inconsistency, it is important to ease the Kutta
condition and allow for pressure inequality at the meeting point of the trailing edge
and the free surface. In the present study, the Kutta condition was numerically
applied as described in the previous section. However, at the connection point
between the trailing edge and the free surface, the condition was relaxed to allow
the free-surface elevations, i.e. pressures, to take two different values.

Bottom tip separation

The separation from the bottom tip of the plate contributes to the transverse force
and yaw moment as pointed out by Chapman (1976) and investigated later by
Landrini and Campana (1996). They introduced a vortex sheet, starting from the
plate’s tip, to take into account the cross-flow tip separation effects. To account for
this influence in our model, a 2D+t approach described in Section 2.10.3 was used.
The objective here is to make an estimation of the cross-flow separation importance
in calculating the transverse force and yaw moment. In other words, we have used
Froude hypothesis to separate the viscous and potential (wave making) parts of
the force, and calculate them in an uncoupled way. The results comparisons with
the experimental data will be presented to show the limits and validity of this
uncoupling assumption.

Following the method presented in Section 2.10.3, an Earth-fixed plane (Π) was
defined normal to the plate as shown in Figure 6.6(a). The motion of the body was
viewed from this stationary plane. Due to plate’s forward speed and drift angle, the
plate’s section appears to move through the stationary plane with velocity u1 and
slides side way with velocity v1 (Figure 6.6(b)). A right-handed Cartesian body-
fixed coordinate system Ox1y1z1 was defined with x1y1-plane corresponding to the
mean free surface and x1 along the plate center line, y1z1-plane parallel to Π-plane
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with z1 pointing upward. The origin of this coordinate system is attached to the
intersection of the plate’s leading edge and the free surface. From this frame of
reference, there is an incident cross-flow velocity v1. Looking at the problem from
the Earth-fixed plane, it transforms into the transient problem of a uniform cross
flow passing a 2D plate, in presence of free surface (Figure 6.7). By using a zero
Froude number assumption, the free-surface boundary condition can be replaced
by the zero vertical velocity condition,i.e. wall boundary condition.

 

 

 
 

 

 

 

a) b) 

Figure 6.6: 2D+t coordinate system, a) plate reaches the Earth-fixed stationary
plane, b) plate is passing through the Earth-fixed stationary plane.

 

 

 
 

 

Figure 6.7: Section of a plate in a cross flow, 2D+t coordinate system, v1:Cross
flow velocity, H:Plate’s draft, d: Plate’s thickness

The drag force due to a cross flow acting on a 2D plate in infinite fluid, or
attached to a wall, is a well-studied fluid dynamic problem. However, most of
the studies are dedicated to the mean and oscillatory drag coefficients after the
initial transient period. Fink and Soh (1974) studied this problem numerically by
a discrete vortex method and showed that the drag force coefficient starts from
a large value (around 6) and then decreases rapidly during a short period in the
beginning of the simulation and approaches its mean value. Due to numerical
problems, it is, however, difficult to calculate the forces at the beginning of the
simulation. Further studies by Faltinsen and Pettersen (1983) using a vortex sheet
model, and Tønnessen (1999) using a finite element solution (FEM) of the laminar
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Navier-Stokes equation, showed that due to these numerical problems the drag
coefficient is unrealistically large at the few first time steps of the calculations.
Similar studies were carried out by Koumoutsakos and Shiels (1996) using a 2D
adaptive numerical method based on vortex methods. They also observed a similar
behavior at the start-up of the simulation.

The transient cross-flow drag coefficient (CD(T )) can be presented as a function
of a non-dimensional time defined as T in Eq. (6.9). In the present problem, the
cross-flow velocity would be v1 and the characteristic length was chosen to be the
plate’s draft (H). As demonstrated by Faltinsen (2005), the sections of the plate
downstream the flow feel the vortex generated by the upper sections, depending on
how far they are from the start point of the separation. The time (t) can be related
to the position of a section relative to the leading edge inOx1y1z1 coordinate system
as shown in Section 2.10.3. Using x1 = u1t and tanα = v1/u1 we obtain,

T =
v1
u1

x1

H
= tanα

x1

H
(6.9)

Then, the side force and yaw moment on the plate due to the cross flow drag (
Eqs. (2.71) and (2.72)) become Eqs. (6.10) and (6.11) respectively,

FCF =
1

2
ρv1u1H

2

∫ tanαL/H

0

CD (T ) dT (6.10)

MCF =
L

2
FCF − 1

2
ρu2

1H
3

∫ tanαL/H

0

CD (T ) T dT (6.11)

where L is the plate’s length, α is the drift angle and ρ is the water density. For
the present case the side force and yaw moment are non-dimensionalized as shown
in Eqs. (6.12) and (6.13).

FCF
1
2ρU

2LH
= sinα cosα

H

L

∫ tanαL/H

0

CD (T ) dT (6.12)

MCF
1
2ρU

2L2H
=

1

2
F̄CF − cos2α

H2

L2

∫ tanαL/H

0

CD (T ) T dT (6.13)

Therefore, the cross-flow side force and yaw moment are proportional to the
area and the moment of area under the curve (CD(T ), T ). It is interesting to point
out that, based on Eqs. (6.10) and (6.11), the length of integration is influenced by
L, tanα, and H. Therefore, for a plate with constant H, the non-dimensional drag
force and yaw moment (Eqs. (6.12) and (6.13)) are only a function of the drift angle
and not the forward speed. It must be noted that this assumption approximates the
flow three-dimensionality and does not account for the free-surface wave effects. It
is expected that the non-dimensional cross-flow drag force becomes Froude number
dependent for high Froude numbers, because of the free-surface interactions. This
type of dependency is neglected here by applying the rigid free-surface condition.
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A mean value of 5 was chosen for the drag coefficient at the beginning of the
transition. A curve was fitted to the numerical values presented by Fink and Soh
(1974) by fixing the start-up drag. A sensitivity study was carried out by changing
the start-up value from 4 to 6, to investigate the dependency of the final results
on the start-up value. Although the results are slightly varying, the changes were
not significant. The final shape of the curve was adjusted by using one set of the
experimental data for a plate with drift angle and forward speed from van den
Brug et al. (1971), and used for all other cases.

Further studies using a complete Navier-Stokes solver, with proper free-surface
condition, would be necessary to obtain, more accurately, the behavior of the drag
coefficient at the beginning of the flow. It is noted that the present method is
significantly different from a viscous cross-flow model used in engineering analysis
of, for instance, ship maneuvering. The latter method is based on the 2D drag
coefficients of the steady flow and will, for a flat plate with constant draft, predict
a constant force per unit length along the plate. Moreover, the present method is
not a complete 2D+t solution and was only used to calculate an estimation for the
cross-flow separation force.

6.3.2 Discretization and numerical implementation

The direct boundary integral formulation presented in Eq. (2.81) was used to for-
mulate the problem. As shown in Section 2.11, the integrals on the vortex sheet
surfaces are simplified to a dipole distribution on the positive side of the vortex
sheet. The dipole strength on the sheet would be equal to Δφ = φ+ − φ− at the
trailing edge, which is, based on Eq. (6.2), constant along the x-axis.

Assuming constant forward speed and Neumann-Kelvin linearization, the body
and the combined free-surface boundary condition in Eqs. (2.36) and (2.40) be-
comes,

φn = −U�i · n on plate’s surface

φn =
U2

g
φxx on free surface

(6.14)

Substituting the boundary conditions from Eq. (6.14) into Eq. (2.81) gives,

Cφ(x) =
∫
SB

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS +

∫
SB

G(x, ξ)
(
U�i · n(ξ)

)
dS

+

∫
SF

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫
SF

G(x, ξ)

(
U2

g

∂2φ(ξ)

∂ξ2

)
dS

+

∫
SV +

(
φ+(ξ)− φ−(ξ)

) ∂G(x, ξ)

∂n+(ξ)
dS

(6.15)

In order to solve Eq. (6.15), the boundaries were discretized into a finite num-
ber of rectangular panels. Linear distribution of unknowns on these panels was
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Figure 6.8: View of the numerical grid and free-surface dimensions, V S: Vortex
sheet.

assumed. The boundaries of the computational domain were chosen based on the
guidelines suggested by Zhu and Faltinsen (2007), in order to minimize the effects
of domain truncation. The dimensions and an example of the computational grid
are shown in Figure 6.8. The vortex sheet, which is bounded by the trailing edge
and the free surface, is also limited to the extent of the free surface behind the
plate. Although there were some local errors at the far downstream of the free
surface, numerical studies showed that the effects of having a finite vortex sheet on
the forces acting on the plate are negligible.

Points were distributed on the boundaries using the numerical grid generation
methods described in Section 3.9 to control the point density on the gird. This
proved to be important in adjusting the accuracy of the solution by increasing the
density of the collocation points at the areas of high variation. The latter was done
close to the sharp corners, such as the leading and trailing edge, as well as the
bottom tip of the plate. In addition, a similar treatment was applied on the free
surface close to the leading edge, where thin-ship 2D+t theory (Faltinsen, 2005)
shows that the slope of the free surface has a singular behavior.

A second-order finite difference scheme was applied to calculate the derivatives
on both the free surface and the body surface. In order to do so, structured
grids were generated for the body and the free surface. Then, the surfaces were
mapped to a computational domain for calculating the derivatives as described in
Section 3.9. Since the problem has no symmetry plane, the velocity potential was
solved everywhere on the boundaries, except on the vortex sheet.

Based on the discussions in Section 3.7.1, it is important to choose a correct
direction of differentiation in order to ensure the solution’s stability and satisfy
the radiation condition, especially at higher Froude numbers. Therefore, upstream
differentiation was used for the derivatives on the free surface. The problem of
the saw-tooth instabilities, reported before in the literature (e.g. Nakos (1990)),
was treated by adjusting the damping of the finite difference scheme based on the
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Table 6.1: Number of panels and grid properties for Plate A (see Section 3.9.1 for
definition of Grid Attraction Factor)

Grid Plate Free Grid Attraction Factor Total

Surface Leading/Trailing Edge Water/Tip line

A 10x10 30x10 15 10 800

B 20x20 60x20 15 10 3200

C 30x20 90x20 15 10 6600

D 40x30 120x30 15 10 12000

conclusions derived in Chapter 4.
Since a 3D solver was used, the plate’s geometrical properties, such as thickness

and drift angle, were considered without linearization. In other words, the body
boundary condition was satisfied on the actual position of the body. In order to
avoid numerical difficulties, the shape of the plate section was assumed to be a
parabola, with sharp corners at the leading and trailing edges. However, only flow
separation from the trailing edge was included in the calculations.

6.3.3 Results and discussions

In this section, the results from a series of experimental and numerical cases are
presented for comparison. Plate A from van den Brug et al. (1971) experiments is
considered. The values for the transverse force and yaw moment are calculated and
compared with experiments and previous numerical results. Aspect ratios of 0.5
and 0.2, with drift angles of 4.5 and 9 degrees are considered. From experiments
by Kashiwagi (1983), a plate with aspect ratio Λ = H/L = 0.1, and drift angles of
4 and 8 degrees, are considered. The influence of a plate’s taper angle on the forces
are addressed at the end. The plate E from van den Brug et al. (1971) experiments,
with aspect ratios of 0.2 and 0.5, and a taper angle of 4 degrees is studied for this
purpose.

Grid sensitivity study

Convergence studies were carefully carried out for different test cases to assess the
sensitivity of the transverse force and yaw moment to the grid density. The proper-
ties of the four selected grid arrangements, which were used in the calculations, are
summarized in Table 6.1. Besides the number of elements for the free surface and
the plate, the values for the attraction factors at the leading and trailing edges, as
well as the water line and bottom-tip line, are presented. The arcsinh function, in
combination with the attraction factors, were used as the control function in the
Hybrid Curve Point Distribution Algorithm to generate the suitable point distri-
butions along the boundaries (please see Section 3.9.1 for more details). The value
of the attraction factors are an indication of the density of the grid points.

Figure 6.9 shows the convergence study for the transverse force and yaw moment
on a plate with aspect ratio of 0.5 and drift angle of 4.5 degrees; using the grids
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Figure 6.9: Convergence study for non-dimensional transverse force and yaw mo-
ment, Exp.: experimental results by van den Brug et al. (1971), drift angle

α = 4.5◦,aspect ratio Λ = H/L = 0.5, F̄y′ =
Fy′

1
2ρU

2LH
, M̄z′ = Mz′

1
2ρU

2L2H
, Force

and moment are normalized by the drift angle in radians, Grids are defined in
Table 6.1.

described in Table 6.1. The values have an offset from the experiments but they
show a convergence pattern. Besides the coarsest grid (Grid A), all the other three
grids seem to follow the trend of the experimental values. The large variation in
the transverse force between Fn = 0.4 and Fn = 0.7 is best captured by the finest
grid (Grid D), while the results from the other two grids (Grid B and C) follow
closely. Figures 6.10 and 6.11 show a similar convergence study for aspect ratios of
0.2 and 0.1, with drift angles of 4.5 and 4 degrees. A similar convergence pattern is
visible, although, the relative differences between the numerical and experimental
results are increasing by decreasing the aspect ratio.
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Figure 6.10: Convergence study for non-dimensional transverse force and drift
moment, Exp.: experimental results by van den Brug et al. (1971), drift angle
α = 4.5◦,aspect ratio Λ = H/L = 0.2, further details as in Figure 6.9.
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Figure 6.11: Convergence study for non-dimensional transverse force and drift mo-
ment, Exp.: experimental results by Kashiwagi (1983), drift angle α = 4.0◦,aspect
ratio Λ = H/L = 0.1, further details as in Figure 6.9.

Plate’s thickness effects

Since a 3D solver was used in the present study, it is possible to investigate the
effect of plate’s thickness on the forces and moments acting on the plate. The
thickness ratio was defined as the ratio between the maximum thickness of the
parabola and the length of the plate th = dmax/L.

0 0.5 1 1.5 2
0

0.5

1

1.5

2

2.5

3

Fn

−
F̄
y
′ /
α

Exp.
th=0.030
th=0.020
th=0.010
th=0.005

0 0.5 1 1.5 2
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Fn

M̄
z
′

Exp.
th=0.005
th=0.010
th=0.020
th=0.030

Figure 6.12: Effect of thickness on the non-dimensional transverse force and yaw
moment, Exp.: experimental results by van den Brug et al. (1971), drift angle
α = 4.5◦,aspect ratio Λ = H/L = 0.5, th = dmax/L where dmax is the maximum
thickness of the plate and L is the plates length, Gird C from Table 6.1 is used,
further details as in Figure 6.9.

Figure 6.12 shows the effect of the thickness ratio on the transverse force and
yaw moment for a plate with aspect ratio 0.5 and drift angle 4.5 degrees. It can
be concluded that by increasing the thickness ratio, the transverse force and yaw
moment increase. In order to investigate a plate with zero thickness, the present
boundary integral formulation needs modifications. Otherwise, a singularity occurs
by approaching zero-thickness in the current formulation. From the two sets of
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experiments considered here, the plate A from van den Brug et al. (1971) has the
thickness ratio of 0.01 and the plate from Kashiwagi (1983) has a thickness ratio
of 0.007. Therefore, the thickness ratio of 0.01 was used in the rest of this study
in order to keep the compatibility with the experiments.

Importance of nonlinearities

The importance of nonlinearities was investigated by calculating the second order
forces and moments from the first order velocity potential using Eq. (2.56). As
discussed previously in Section 2.9, this is a part of the second order force and it
does not represent the complete value; which requires the solution of the second
order boundary value problem. However, it still can be of importance, in evaluating
the validity of the linearization, and the estimation of the nonlinear contribution.
Figures 6.13 to 6.15 show the values of the first and second order transverse force
and yaw moment for different thicknesses and aspect ratios of, 0.5, 0.2, and 0.1 at
the drift angles, 4.5 and 4 degrees.
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Figure 6.13: First and second order non-dimensional transverse force and yaw
moment for two different grids, Exp.: experimental results by van den Brug et al.
(1971), 2ord: second order force from first order velocity potential, drift angle
α = 4.5◦,aspect ratio Λ = H/L = 0.5, further details as in Figure 6.9.

Generally, the differences between the first and second order transverse forces
are negligible, and the differences are more pronounced for the yaw moment, and
increase for smaller aspect ratios. The second order yaw moment shows smaller
values than the first order yaw moment. This is closer to the experiments for
smaller aspect ratios, which is an indication of the importance of nonlinearities.
The complete second order force is needed in these cases to judge the accuracy
of the method. On the other hand, the linear results for aspect ratios of 0.2 and
0.5 are closer to the experiments, and the differences introduced by including the
second order effects are small. Therefore, the linear assumption suits better the
larger aspects ratios.
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Figure 6.14: First and second order non-dimensional transverse force and yaw
moment for two different grids, Exp.: experimental results by van den Brug et al.
(1971), 2ord: second order force from first order velocity potential, drift angle
α = 4.5◦,aspect ratio Λ = H/L = 0.2, further details as in Figure 6.9.
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Figure 6.15: First and second order non-dimensional transverse force and yaw mo-
ment for two different grids, Exp.: experimental results by Kashiwagi (1983), 2ord:
second order force from first order velocity potential, drift angle α = 4.0◦,aspect
ratio Λ = H/L = 0.1, further details as in Figure 6.9.

Viscous cross-flow (2D+t)

By looking at the results in Figures 6.13 to 6.15, it is clear that the values from the
present potential flow calculation are lower than the experiments, while they follow
the same trend. This difference is believed to be due to the cross-flow separation
effects from the bottom tip of the plate. As explained in section Section 6.3.1,
an attempt was made to consider these effects using a 2D+t viscous method with
zero Froude number free-surface boundary condition. As shown in Eqs. (6.12) and
(6.13), the cross-flow non-dimensional transverse force and yaw moment are only
a function of the plate’s drift angle and draft. Therefore, for a constant draft and
drift angle, the cross-flow force and moment are constant for all Froude numbers.
This results in a constant shift in the potential flow results shown in Figures 6.13
to 6.15.
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Table 6.2: Values for viscous cross-flow correction by the 2D+t method on trans-
verse force and yaw moment, F̄y′ = Fy′/(0.5ρU

2LH), M̄z′ = Mz′/(0.5)ρU
2L2H),

Force and moment are normalized by the drift angle in radians.

Aspect ratio (Λ = H/L) 0.5 0.2 0.1

−F̄y′CF /α 0.39 0.37 0.34

M̄z′CF /α 0.002 0.006 0.008

F̄y′CF /max(F̄y′Exp.) 0.16 0.29 0.51

M̄z′CF /max(M̄z′Exp.) 0.003 0.014 0.051

The values for the cross-flow transverse force and yaw moment, for different
aspect ratios, are presented in Table 6.2. In addition, Table 6.2 shows the ratios
between the cross-flow corrections and the maximum measured forces, which shows
that the importance of the viscous corrections are increasing by decreasing the
aspect ratio. It is noted that this ratio belongs to the peak force only, and is
changing by varying Frouce number. Figures 6.16 to 6.18 show the potential flow
results for the first order transverse force and yaw moment with thickness ratio
0.01, plus the cross-flow corrections. Since the viscous cross-flow moments were
very small, they are not shown in the yaw moment plots. The calculated viscous
cross-flow transverse force shifts the potential results towards the experimental
values. Due to the zero Froude number free-surface boundary condition, which
was used for calculating the cross-flow effects, a difference between the experimental
and computational results was expected at higher Froude numbers. However, this
deviation starts at relatively higher Froude numbers than anticipated (around 1.0).
This showed that the hypothesis of separating the viscous and potential flow effects
in the transverse direction was valid even up to high forward Froude numbers.

For the yaw moment, the results are close to the experiments, without the vis-
cous cross-flow corrections. The viscous cross-flow corrections to the yaw moment,
as presented in Table 6.2, were negligible, except for aspect ratio 0.1. The non-
dimensional yaw moment is much smaller in this case than for higher aspect ratios
and the cross-flow correction, although small, is no longer negligible. This could
be due to higher contributions of non-linear effects for smaller aspect ratios.

The present values for aspect-ratio 0.5 and the drift angle of 4.5 degrees are
compared to other numerical results in Figure 6.19. A similar shift in the results
were predicted by Landrini and Campana (1996). They solved the problem with
and without a bottom tip vortex sheet, using double-body linearization. The dif-
ference between the two sets of their results was close to a constant value as well.
The present results, without the cross-flow correction, are close to the Landrini and
Campana (1996) results without the tip-vortex sheet, while the cross-flow correc-
tion shifts the present values towards their results with the tip-vortex. There is a
small difference between the Froude number of the peak force in the present and
the results from Landrini and Campana (1996). This might be due to their low
Froude number free-surface boundary condition. They used the double body ve-
locity potential as the base for linearization, while the undisturbed inflow velocity



6.3. Plate with a drift angle 149

potential was used here, which is believed to be more consistent at higher Froude
numbers than the double-body potential.

Landrini and Campana (1996) have considered the vortex sheet and free sur-
face interactions, but still, at higher Froude numbers, their deviations from the
experimental results are larger than the present calculations; even though a sim-
pler approach was used in the present calculations. This can be also a result of their
free-surface boundary condition, which is not suitable for high Froude numbers.
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Figure 6.16: Comparison of non-dimensional transverse force and yaw moment,
Exp.: experimental results by van den Brug et al. (1971), C.F.: Viscous Cross
Flow (2D+t), drift angle α = 4.5◦,aspect ratio Λ = H/L = 0.5, further details as
in Figure 6.9.
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Figure 6.17: Comparison of non-dimensional transverse force and yaw moment,
Exp.: experimental results by van den Brug et al. (1971), C.F.: Viscous Cross
Flow (2D+t), drift angle α = 4.5◦,aspect ratio Λ = H/L = 0.2, further details as
in Figure 6.9.

Maniar et al. (1990) and Xü (1991) solved this problem using a thin-body
assumption and distribution of Kelvin wave singularities. The present results,
without the cross-flow correction, are very close to their values for the yaw moment.
On the other hand, for the transverse force, the two curves are close to each other
away from the region of the maximum force, while the position of the peak is
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Figure 6.18: Comparison of non-dimensional transverse force and yaw moment,
Exp.: experimental results by Kashiwagi (1983), C.F.: Viscous Cross Flow
(2D+t), 2ord: second order force from first order velocity potential, drift angle
α = 4.0◦,aspect ratio Λ = H/L = 0.1,, further details as in Figure 6.9.
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Figure 6.19: Comparison of non-dimensional transverse force and yaw moment,
Exp.: Experimental results by van den Brug et al. (1971), C.F.: Viscous Cross Flow
(2D+t), T.V.: Tip Vortex sheet, drift angle α = 4.5◦,aspect ratio Λ = H/L = 0.5,
further details as in Figure 6.9.

predicted similarly in both calculations. The results from Zhu and Faltinsen (2007),
in which a similar method has been used for calculating the transverse force, are
also presented for comparison.

Figure 6.20 shows similar comparisons for aspect-ratio 0.2 and drift-angle 4.5
degrees. Figure 6.21 also shows comparisons with the experimental results from
Kashiwagi (1983) for a plate with aspect-ratio 0.1 . The importance of nonlinear-
ities are more pronounced in the yaw moment; while the side force including the
cross-flow correction follows the experimental results much better than the yaw mo-
ment. The results from the calculations by Landrini and Campana (1996) using the
double-body linearization and a tip vortex sheet are closer to the measurements,
which can be due to their linearization method. It also may indicate that the free-
surface and tip-vortex interaction plays an important role for the transverse force,
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Figure 6.20: Comparison of non-dimensional transverse force and yaw moment,
Exp.: Experimental results by van den Brug et al. (1971), C.F.: Viscous Cross Flow
(2D+t), T.V.: Tip Vortex sheet, drift angle α = 4.5◦,aspect ratio Λ = H/L = 0.2,
further details as in Figure 6.9.
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Figure 6.21: Comparison of non-dimensional transverse force and yaw moment,
Exp.: Experimental results by Kashiwagi (1983), C.F.: Viscous Cross Flow (2D+t),
T.V.: Tip Vortex sheet, 2ord: second order force from first order velocity potential,
drift angle α = 4.0◦,aspect ratio Λ = H/L = 0.1, further details as in Figure 6.9.

while it does not have much effect on the yaw moment.

Larger drift angles

Although the linear assumption in the present formulation requires the drift angle
to be small, a set of higher drift angles were also studied. The results are presented
in Figures 6.22 to 6.24 for the aspect ratios of 0.5 and 0.2, with a drift angle of
9 degrees from van den Brug et al. (1971) experiments, and an aspect-ratio of 0.1
and a drift-angle of 8 degrees from Kashiwagi (1983) experiments.

AS shown in Figure 6.22, for the transverse force on the plate with Λ = 0.5, the
deviation from the experimental results was larger and started from lower Froude
numbers, but the influence of the second order forces was still negligible. However,
for the aspect ratio of 0.2, Figure 6.23, the effect of the second order forces started
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to be important, especially around the maximum side force. However, it was still
negligible for the Froude numbers approximately lower than 0.5 and higher than 1.5.
On the other hand, the deviation from the experimental results after the viscous
cross-flow correction was much higher than for the aspect-ratio of 0.5. While, the
corrected results for the aspect-ratio of 0.5 were closer to Landrini and Campana
(1996) results with the tip-vortex, for aspect-ratio 0.2, it showed a clear difference,
which did not exist at 4.5 degrees drift angle. This can be an indication that the
vortex generated from the bottom-tip separation is stronger at higher drift angles,
and at smaller drafts its interactions with the free surface matters.

Similar behavior is expected for Λ = 0.1 from Kashiwagi (1983)’s experiments.
However, since these experiments were realized for relatively lower Froude numbers,
our method still predicted the transverse force with reasonable accuracy.
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Figure 6.22: Comparison of non-dimensional transverse force and yaw moment,
Exp.: Experimental results by van den Brug et al. (1971), C.F.: Viscous Cross Flow
(2D+t), T.V.: Tip Vortex sheet, drift angle α = 9.0◦,aspect ratio Λ = H/L = 0.5,
further details as in Figure 6.9.
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Figure 6.23: Comparison of non-dimensional transverse force and yaw moment,
Exp.: Experimental results by van den Brug et al. (1971), C.F.: Viscous Cross Flow
(2D+t), T.V.: Tip Vortex sheet, drift angle α = 9.0◦,aspect ratio Λ = H/L = 0.2,
further details as in Figure 6.9.



6.3. Plate with a drift angle 153

0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Fn

−
F̄
y
′ /
α

Exp.
Kashiwagi (1983) (Theory.)
Landrini & Campana (1996) (With T.V.)
Present Method (linear+2ord)
Present Method (linear)
Present Method (linear + C.F.)

0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6
0.1

0.15

0.2

0.25

0.3

0.35

Fn

M̄
z
′ /
α

Exp.
Kashiwagi (1983) (Theory.)
Landrini & Campana (1996) (With T.V.)
Present Method (linear+2ord)
Present Method (linear)

Figure 6.24: Comparison of non-dimensional transverse force and yaw moment,
Exp.: Experimental results by Kashiwagi (1983), T.V.: Tip Vortex sheet, C.F.:
Viscous Cross Flow (2D+t), 2ord: second order force from first order velocity
potential, drift angle α = 8.0◦,aspect ratio Λ = H/L = 0.1, further details as in
Figure 6.9.

Looking at the yaw moment, we can see that these effects are not important for
the aspect-ratios of 0.5 and 0.2, and the current method can predict the yaw mo-
ment with a reasonable accuracy, without any cross-flow correction. It is noted that
the second-order yaw moment, for the case with aspect-ratio of 0.2, has clearly a
larger influence at this drift angle, than in a similar case with 4.5 degrees. However,
the results show larger deviations from the experimental results for the aspect-ratio
0.1.

Tapered Plate

A case of a tapered plate was also studied. The results were compared with the
experimental values reported by van den Brug et al. (1971) for plate E, with taper
angle of 4 degrees. The experiments were realized for a drift angle of 9 degrees
only. The results for the two aspect ratios, 0.5 and 0.2, are shown in Figures 6.25
and 6.26.

The transverse side force, with viscous cross-flow correction, follows the exper-
iments with reasonable accuracy for an aspect ratio of 0.5, while similar deviation
from the experiments, as for a non-tapered plate, is identified. The yaw moment
also agrees with the experiments. Due to the change in the draft along the plate,
the cross-flow correction to the yaw moment is no longer negligible, however, it is
small in this case.

The deviation of the cross-flow corrected side force, for the aspect-ratio 0.2,
from the experimental results is much larger. As explained before, this can be due
to the interaction between the bottom-tip vortex and the free surface, which in this
case is increased by the smaller draft at the leading edge. The yaw moment on the
tapered plate is over predicted by the potential-flow theory for this combination
of aspect ratio and drift angle. Moreover, the stabilizing effect of the cross-flow
yaw moment is interesting. It seems in order to get a better prediction of forces,
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Figure 6.25: Comparison of non-dimensional transverse force and yaw moment,
Exp.: Experimental results by van den Brug et al. (1971), C.F.: Viscous Cross
Flow (2D+t), drift angle α = 9.0◦,aspect ratio Λ = H/L = 0.5, taper angle γ = 4◦,
further details as in Figure 6.9.
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Figure 6.26: Comparison of non-dimensional transverse force and yaw moment,
Exp.: Experimental results by van den Brug et al. (1971), C.F.: Viscous Cross
Flow (2D+t), drift angle α = 9.0◦,aspect ratio Λ = H/L = 0.2, taper angle γ = 4◦,
further details as in Figure 6.9.

the interactions between waves and the cross-flow tip vortex must be taken into
account.

6.4 Plate in oscillatory sway and yaw motions

The problem of a finite aspect ratio, surface-piercing plate, advancing with constant
forward speed, presented in the previous section, is developed further by solving the
harmonic oscillations in sway and yaw in the time-domain. The goal is to calculate
the added-mass and damping coefficients for these modes of motion, which would
be essential in linear dynamic stability analysis in the horizontal plane.

The experimental data by van den Brug et al. (1971) is used for validation
of the model. Then, the model is used to investigate the influence of the plate’s
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draft and taper angle on the hydrodynamic coefficients. The calculated values are
further used in Chapter 8 to investigate the dynamic stability of a vessel.

6.4.1 Formulation

A similar coordinate system to what has been presented in Figure 6.4 for an ad-
vancing plate with a drift angle was used in the present case. The difference is that
in the present case, the drift angle is zero and the plate is in-line with the incoming
flow. The oscillatory motion of the plate was taken into account using perturbation
and linearization of the body boundary condition. Therefore, unlike the previous
case in Section 6.3, the body boundary condition was linearized around the mean
position of the body. Consequently, Ox′y′z′ coordinate system is always coincides
with the Oxyz coordinate system and, therefore, was omitted.

The problem was solved in the time-domain. Similar to the heaving Wigley
hull in Section 5.6, the solution of this problem consists of two stages, also. The
initial stage, in which the plate starts from the rest and gain speed smoothly until
it reaches the steady forward velocity (using a cosine ramp function in Eq. (5.2));
and the oscillatory stage, in which the steadily translating plate starts to oscillate
with a smoothly increasing amplitude until it reaches the desired value. The main
difference between the present case and the heaving Wigley hull is the presence
of a trailing edge flow separation. Due to the sway and yaw oscillations, the flow
separates from the tail of the plate and propagates into the fluid in the form
of vortices. This is similar to what happens in the steady forward motion of a
plate with a drift angle as discussed in the previous section. However, due to the
oscillations, the strength of the generated vortices and their signs are not constant
and change with time.

The propagation of vortices was linearized as explained in Section 2.10.1 and
similarly used in Section 6.3. Then, vorticity conservation in the fluid was satisfied
by propagating the vortices generated at the trailing edge down-stream, with the
ambient flow, on a flat vortex sheet extended in x-direction. The one-dimensional
convection equation of vortices takes the form of a linearized parabolic equation;
as shown before in Eq. 2.66 and repeated here in Eq. 6.16.

∂Γ(x, t)

∂t
+ U

∂Γ(x, t)

∂x
= 0 on SV (6.16)

Here Γ = φ+ − φ− is the strength of the vortices generated at the trailing edge,
which propagates down-stream on the linearized vortex sheet SV . The boundary
integral formulation in Eq. (2.81) takes the following form in Eq. (6.17) for the
present problem at each time-instance.∫

SB

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS +

∫
SF

∂φ(ξ)

∂n(ξ)
G(x, ξ) dS − C(x)φ(x) =

∫
SB

∂φ(ξ)

∂n(ξ)
G(x, ξ) dS −

∫
SF

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫
SV +

Γ(ξ)
∂G(x, ξ)

∂n+(ξ)
dS

(6.17)
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The known values at each time-instance were moved to the right-hand-side, while
the unknown parts were collected on the left-hand-side. The linearized body bound-
ary conditions for forced sway and yaw motions are obtained from Eq. (2.36) by
assuming ηj = η̄j cos(ωt) as shown in Eq. (6.18) below.

∂φ

∂n
(x) = −U i · n− ωη̄2n2sin(ωt) (sway motion)

∂φ

∂n
(x) = −U i · n− ωη̄6n6sin(ωt) (yaw motion)

(6.18)

Therefore, ∂φ
∂n on the body surface is known at all times from the prescribed motion

of the body. On the other hand, φ on the free surface and Γ on the vortex sheet
are known at start from the initial condition, and must be calculated using a time-
marching method for the future time-instances. If the problem is started from rest,
like the first stage of the calculation, these values can be assigned to zero. At each
time-instance, ∂φ

∂n on the free surface and φ on the body surface are obtained by
solving the boundary integral equation. Then, the value for Γ at the trailing edge of
the body is obtained from the distribution of φ on the body at each time-instance.

6.4.2 Discretization

To solve the boundary integral equation, the surfaces were discretized into rectangu-
lar elements with linear distribution of unknowns. The grid points were distributed
with higher density at the areas of higher variations in order to increase the solu-
tion accuracy, using the methods described in Section 3.9 and used in Section 6.3.
One of these important areas for this problem is around the trailing edge on the
body and on the vortex sheet. The grid B from the previous section, described
in Table 6.1, was used in the present calculations. The choice of the grid size was
made based on a trade-off between the accuracy and the computational cost.

A 4th order Runge-Kutta method was used for time-stepping the solution in
the present calculations. In this method, by means of the kinematic and dynamic
boundary conditions as explained in Section 3.6.3, the velocity potential on the
free surface for the next time-instance is obtained from ∂φ

∂n of the current time-
instance. The same time-marching method was adopted for solving the propagation
of vortices on the vortex sheet. The plate thickness was taken into account explicitly
and without any assumption on slenderness of the body. The shape of the plate
was assumed to be a parabola, similar to the previous problem in Section 6.3.

The size of the free-surface domain and the method for generating grid are
similar to what was used in Section 6.3. Close to the truncation boundaries of
the free surface, a damping zone was adopted to absorb the waves generated by
the oscillating plate (see Section 3.7.2). A second order up-stream finite difference
scheme was used to calculate the derivatives on the free surface, using the same
mapping technique used before in Section 6.3. The radiation boundary condition
was satisfied by using this up-stream differentiation method in addition to the
damping zone (see Section 3.7.1 and Chapter 4 for more details).

Truncating the vortex sheet inside the fluid domain has diverse effects on the
solution close to the domain’s down-stream boundary. These effects were partly
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detectable by looking at the free-surface elevation around this area. The errors
due to the vortex sheet truncation were minimized by extending the sheet further
down-stream. The final size of the domain was chosen by numerical studies of the
influence of the boundaries’ positions on the hydrodynamic forces on the plate. The
boundaries’ distances presented in Figure 6.8, which were used for the stead-state
case, tuned out to be sufficient for the present problem as well.

The convection of vortices is governed by a one-dimensional linearized parabolic
equation (Eq. (6.16)). Therefore, choosing a correct direction for differentiation is
essential. The correct direction must correspond to the propagation direction of the
physical information in the fluid, which, by virtue of linearization, is the ambient
flow direction. The second-order upstream finite difference scheme was used to
calculate the derivatives on the vortex sheet and enforce the correct direction of
propagation at the same time.

The time-step was chosen based on the number of steps per oscillation period.
Usually 40 steps per-period gave satisfactory results. However, in order to avoid in-
stabilities on the vortex sheet, the Courant-Friedrichs-Lewy (CFL) condition must
be considered in choosing the time-step as well. In the simplest form, the grid ve-
locity, defined by Δx/Δt, must not be higher than the physical velocity of traveling
vortices as shown in Eq. (6.19) below.

Δt <
Δx

U
(6.19)

This imposes a limit on the time scale, based on the minimum size of the elements in
the x-direction on the vortex sheet. The elements were chosen to be smaller closer
to the trailing edge. This owes to the interpolation of values at the trailing edge, to
form a closed solution as explained in Section 6.3.1. Due to this interpolation, the
accuracy of the solution reduces rapidly by increasing the size of the elements at
the trailing edge. The combination of smaller elements at the trailing edge and the
limit on the time-step due to stability criteria, increases the computational cost.

The forces on the plate were calculated using the direct pressure integration
method explained in Section 2.9. The added mass and damping coefficients of the
plate were calculated by eliminating the mean forces and taking a Fourier transform
of the oscillatory part.

6.4.3 Results

As a first step, the time-domain solution of a translating plate with a fixed drift
angle was compared to the results from the steady-state formulation in Section 6.3.
A plate, with a given drift angle, was started from rest and the speed increased
smoothly until it reached the target Froude number. As the forward speed in-
creased, the generated vortices at the trailing edge got stronger and propagated
down the vortex sheet. After the transient period, the vortex strength on the
vortex sheet became constant and the solution reached the steady-state condition.
The transient time was approximately three times the duration of the cosine ramp
function (see Eq. (5.2)).
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The transverse force and yaw moment acting on the plate after reaching the
steady-state condition were compared to the results in Section 6.3 from the steady-
solver. The values were almost identical, which indicated that the solver is ready
to put to test for the oscillatory motions.

Comparisons with experiments

Plate D, from the experimental data by van den Brug et al. (1971), was chosen
for comparison. The aspect ratio of the plate is Λ = 0.2. Moreover, the numerical
calculations by Chapman (1975) using strip theory and 2D+t method with slender
body assumption are presented for comparison. Attention must be paid on the
differences between the coordinate systems and the definition of the hydrodynamic
forces for comparing the results. Here, the results are presented in the form of non-
dimensional added mass and damping coefficients, which previously introduced in
Section 2.9.

Figures 6.27 to 6.30 show the non-dimensional added mass and damping coeffi-
cients for a series of non-dimensional frequencies at four different Froude number,
from Fn = 0.32 to Fn = 0.96. It is apparent that the hydrodynamic coefficients
are both frequency and Froude number dependent. However, as van den Brug
et al. (1971) reported, the frequency dependency of the coefficients decreases by
increasing the Froude number. For instance, for Fn = 0.96 in Figure 6.30 the hy-
drodynamic coefficients are almost constant for all oscillation frequencies. On the
other hand, for Fn = 0.32, high dependency on the oscillation frequency is evident
from Figure 6.27.

As pointed out by Chapman (1975), the strip theory method is not suitable
for predicting the hydrodynamic coefficients in high forward speed. Neglecting the
lifting effects due to flow separation from the trailing edge is believed to be the
main reason. The results from the 2D+t method from Chapman (1975) follows
the experiments much closer than the strip theory results. The present calcula-
tions agree reasonably well with the experimental and 2D+t results. However, the
slenderness assumption is not essential to the present method of calculation, which
uses 3D Rankine panels and a vortex sheet. Therefore, the solver can be used
for calculating the hydrodynamic coefficients of non-slender bodies in the same
manner.

The inaccuracy in the hydrodynamic force measurements for the oscillatory
motions, reported by van den Brug et al. (1971), must be mentioned. The plate’s
deformations due to the hydrodynamic forces are in some cases contributed to the
measured reaction forces. These effects are smaller for the plates which have more
solid structures. Therefore, only the comparisons with the thickest plate (D) is
presented here.
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Figure 6.27: Comparison of the non-dimensional added-mass and damping in sway
and yaw for a surface-piercing plate with forward speed, Fn = 0.32, Exp.: Experi-
mental data, aspect ratio Λ = H/L = 0.2.



160 Tail-separated Flows

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

A
22

/(
1/

2
ρ 

L2  H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

A
62

/(
1/

2
ρ 

L3  H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Num. Strip Theory (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−1

0

1

2

3

4

5

6

7

8

9

ω (L/g)0.5

B
22

/(
1/

2
ρ 

U
 L

 H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Num. Strip Theory (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

ω (L/g)0.5

B
62

/(
1/

2
ρ 

U
 L

2  H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Num. Strip Theory (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

A
26

/(
1/

2
ρ 

L3  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

A
66

/(
1/

2
ρ 

L4  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−1.5

−1

−0.5

0

0.5

1

1.5

ω (L/g)0.5

B
26

/(
1/

2
ρ 

U
 L

2  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

ω (L/g)0.5

B
66

/(
1/

2
ρ 

U
 L

3  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

Figure 6.28: Comparison of the non-dimensional added-mass and damping in sway
and yaw for a surface-piercing plate with forward speed, Fn = 0.48, Exp.: Experi-
mental data, aspect ratio Λ = H/L = 0.2.
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For the Froude numbers Fn = 0.32 and Fn = 0.96 in Figures 6.27 and 6.30,
the steady-limit values, corresponding to the zero oscillation frequency, are also
presented. By reducing the oscillation frequency to zero, the oscillatory problem
approaches the steady-state problem of forward translation of a plate with a con-
stant drift angle. These values are shown by crosses in B22 and B62 plots, which
correspond to the steady transverse force and yaw moment, respectively. The differ-
ences between the calculations and the experimental data at the limit are equivalent
to the linearized contribution of the flow separation from plate’s tip as discussed in
Section 6.3.3. The differences here are consistent with the values calculated for the
contribution of the bottom-tip flow separation in the previous section. This differ-
ence is larger for Fn = 0.32 than Fn = 0.90. This agrees with the predictions in
Figure 6.17, which shows a smaller difference between the potential-flow forces and
the experimental values for higher Froude number. The 2D+t cross-flow method,
neglecting the free-surface effects, were used for calculating the cross-flow forces
in the previous section. As discussed in Section 6.3.3, the interaction between the
bottom-tip vortex and the free-surface waves at high Froude numbers maybe the
reason for this change.

The effects of the flow separation from the bottom-tip due to oscillatory motions
were neglected. At higher Froude numbers the hydrodynamic coefficients are speed-
independent. It means that the importance of flow separation, which is generally
frequency dependent, reduces by forward speed. As a consequence, the bottom-tip
flow separation, which proved to be important for a plate with a fixed drift angle,
seems to rapidly lose its importance by increasing the forward speed. The bottom-
tip flow separation can be included in the calculations by introducing a horizontal
vortex sheet, or by using a 2D+t viscous solver to solve the viscous flow across
a swaying plate’s section by neglecting the free surface. Both of these methods
require the problem to be solved for a series of initial conditions, at each oscillation
frequency and Froude number. Moreover, the obtained forces must be linearized
in order to be presented in terms of the added mass and damping coefficients.
Continuation of this study is left for future works.



162 Tail-separated Flows

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

A
22

/(
1/

2
ρ 

L2  H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

A
62

/(
1/

2
ρ 

L3  H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Num. Strip Theory (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−1

0

1

2

3

4

5

6

7

8

9

ω (L/g)0.5

B
22

/(
1/

2
ρ 

U
 L

 H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Num. Strip Theory (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

ω (L/g)0.5

B
62

/(
1/

2
ρ 

U
 L

2  H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Num. Strip Theory (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

A
26

/(
1/

2
ρ 

L3  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

A
66

/(
1/

2
ρ 

L4  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−1.5

−1

−0.5

0

0.5

1

1.5

ω (L/g)0.5

B
26

/(
1/

2
ρ 

U
 L

2  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

ω (L/g)0.5

B
66

/(
1/

2
ρ 

U
 L

3  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

Figure 6.29: Comparison of the non-dimensional added-mass and damping in sway
and yaw for a surface-piercing plate with forward speed, Fn = 0.64, Exp.: Experi-
mental data, aspect ratio Λ = H/L = 0.2.



6.4. Plate in oscillatory sway and yaw motions 163

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

A
22

/(
1/

2
ρ 

L2  H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

A
62

/(
1/

2
ρ 

L3  H
)

Exp. (Brug 1971)
Num. 2D+t (Chapman 1975)
Num. Strip Theory (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−1

0

1

2

3

4

5

6

7

8

9

ω (L/g)0.5

B
22

/(
1/

2
ρ 

U
 L

 H
)

Exp. (Brug 1971)
Steady Limit, (Exp. Brug 1971)
Num. 2D+t (Chapman 1975)
Num. Strip Theory (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

ω (L/g)0.5

B
62

/(
1/

2
ρ 

U
 L

2  H
)

Exp. (Brug 1971)
Steady Limit, (Exp. Brug 1971)
Num. 2D+t (Chapman 1975)
Num. Strip Theory (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

A
26

/(
1/

2
ρ 

L3  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

A
66

/(
1/

2
ρ 

L4  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−1.5

−1

−0.5

0

0.5

1

1.5

ω (L/g)0.5

B
26

/(
1/

2
ρ 

U
 L

2  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

0 0.5 1 1.5 2 2.5 3 3.5 4
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

ω (L/g)0.5

B
66

/(
1/

2
ρ 

U
 L

3  H
)

Exp. (Brug 1971)
Num. (Chapman 1975)
Present Method

Figure 6.30: Comparison of the non-dimensional added-mass and damping in sway
and yaw for a surface-piercing plate with forward speed, Fn = 0.96, Exp.: Experi-
mental data, aspect ratio Λ = H/L = 0.2.



164 Tail-separated Flows

Notes on the importance of a vortex sheet

Figure 6.31 shows the added mass and damping coefficients in the sway motion of
a plate. The experimental data from van den Brug et al. (1971) and the numerical
calculations using a 2D+t method are presented. The calculations from the present
method, with and without a vortex sheet, are also included. The influence of the
vortex sheet on the hydrodynamic coefficients is clearly demonstrated.

In 2D+t method the problem is only solved up to the trailing edge. Conse-
quently, the flow separation from the plate’s trailing edge, and the traveling vortices
in the fluid, are not explicitly included in the 2D+t method. However, neglecting
the vortices in the present 3D method leads to unacceptable results. Since in the
present method the problem in solved in the 3D domain the flow separation must
be considered explicitly by introducing a vortex sheet. Otherwise, the 3D method
will enforce the velocity potential to have one value at the trailing edge. However,
the jump in the velocity potential at the trailing edge is the key to the necessary
flow separation, which plays an important role. Removing this discontinuity results
in an incomplete and inconsistence formulation, which changes the overall picture
of the flow.
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Figure 6.31: Importance of vortex sheet in calculating the added-mass and damping
coefficients in sway of a surface-piercing plate with forward speed, Fn = 0.64, Exp.:
Experimental data, aspect ratio Λ = 0.2.

In the 2D+t method, the discontinuity is implicitly allowed by solving the
problem for separated transverse sections along the body. In other words, it is
implicitly assumed that the discontinuity at the trailing edge travels down-stream to
infinity. Since the 2D+t solution does not reach the meeting point of the flow from
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the two sides, handling the discontinuity never becomes an issue. The importance
of these discontinuities (vortices) after they leave the body is assumed to be small
in the 2D+t method. This is true especially for higher Froude numbers. By looking
at the comparisons presented in Section 6.4.3, it is possible to confirm the validity
of this assumption.

Influence of draft and taper angle

The influence of draft and taper angle on the hydrodynamic coefficients in sway
and yaw are briefly presented here. Figure 6.32 shows the results for three aspect
ratios at Fn = 0.45. The aspect ratio of 0.2 is also presented with taper angle
of 4 degrees. Changing the draft has stronger effects on sway coefficients than
yaw. Similarly, changing the taper angle influences the coefficients on sway more
than yaw. Figure 6.32 shows the results for Fn = 0.68. As the dependency of the
values to the frequency decreases, the changes due to draft and taper angle also
appear as constant shifts in the curves. The influence of the draft and taper angle
on the hydrodynamic model of the plate is important, for instance, in dynamic
stability predictions. Increasing the taper angle is known to improve the steady-
state stability of an advancing plate by decreasing the destabilizing yaw moment
(e.g. van den Brug et al. (1971)). However, further investigations are required to
clarify the influence of these parameters on the dynamic stability of a plate.
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Figure 6.32: Influence of draft and taper angle on the added-mass and damping in
sway and yaw of a surface-piercing plate with forward speed, Fn = 0.45, Λ = H/L:
aspect ratio, γ.: taper angle.
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Figure 6.33: Influence of draft and taper angle on the added-mass and damping in
sway and yaw of a surface-piercing plate with forward speed, Fn = 0.68, Λ = H/L:
aspect ratio, γ.: taper angle.



168 Tail-separated Flows

6.5 Conclusions

A set of problems with flow separation were studied in this chapter. Dipole sin-
gularities were introduced on a wake sheet behind the trailing edge of the body,
together with a Kutta condition at the trailing edge, to capture the flow separa-
tion. The Kutta condition was satisfied by enforcing the continuity on the velocity
potential jump at the separation line. The shape of the sheet was linearized to a
vertical flat surface. Both steady and unsteady problems were considered. In the
unsteady case, the time varying dipole strength was propagated with the ambient
flow along the x-axis.

For the steady case, it was shown that the cross-flow separation from the plate’s
tip contributes to the transverse force and yaw moment. A viscous 2D+t method,
using a rigid free-surface boundary condition was used to account for this effect in
the present work. It was shown that the non-dimensional forces acting on a plate
due to the bottom-tip flow separation with a rigid free-surface boundary condition
depend on the drift angle and not the Froude number. Therefore, it imposes only a
constant shift on the curve of the non-dimensional transverse force against Froude
number. This shift seems to fill the gap between the potential flow results and
the experiments correctly, especially for Froude numbers approximately lower than
1.0. Deviation from the experimental values appeared by increasing the Froude
number. Neglecting the interactions between the cross-flow tip-vortex and the free
surface by imposing the rigid free-surface boundary condition is believed to be the
reason. The influence of the tip separation on the yaw moment was shown to be
negligible.

The potential-flow results for the hydrodynamic coefficients in sway and yaw
were compared with experimental and 2D+t results. It was shown that for unsteady
cases the cross-flow separation loses its importance by increasing the forward speed
and oscillation frequency. The influence of draft and taper angle, as well as the
vortex sheet on the hydrodynamic coefficients were presented and discussed. It has
been shown that the results from the present numerical model agrees reasonably
well with the experimental and numerical results using thin and slender body as-
sumptions, while it can be used for non-slender bodies as well. This model can
be further used to construct hydrodynamic models for investigation of dynamic
stability.



Chapter 7

Hydrodynamics of
Semi-displacement Vessels

7.1 Introduction

Hydrodynamics of semi-displacement monohull vessels are addressed in this chap-
ter. This type of vessel is known for having an instability issue in calm water, known
as calm water broaching. This type of instability was described in Chapter 1 and
will be studied further in Chapter 8. To study this instability, a hydrodynamic
model of a semi-displacement vessel is needed. A plate’s hydrodynamic model was
presented in Chapter 6 as a simplified alternative for a semi-displacement vessel’s
hydrodynamic model. This chapter is an attempt to understand, and model, the
complicated hydrodynamics of semi-displacement vessels using a simple potential-
flow formulation.

For semi-displacement vessels, the buoyancy and lift force are equally important
for carrying the weight at operational speed. Flow separation from the transom
stern complicates the flow around semi-displacement vessels. For a high enough
transom stern Froude number, the separation combines with ventilation and forms
a dry transom stern. Since the Froude number of interest in the present study
is high, the dry transom stern condition is always assumed in the calculations.
The applications of the hollow-body method, described in Section 2.10.2, is further
demonstrated and developed in the following sections.

First the steady forward motion of semi-displacement monohull vessels are stud-
ied. The free surface elevation on the water line and the distribution of hydrody-
namic vertical forces are compared with experiments. Two groups of experimental
data for two different vessels are used for comparison. The hollow body method
is used to model the dry transom stern effects and the hollow in the free surface.
Then, the steady motion of a semi-displacement vessel with a fixed drift angle is
considered. The hollow body model was developed with asymmetric shape in order
to take the effects of drift angle into account. The importance of the cross-flow
separation on the transverse force and yaw moment is discussed. Simple viscous
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corrections to the longitudinal force and a 2D+t cross flow model for the transverse
force and yaw moment are adopted.

The harmonic forced heave oscillation of a semi-displacement vessel is also con-
sidered. The boundary condition on the hollow body is further developed to take
into account the oscillatory motion. The problem is solved in the time-domain.
The distribution of the added mass and damping in heave along the vessel are
validated against experimental and numerical data.

7.2 Steady forward speed

A semi-displacement vessel advancing with constant forward speed was consid-
ered. As previous examples the linearized Neumann-Kelvin free-surface boundary
condition and the body boundary condition were adopted. As mentioned in Sec-
tion 2.10.2, the flow separation from the transom stern of semi-displacement vessels
must be considered in the calculation. Since it is not possible to include these effects
directly in the potential flow solution, an indirect ”hollow body” method for the dry
transom stern condition was adopted in the present study. In this method, the hol-
low in the free surface behind the transom stern is captured using a semi-analytical
formulation. The dynamic free-surface boundary condition was satisfied by mini-
mizing the pressure on the surface, using iterations on the hollow shape. Both first
and second order pressures were taken into account from Eqs. (2.29) and (2.30)
(Note that the second-order pressure does not have the complete second-order ef-
fects, please see Section 2.4.3 for more details). Then, the kinematic boundary
condition was satisfied by enforcing no flow trough the surface. In this way, the
non-linearity in the free surface was captured directly by the hollow surface, whilst
on the other parts of the free surface, the linearized condition was applied. The
boundary conditions on the hollow surface are presented in Eq. (7.1) below.

∂φ

∂n
= −U�i · n on hollow surface

p  0 on hollow surface
(7.1)

By substituting the steady form of the boundary conditions from Eqs. (2.36) and
(2.33) for body and free surface, and Eq. (7.1) for the hollow body, the boundary
integral formulation in Eq. (2.81) takes the following form for the present problem.

C(x)φ(x) =
∫

SB+SH

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS +

∫
SB+SH

G(x, ξ)
(
U�i · n(ξ)

)
dS

+

∫
SF

φ(ξ)
∂G(x, ξ)

∂n(ξ)
dS −

∫
SF

G(x, ξ)

(
U2

g

∂2φ(ξ)

∂ξ2

)
dS

(7.2)

Here SH represents the surface of the hollow body. Since the boundary condition
on the hollow body is identical to the one on the body surface, the integration on
the hollow surface was combined with the body surface. Using the hollow body
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model, the Kutta condition at the transom stern was satisfied indirectly. Therefore,
there was no longer a need for a vortex sheet.

Next, the surfaces in Eq. (7.2) were discretized, and collocation method was
used, in order to form a linear equation system. Four points linear elements, with
source and dipole distribution, were adopted for discretization. Numerical grid
generation methods, presented in Section 3.9, were used for distribution of points
and creating elements. The density of the grid points were controlled using hybrid
point distribution method to allow a higher point resolution around areas with an
extreme variation (see similar cases in the previous chapters). The details of the
body surface and its discretization are discussed in the following sections.

Similar to the Wigley hull at forward speed in Section 5.5, a second order up-
stream finite difference scheme was used to calculate the derivatives on the free
surface. The radiation condition was enforced in this way on the waves generated
by the vessel. The pressure on the hollow surface and body surface were calculated,
using a second order central difference method and the shape functions. A linear
equation system was created by combining the boundary integral equation and the
boundary conditions; and later solved using a LQ-solver. This method of solution,
as was presented before, was referred to as the steady-state solver. Several quan-
tities of the obtained results are compared to experimental values in the following
sections.

7.2.1 Free surface elevation

A semi-displacement vessel used in the experiments by Lugni et al. (2004) was
chosen for comparison. The vessel properties and a schematic view of the body
plan can be found in Table 7.1 and Figure 7.1.

Figure 7.1: The body plan of the semi-displacement vessel used in Lugni et al.
(2004).

The hollow body was constructed for this model using the procedure described
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in Section 2.10.2. Figure 7.2 shows a view of the generated grids, for the body
and half of the hollow surface. The central separation line was calculated from
Eq. (2.67). (XT , YT , ZT ) is the transom stern coordinate system. The closing point
was defined as the intersection of the separation line and the mean free surface.
The water-line was assumed to be a second order polynomial which connects the
closing point and the transom stern. The slope of the water line at the stern was
chosen equal to the slope of the body surface in the xy-plane.

Table 7.1: Parameters for the semi-displacement vessel used in Lugni et al. (2004).

Parameter Value for vessel

L (m) 25.0

Beam, B (m) 1.75

Draft D (m) 2.0

Displaced volume (m3) 40.48

LCG (positive towards aft) (m) 1.7

It was important to avoid singular mappings in the discretization of the hollow
surface (see Section 3.2.4). Having smooth and well shaped elements on the hol-
low surface facilitated the calculation of pressure and the iteration procedure. On
the other hand, having squeezed or narrow elements decreased the accuracy in the
calculation of pressure and consequently made the convergence procedure trouble-
some and in the worst case led to divergent. Therefore, proper use of numerical
grid generation methods was important.

Figure 7.2: A sample of the grid for semi-displacement vessel from Lugni et al.
(2004) (Right) and half of it’s hollow-body (Left). The hollow body is shown as a
dark blue extension to the body in the right figure.

The trim and sinkage of a semi-displacement vessel at high Froude numbers
must be considered in the calculations. Here, the experimental values were con-
sidered in the numerical simulation by shifting and rotating the body. Only the
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resulted under water part of the body surface then discretized. An iterative pro-
cedure was required to calculate the induced sinkage and trim, which was left for
future work.

A semi-displacement monohull, on a straight course, with constant speed, was
tested at INSEAN towing tank by (Lugni et al., 2004). The free-surface elevation
was calculated, for two Froude numbers, by the present method and were compared
with the experimental and numerical values in Figure 7.3. The overall agreement of
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Figure 7.3: Free surface elevation around a semi-displacement. Left: Fn = 0.5,
Right: Fn = 0.7, Bars: Experimental uncertainty, Ls: ship length.

the results was satisfactory. The experimental values for the free-surface elevation
were obtained using sensors with 3 cm distance from the 4-meters long model hull.
The bars in the plots represents the experimental uncertainty. As mentioned by
(Lugni et al., 2004), the large error bars for the surface elevation are believed to
be due to ventilation at the pressure sensors. The calculated free-surface elevation
at the body is also presented for Froude number 0.7. We note a clear difference
between the free-surface elevation at the hull and at the pressure sensors, which
reflects the sharp change in the free-surface elevation in the transverse direction.

7.2.2 Sectional vertical force

Keuning (1988) conducted a series of experiments using a semi-displacement model
with parameters presented in Table 7.2. Figure 7.4 shows the model’s body plan.
The model was divided into seven equally spaced segments and the vertical force
was measured on each segment in order to capture the distribution of the force
along the vessel.

Similar to the previous example, the hollow body model was used to capture
the flow separation from the transom stern. The vessel’s trim and sinkage were
included in the calculation by rotating the body and discretizing the vessel body
surface under the mean free surface. Figure 7.5 shows a view of the body and
hollow surface grid.

The distribution of the vertical force along the vessel was calculated by integrat-
ing the pressure. The steady vertical force distribution along the ship for Froude
number 1.14 is presented in Figure 7.5. The vessel’s 1.62 degrees trim and 0.004 m
sinkage, as suggested by Sun and Faltinsen (2010), was applied in the calculations.
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Figure 7.4: Body plan for the semi-displacement model used by Keuning (1988).

Table 7.2: Parameters for the semi-displacement model used in Keuning (1988).

Parameter Value for vessel

Length of waterline Lwl (m) 2.00

Beam of waterline Bwl (m) 0.25

Draft D (m) 0.0625

Displaced volume (m3) 0.01248

Block Coefficient CB 0.396

LCB (positive towards aft) (% of Lwl) 5.11

Figure 7.5: Grid for the semi-displacement model from Keuning (1988) and it’s
hollow-body, Blue part: hollow-body behind the transom stern, Read part: part of
the hollow-body which is almost a horizontal flat surface.

The overall agreement between the experiments and the linear theory was satisfac-
tory. While the nonlinear 2D+t method by Sun and Faltinsen (2010) predicts the
values more accurately along the body, the present method gave better predictions
close and at the transom. This is due to the fact that the 2D+t theory neglects
the effects of the downstream flow, while close to the transom stern these effects
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are known to be important. In the present method, these effects are considered by
imposing a tangential flow condition at the transom and solving a 3D problem.
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Figure 7.6: Sectional hydrodynamic vertical force on Keuning (1988) semi-
displacement vessel, F3: total vertical force, F3B : hydrostatic vertical force,
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s)) from, experiments: -0.173, Sun and Faltinsen (2010):-0.028,
present method: -0.171.

The total pressure on the body was subdivided into the hydrostatic pressure
(p1), the linear hydrodynamic pressure (p2) and the nonlinear hydrodynamic pres-
sure (p3) which has not been considered in the present work due to linearization.
The distribution of these forces along the vessel is shown in Figure 7.7. The con-
sistency of the values is checked at the transom by examining the total force distri-
bution acting on the vessel, i.e. we must add the hydrostatic force to the predicted
hydrodynamic force. The sum of all the forces must go to zero at the transom
stern due to the atmospheric pressure. This condition was satisfied as shown in
Figure 7.7.

The agreement of the total force with values presented by Sun and Faltinsen
(2010) is fairly acceptable. However, as mentioned earlier, the present results
are more consistent with the dry transom stern effects close to the transom. A
similar variation in the pressure close to the transom stern was proposed by Garme
(2005) for planing hulls based on a series of model test measurements. Hydrostatic
forces were calculated by numerical integration of the pressure over the submerged
body. Due to the complex shape of the model, accuracy of the values was highly
dependent on the number of linear panels, which were used to represent the body
surface. The hydrodynamic force is in good agreement with the results by Sun and
Faltinsen (2010) around the mid-ship, while there are disagreements at the bow and
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Figure 7.7: Components of the sectional vertical force on Keuning (1988) semi-
displacement vessel, Fn = 1.14, Trim = 1.62◦, Ls: length of the ship’s water line
at rest, FT: Total vertical force, p1: hydrostatic pressure, p2: linear hydrodynamic
pressure, p3: nonlinear hydrodynamic pressure.

stern. The reason at the bow is believed to be due to the fact that nonlinearities
are neglected in the present method. The nonlinear term in the pressure has the
maximum effect at the bow, as shown in Figure 7.7. However, the difference at the
stern is believed to be due to the effect of the atmospheric pressure at the transom
stern, which is not considered in the 2D+t method.

7.3 Forward motion with a drift angle

The problem of a semi-displacement vessel with forward speed presented in Sec-
tion 7.2 is extended in this section by including a fixed drift angle. An schematic
view of the problem is shown in Figure 7.8. In addition to the coordinate systems
defined in Section 2.1 a third body-fitted coordinate system Ox′y′z′ was defined.
The origin of this coordinate system is at the vessel’s center of gravity and it is
rotated by the vessel’s trim, heel and drift angle. As before, the boundary value
problem was formulated in the Oxyz coordinate system, while the forces and mo-
ments were calculated in the body-fixed Ox′y′z′ coordinate system.

A semi-displacement monohull vessel tested at INSEAN by Fabbri et al. (2009)
was chosen for comparison. The main dimensions of the model are presented in
Table 7.3. The body plan of the vessel is also presented in Figure 7.9. The vessel
was free to trim, heel and sink. The vessel’s drift angle in the xy-plane was fixed
and the vessel was towed using a carriage with different Froude numbers. The
resistance and transverse force as well as the yaw moment acting on the vessel
were measured in the body-fixed coordinate system Ox′y′z′. The vessel’s steady
trim, heel and sinkage were also recorded during the experiments for each Froude
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Figure 7.8: Coordinate system for a semi-displacement vessel with a drift angle.

number. These values were imposed in the present numerical calculations.

 

Figure 7.9: Athena semi-displacement body-plan.

Table 7.3: Parameters for Athena semi-displacement used in Fabbri et al. (2009).

Parameter Value for model

LWL (m) 5.488

Beam, B (m) 0.806

Draft T (m) 0.175

Displacement (ton) 0.334

LCG (m) 2.390

KG (m) 0.370

As explained in Section 2.10.2, due to the transom stern shape, flow separation
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occurs at the vessel’s stern. This may cause the stern to become partly or fully
ventilated. As shown by Doctors and Day (2001), a dry transom stern is expected
for the transom stern draft Froude number larger than 2.5 (see Section 2.10.2).
This condition holds for all the cases studied here. A hollow body model, similar
to what has been explained in Section 2.10.2, and used in Section 7.2, was adopted
here. However, due to the ship’s drift angle in the present case, the hollow shape
can no longer be symmetric about the xz-plane. Section 7.10 shows a schematic
view of the hollow and the vessel’s transom stern. The asymmetric shape was
constructed by assuming that the separated flow moves only in the x-direction at
the mid ship and that it can be described by Faltinsen’s formulation for 2D flow
close to a transom stern (see Section 2.10.2). The separation lines, which from
the sides of the vessel at the waterline, were assumed to be second order curves,
while the end point and the slopes of the curves at the transom are known. The
slopes of the separation lines were assumed to be equal to the slopes of the vessel’s
water-line at the transom stern. The connecting point of these curves was assumed
to be the closing point of the hollow, which was determined by the meeting point
of the free surface and the 2D separation line in the x-direction.

 
 

Figure 7.10: Hollow-body coordinate system for a semi-displacement vessel with
drift angle, Blue part: hollow-body behind the transom stern.

The 3D hollow was constructed based on these three curves and the profile of the
transom stern by using a linear transfinite interpolation method (see Section 3.9.2).
This method of constructing the 3D hollow gives an asymmetric shape. Larger drift
angles give larger deviation from a symmetric shape. Similar to the symmetrical
hollow, the constant in the central 2D separation line was determined by an iterative
procedure in an attempt to find the minimum pressure on the hollow surface, which
is in fact a part of the free surface.

It is expected that the asymmetric hollow-body method becomes less accu-
rate due to nonlinearities for larger drift angles or higher Froude numbers. The
Neumann-Kelvin linearization and the assumed basic shape for the transom stern
hollow are expected to cause inaccuracies. For example, larger differences in the
distances of the two sides of the transom stern to the x-axis will cause the water
from one side to reach the center-line sooner than the other side. This may form a
connecting region instead of a point. Moreover, at high drift angles the flow at the
suction side may separate from the vessel’s body even before the transom stern.
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Therefore, in the present study, the focus is on small drift angles.

 
Figure 7.11: Athena semi-displacement vessel grid (left) and an snapshot of the
experiments at INSEAN by Fabbri et al. (2009) (right). The experimental values
for steady sinkage, trim and heel angles were adopted in creating the under water
part of the vessel’s surface, Fn = 0.6077, Drift angle (α) = 10◦.

The drift angle will influence the heel and trim angles. These effects, as well as
the vessel’s sinkage, are important in calculating the correct hydrodynamic forces
acting on the vessel and must be considered in the calculations. Fabbri et al. (2009)
reported these values for different trim angles in steady condition. These values
were directly adopted in the calculations by changing the under water surface of
the ship. A sample picture from experiments and the numerical grid is presented
in Figure 7.11 to show the similarity between the body-locations. The large over-
turning wave at the bow is indicating the presence of important non-linear effects.
However, we focus on the linear theory and see to what degree it can be used to
describe this complicated problem.

Similar as before, the numerical solution was started by discretizing the bound-
ary surfaces into linear rectangular and triangular elements, with Rankine source
and dipole distributions. The boundaries of the computational domain have been
chosen based on the guide lines suggested by Zhu and Faltinsen (2007) for a flat
plate with a drift angle. The dimensions and a sample of the computational grid
are shown in Figure 7.12. The grid points distribution on the boundaries was cho-
sen in a way to provide a better resolution and accuracy at the important areas
using the methods described in Section 3.9.

No-upstream-waves condition was assumed in the present work. A second or-
der upstream finite difference method was used for all the derivatives on the free
surface in order to ensure stability and satisfy the radiation condition similar to
the previous cases. Since the problem has no symmetry-plane, the potential was
solved everywhere on the boundaries. As shown by Bunnik (1999), and further
discussed here in Section 3.7 and Chapter 4, a correct direction of differentiation
is important, especially for high Froude numbers.

Similar to the flat plate with a drift angle in Section 6.3, the cross-flow may
cause flow separation from the vessel’s keel. It is not possible to model the cross-flow
separation directly by the present method. However, in analogy to the flat plate,
an attempt was made using the 2D+t method with a rigid free-surface boundary
condition to estimate the value for this type of phenomenon, and see if it can qual-
itatively explain the differences between the numerical and experimental results.
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Figure 7.12: Computational domain for Athena semi-displacement vessel.

For this purpose the viscous cross-flow 2D+t approach, presented in Section 2.10.3

 

 

 
 

 

 

a) b) 

 

Figure 7.13: 2D+t coordinate system for a semi-displacement with drift angle.

and further used in Section 6.3, was applied. A similar method was applied for the
cross-flow separation of a Wigley hull at low Froude numbers by Wong and Calisal
(1996). A view of the 2D+t coordinate system is shown in Figure 7.13. Looking
at the problem from the Earth-fixed plane (Π), it transforms into the transient
problem of a uniform ambient cross-flow velocity (v1) passing a 2D ship section,
in presence of the free surface (see Section 2.10.3). Here, for simplicity, the ship
cross-sections were simplified into half circles with the radius equal to the ship’s
local draft (D(x1)). By taking advantage of the symmetry plane created by the
rigid free-surface boundary condition, the problem can be replaced by the transient
drag force acting on a 2D circle facing a start up flow in infinite fluid. The polyno-
mial presented by Faltinsen (2005) -based on the experimental data from Sarpkaya
(1966)- for 2D+t calculations of the drag force was used to describe the transient
drag force. The transient cross-flow drag coefficient (CD(T )) can be expressed as
a function of the non-dimensional time T defined in Eq. (2.70). The variation of
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the transient drag coefficient for a cylinder in start-flow, based on non-dimensional
time, is shown in Figure 7.14. Here, the characteristic length (LC) is the vessel’s

   

Figure 7.14: Non-dimensional cross-flow drag coefficient for a cylinder in start-flow,
T = v1

u1

x1

LC
: non-dimensional time signature.

local draft (D(x1)). Using the relation tanα = v1/u1, the cross-flow transverse
force and yaw moment in Eqs. (2.71) and (2.72) transforms into,

FCF =
1

2
ρU2 sin2α

∫ L

0

D(x1)CD(tanαx1/D(x1)) dx1 (7.3)

MCF =
1

2
ρU2 sin2α

∫ L

0

D(x1)CD(tanαx1/D(x1)) (xc − x1) dx1 (7.4)

Here, L is the vessel’s water-line length, α is the drift angle, and ρ is the water
density. The steady trim, heel, and sinkage were considered in calculating the draft
for each vessel’s section. Therefore, unlike the flat plate in Section 6.3, where the
non-dimensional cross-flow transverse force and yaw moment were only functions
of the drift angle, here, they are slightly Froude-number dependent. It must be
noted that this method does not account for all 3D flow effects and, as mentioned,
it neglects the wave effects.

The resistance and transverse force as well as the yaw moment were calculated
in the body-fixed coordinate system, using the described numerical method, and
compared with experiments from Fabbri et al. (2009). Convergence study was
performed for the three grids listed in Table 7.4. As a sample, a plot for the
convergence study of the transverse force and yaw moment for 10 degrees drift angle
are shown in Figure 7.15. The convergence patterns of the results are satisfactory.
It is clear that the converged results deviate from the experimental data. The
possible reasons behind this deviation and the correction methods are discussed in
the following.

Due to presence of uncertainty in the experimental values, a series of sensitivity
tests were performed carefully for all the parameters involved in the calculations.
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It was concluded that varying trim, heel, and sinkage of the vessel, in the order
of magnitude of the measurements’ accuracy, have no significant influence on the
resulting force and yaw moment. The same conclusion is drawn for the hollow-body
iteration parameter.

Table 7.4: Grid convergence study parameters for Athena semi-displacement used
in Fabbri et al. (2009).

Grid Ship + Hollow Free Surface Total

A 13× 10× 2 43× 13× 2 1118

B 25× 15× 2 82× 25× 2 4100

C 38× 20× 2 124× 38× 2 9424

Figure 7.15: Convergence study on the transverse force and yaw moment, F̄y′ =
Fy′/(0.5ρU

2LD), M̄z′ = Mz′/(0.5ρU
2L2D), α = 10◦, Exp.: experimental data

from Fabbri et al. (2009), P.C.: present computations, grids are defined in Table 7.4.

The viscous frictional drag plays an important role in the vessel’s resistance
force. However, in the present method only the residual resistance forces were con-
sidered. The ITTC formula in Eqs. (2.41) and (2.42) for calculating the frictional
resistance factor (CF ) was used to estimate the frictional resistance of the vessel.
Based on Eq. (2.42), a form factor must be chosen for the vessel. Molland et al.
(1994) presented a series of form factors for semi-displacement vessels. A form fac-
tor was chosen by interpolating the form factor of similar vessels, using the present
vessel’s main dimensions. Although, it is usually assumed that form factors are
not Froude number dependent, in reality this is not entirely true. For instance, the
fact that the transom is wet for stern Froude number less than 2.5 influences the
form factor. Moreover, the change in vessel’s heel, trim, and sinkage contribute to
the form factor. These influences were neglected here for simplicity.

Figure 7.16 shows the comparison between the non-dimensional resistance force,
from calculations and experiments, for different Froude numbers. The frictional
force was added to the present potential results using Eq. (2.42), together with the
form factor k = 0.28. The potential-flow values seem to follow the similar trend
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Figure 7.16: The longitudinal Force on a semi-displacement vessel with drift
angle,F̄x′ = Fx′/(0.5ρU

2LD), Left: α = 5◦, Right: α = 10◦, Exp.: experimen-
tal data from Fabbri et al. (2009), P.C.: present computations, ITTC: correction
by ITTC formula, 2ord: correction due to second order force.

as the experiments. The viscous correction was able to qualitatively fill the gap
between the two sets of results. The difference between the linear and second order
force from Eq. (2.56) is large and increasing with Froude number and the drift
angle. The second order force is in incomplete form and calculated from the first
order potential by neglecting the second-order potential (see Section 2.9 for more
details). This difference is much smaller for the zero drift angle. Although the
second order force’s sign is negative, it is not possible to conclude the role of this
component. A solution of the velocity potential up to the second order is needed
to clarify this matter. On the other hand, the magnitude of this force shows that
the nonlinearities matter for higher Froude numbers and drift angles.

Figure 7.17: The transverse Force on a semi-displacement vessel with a drift an-
gle, Left: α = 5◦, Right: α = 10◦, Exp.: experimental data from Fabbri et al.
(2009), P.C.: present computations, C.F.: correction by cross-flow drag model,
2ord: correction due to second order force.

Figure 7.17 shows a similar comparison for the transverse force. The increase
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in the importance of nonlinearities, with increase in the drift angle, is easier to
see. For a drift angle of 5 degrees, the potential-flow values follow the experi-
ments closely and the viscous flow correction, although small, shifts the values
away from experiments, except for Fn = 0.6. However, the viscous correction by
the cross-flow 2D+t method seems to explain the difference between the numerical
and experimental results for 10 degrees drift angle much better than for 5 degrees.
The predictions for the yaw moment in Figure 7.18 are less satisfactory for both 5
and 10 degrees drift angles. In the present numerical results, the behavior of the
yaw moment against Froude number is qualitatively the same for both drift angles,
while it is different for the experiments. The yaw moment for 5 degrees drift angle
increases with Froude number almost linearly, while for 10 degrees it raises and
falls with the peak value around Fn = 0.5 (Figure 7.18). This behavior is similar
to the calculated yaw moment for 5 and 10 degrees, except that in the calculations
the peak values are around Fn = 0.4.

It is possible that the difference in the behavior of the yaw moment for 5 degrees
drift angle, is due to the viscous moment, which increases with Froude number and
was neglected here. However, the calculated yaw moment by the 2D+t viscous
cross-flow around a cylinder was small, similar to what was reported in Section 6.3
for a flat plate, and therefore it was not plotted in Figure 7.18. It must be noted
that the influence of the free surface and the asymmetry of the ship sections due to
the heel angle were neglected in the calculation of viscous cross-flow force. These
effects, in addition to the non-linearities such as water run-up at the bow, can
be the possible sources of difference between the numerical calculations and the
experimental results.

Figure 7.18: The yaw moment on a semi-displacement vessel with a drift angle,
Left: α = 5◦, Right: α = 10◦, Exp.: experimental data from Fabbri et al. (2009),
P.C.: present computations, 2ord: correction due to second order moment.

Based on these comparisons, the overall agreement of the numerical results and
experiments are satisfactory. The viscous corrections for the resistance and trans-
verse force seem to explain the differences between the numerical and experimental
values. The cross-flow viscous correction for the yaw moment, according to the
presented method, is negligible. While the behavior of the transverse force is rea-
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sonably predicted, the behavior of the yaw moment is difficult to capture. The
importance of non-linearities and 3D viscous flow are believed to be among the
reasons

7.4 Heave oscillations

The unsteady forces due to forced heave oscillations of the semi-displacement vessel
presented in Section 7.2.2 are investigated here. Keuning (1988) measured the
vertical unsteady forces in terms of the added mass and damping in heave. The
same segmented model, as in Section 7.2.2, was used to obtain the distribution of
hydrodynamic coefficients along the vessel’s length.

First, the steady forward motion was solved using the steady-state solver. The
solution method was identical to the one presented in Section 7.2. The obtained
solution was then used as the initial condition for the time-domain solver. The
general procedure for formulating the problem in the time-domain is similar to the
method presented in Section 5.6. The main difference is due to the presence of the
transom stern. The hollow body model, as introduced in Section 2.10.2 and used
in Section 7.2, was adopted here to capture the flow separation from the transom
stern. A dry transom stern condition was assumed.

The main challenge in adopting the hollow-body model for the oscillatory prob-
lem is related to the boundary condition on the hollow surface. Due to forced
oscillations of the vessel, the shape of the hollow changes with time. Therefore,
the steady surface of the hollow no-longer represents the free surface behind the
transom at all time instances. This means that satisfying the hollow boundary
conditions in Eq. (7.1) is not equivalent to the free surface boundary condition.
Reshaping the surface of the hollow requires iteration, re-griding, and recalculation
of the coefficient matrix every time-step. However, if small amplitude oscillations
are assumed, the changes in hollow shape can be considered to be of second order.
Therefore, a form of linearization of the time-varying hollow surface around the
steady surface can be adopted.

The linearized form of the free-surface boundary condition about a known, non-
flat surface was presented in Eq. (2.4.1). Here, the base velocity potential and the
base free-surface elevation can be substituted by the steady velocity potential and
the steady hollow shape behind the vessel. Then the hollow surface must be treated
as a part of the free surface in the unsteady solution.

A simplified approach is adopted here. The second order terms of the steady
velocity potential on the hollow surface are assumed to be small and neglected. It
must be noted that this assumption is inconsistent with the linearization assump-
tion used in the steady solution for the transom stern hollow. The hollow-body
model by itself is an indirect extension of the linearized model to account for the
high non-linearity behind the transom stern. After linearization and using the fact
that the steady velocity potential satisfies the free-surface boundary condition on
the hollow, the Neumann-Kelvin free-surface boundary condition for the unsteady
velocity potential is obtained, which must be satisfied on the steady hollow surface.
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φtt + 2Uφxt + U2φxx + gφz = 0 on z = 0 (7.5)

Due to the heave oscillations, the hollow surface will change shape in vertical
direction. If we linearize this unsteady shape around the steady shape, the normal
velocity on the steady surface is no longer zero. The deviation from zero mostly
comes from the change in the vertical component of the velocity. The linearized
free-surface condition in Eq. (7.5) gives an estimation of this vertical velocity. Using
the hollow body boundary condition in Eq. (7.1) and the linearized free-surface
condition in Eq. (7.5) an iterative procedure was adopted.

The procedure was started by assuming the hollow surface to act as a solid wall,
which moves with the body. The φn on the surface then was calculated using the
linearized body boundary condition in Eq. (2.36), which means no flow through
the surface. After solving the boundary integral formulation, the distribution of
the velocity potential on the hollow surface was obtained. Using Eq. (7.5) a value
for the vertical velocity of the water at the hollow was obtained. As a result
of the heave oscillations, this value was different from the vertical component of
φn. Then φnn3 was corrected by the obtained φz and the procedure was repeated
until the convergence was achieved. The solution was time-stepped forward and
new iterative procedure was started. The rate of convergence depends on the
time-step and oscillation frequency. However, with suitable choice of conditions,
convergence is generally fast and it is usually possible to be achieved with in a
few iterations. The aforementioned iterative procedure acts as a correction to the

Figure 7.19: Hollow-body grid for satisfying the boundary conditions in heave
oscillations, Blue part: hollow-body behind the transom stern, Read part: part of
the hollow-body which is almost a horizontal flat surface.

solid body boundary condition on the hollow surface, which lets the flow to pass
the linearized surface. This correction is more important where the hollow surface
shape is closer to a flat surface. In addition, the influence of the flow behind
the transom stern on the forces is larger closer to the vessel. Therefore, for heave
oscillations, the correction could be limited only to a group of flat elements adjacent
to the transom stern as shown by red color in Figure 7.19.
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Figure 7.20: The sectional vertical added mass and damping for a heaving semi-
displacement vessel, Fn = 1.14, Trim = 1.62◦, ω

√
Ls/g = 4.97

The unsteady forces due to forced heave oscillations, in terms of the heave
added mass and damping, were calculated and presented in Figure 7.20. Here, the
frequency of heave oscillations is 11 rad/sec, ω

√
Ls/g = 4.97, and the amplitude is

0.01 m. The Froude number is 1.14 and the sinkage and trim of 0.004 m and 1.14◦

suggested by Sun and Faltinsen (2010) are adopted. The accuracy of the present
method is similar to the linear 2D+t results from Faltinsen and Zhao (1991), except
for the last section close to the stern. The nonlinear 2D+t results with non-viscous
separation from the vessel’s round bilge, presented by Sun and Faltinsen (2011),
show the importance of nonlinearities in capturing the correct values along the
vessel. However, as mentioned by Faltinsen and Zhao (1991), we expect the sum of
the added mass force per unit length and the restoring force per unit length to go
to zero at the transom, as well as the damping, as a result of having an atmospheric
pressure behind the dry transom stern. These asymptotic values, which are shown
in Figure 7.20, are not reached at the stern in the 2D+t calculations. After imposing
the transom stern effects on the upstream flow, through using a 3D solver, a sharp
change towards the asymptotic values were observed. This behavior had been also
anticipated before by Faltinsen and Zhao (1991).

The results for the same case at different frequency (15 rad/sec, ω
√

Ls/g =
6.77) are presented in Figure 7.21. Similar conclusions can be drawn for this fre-
quency as well. In addition, the linear results show smaller deviations from the
non-linear results along the body at higher frequencies. It can be expected that
the linearization assumption is closer to physics at higher frequencies. The at-
tempts to solve the problem for lower frequencies confirmed this matter. The
deviations became larger and larger, for smaller frequencies. Corrections due to a
change in the vessel’s wetted area may be important to include for lower frequen-
cies as suggested by Sun and Faltinsen (2012). Again, the asymptotic values at
the transom stern were only reached by the present 3D model. Maybe it would be
interesting to point out that for the current selection of Froude numbers and os-
cillation frequencies, the corrections to the solid boundary condition on the hollow
surface were appeared to be almost a constant factor every where. If we consider
[φz]corrected = α [φz]solid boundary, the correction factor α was about 0.97 to 0.99
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Figure 7.21: Sectional vertical added mass and damping for heaving semi-
displacement vessel, Fn = 1.14, Trim = 1.62◦, ω

√
Ls/g = 6.77

depending on the frequency.
The sharp change in the forces close to the transom stern can be important, for

instance, in calculating the yaw and pitch moment. Due to the distance between
the transom stern and the vessel’s center of gravity, neglecting this rapid change
may result in an incorrect moment. Using the present tools, it seems that the
most suitable answer will be achieved by combining the Sun and Faltinsen (2011)
method along the vessel and the present method close to the transom stern.

7.5 Conclusions

Hydrodynamics of semi-displacement mono-hull vessels were addressed in this chap-
ter using linear theory. The non-linearities in the flow behind a dry transom stern
were handled using hollow-body model. The steady vertical force and free-surface
elevation along a semi-displacement vessel with forward speed were calculated and
compared to experimental and numerical data. It was shown that the present
simple hollow-body model can capture the complex flow behind a dry transom
stern with a reasonable accuracy. Moreover, the transverse force and yaw moment
on a semi-displacement vessel with drift angle were studied using an asymmetric
hollow-body model. A viscous cross-flow drag model was able to explain the dif-
ferences between the numerical and experimental results for the transverse force
qualitatively. This was not possible for the yaw moment.

At the end, the unsteady forces on a heaving semi-displacement vessel were
studied. It was shown that the hollow-body method can be used to satisfy the
atmospheric pressure condition behind a heaving dry transom stern. The method
was showed to be promising for handling the dry transom stern condition behind a
semi-displacement vessel in an oscillatory motion. This can be useful in establishing
accurate hydrodynamic models of such vessels in sway, roll, and yaw, which can be
used in a dynamic stability analysis, for instance, to predict a calm-water broaching
dynamic instability.



Chapter 8

Dynamic Stability Analysis

8.1 Introduction

Dynamic stability of high-speed marine vehicles plays an important role in deter-
mining their operational limits. Among different types of instabilities, ”calm water
broaching” is important for semi-displacement vessels operating at high Froude
numbers. Faltinsen (2005) defines calm water broaching as, a non-oscillatory in-
stability, which generally starts by a sudden list due to loss of the steady restoring
moment in heel, at high Froude numbers. This sudden change of list angle fol-
lows by a violent yaw angle to one side which may lead to capsizing. Lavis (1980)
mentioned this type of instability as the main reason why round-bilge monohull
vessels must not operate at a Froude number higher than 1.2. Müller-Graf (1997)
also reports this type of instability and suggests increasing the steady metacentric
height as a solution. It seems reasonable to assume a similar type of instability
can be initiated by a small change in the vessel drift/yaw angle. This will induce a
roll moment which may lead to calm water broaching as mentioned above. Müller-
Graf (1997) referred to this type of instability as yaw-roll instability, which can be
induced by waves or inadvertent rudder actions.

An attempt is made in this chapter to investigate this type of dynamic in-
stability for a semi-displacement round-bilge monohull. Linear dynamic stability
analysis is performed to determine the unstable state of the linear dynamic model.
A semi-displacement vessel with documented instability issues has been chosen for
investigation. Coupled equations of motion in sway-yaw and also sway-roll-yaw are
considered. The hydrodynamic coefficients needed for establishing the dynamic
model have been calculated by simplifying the problem to a surface piercing flat
plate, using the method outlined in Chapter 3 and investigated in Chapters 6 and
(7). The main reasons behind this simplification are numerical complications and
lack of experimental data for validation of the complete problem. Sensitivity study
has been performed in order to assess the uncertainties due to geometrical simplifi-
cations and linearization. Moreover, the influence of variation in the vessel’s main
parameters, such as longitudinal position of center of gravity, are investigated. The
goal is to find out to what degree the linear theory can be used in predicting this

189



190 Dynamic Stability Analysis

type of instability for high-speed vessels.

8.2 A case with observed dynamic instability

In order to see if linear theory can be used to predict the dynamic instability
in semi-displacement mono-hulls, a vessel with observed dynamic instability issue
was selected. The vessel and available experimental data, as well as hydrodynamic
simplifications of the problem, are presented in this section.

8.2.1 A model semi-displacement vessel

The semi-displacement vessel presented in Section 7.2.1 was chosen for evaluation.
The properties of the vessel, including the assumed values for a dynamic stability
analysis were reported in Table 8.1.

Table 8.1: Parameters for the semi-displacement vessel from Lugni et al. (2004).

Parameter Value for vessel

L (m) 25.0

Beam, B (m) 1.75

Draft D (m) 2.0

Displaced volume (m3) 40.48

LCG (m) 1.7

KM (m) 1.44

*KG (m) 1.35

*GM (m) 0.09

*r44 (m) 0.35 B

r55 (m) 0.26 L

*r66 (m) 0.26 L

*r46,r64 (m) 0

Model scale λ (m) 6.25

* Assumed values.

It must be noted that these properties belong to a catamaran demi-hull and
not a semi-displacement monohull. Therefore, as mentioned by Lugni et al. (2004),
the monohull with these properties will have a finer shape than existing semi-
displacement vessels. Naturally, from dynamic stability point of view, it can be
expected that this vessel has lower maximum operational Froude number than
a conventional semi-displacement vessel. This vessel, however, would present a
good case for the purpose of the current study. Müller-Graf (1997) suggests that
for a semi-displacement monohull with 30(m) length, GM must be higher than
0.8(m). The GM value in Table 8.1 was chosen in a way that the center of gravity
stays between the center of buoyancy and the metacenter in the vertical direction.
The low GM is also linked to the fact that this vessel is a demi-hull and not a



8.2. A case with observed dynamic instability 191

conventional semi-displacement hull. A sensitivity study for the GM -value was
performed which will be presented in the following sections.

Figure 8.1: Experimental pictures from the broaching process, (Lugni et al. 2003,
private communications). Fn=0.9. The process takes 3 seconds in model scale with
scale ratio λ = 6.25.

The main reason for choosing the aforementioned vessel was an observed dy-
namic instability issue at Froude number 0.9, during a set of experiments realized
at INSEAN towing tank in 2003 (Lugni et al. private communications). The focus
of the experiments was on measuring the free-surface elevation around the semi-
displacement demi-hull, while it was towed with the catamaran draft (Lugni et al.,
2004). Therefore, the weight of the demi-hull and its center of gravity were modi-
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fied in a way to achieve the target draft, as well as to ensure the stability in roll.
The vessel was mounted to the carriage at two points and it was free to roll. The
two mounting points along the vessel made the vessel slightly restrained in yaw.
Although this could have delayed the dynamic instability, it could not prevent it
at Froude number of 0.9.

The observed instability can be categorized as calm-water broaching. Figure 8.1
shows snapshots of the instability process. Although, small changes in the drift and
heel angle of the vessel at the beginning of the process are detectable, it is difficult
to say which one comes first. The motion was followed by a continuous increase in
drift and heel angle, as well as shift of the vessel to the port side. Unfortunately
there is no data available for the lateral motions but the violent yaw and heel angles
are very clear in the recorded video.

8.2.2 Hydrodynamic modeling

As presented in Chapter 7, attempts were made to solve the complicated flow
around semi-displacement vessels with dry transom stern using the linear potential-
flow theory. Although the hollow-body model proved to be promising in the solution
of the flow around an oscillating vessel, solving for the sway and yaw oscillations
were still challenging. Therefore, a simplified approach was adopted here by trans-
ferring the body boundary condition to the center plane. In other words, the ship’s
surface was simplified as a flat plate with constant aspect ratio of 0.1. Although,
for the vessel presented in Section 8.2.1, the correct aspect ratio would be 0.08, the
aspect ratio of 0.1 was chosen in order to make use of the existing experimental
data.

Kashiwagi (1984) presented numerical and experimental data for the hydro-
dynamic coefficients of an advancing and oscillating surface-piercing plate. These
values were used to validate the calculations, as well as to obtain estimations of
the expected numerical inaccuracies. These estimations can work as a guide lines
in sensitivity study of dynamic stability.

The procedure outlined in Section 6.4 was adopted here. Hydrodynamic coeffi-
cients in sway, roll, and yaw were calculated for a series of frequencies at different
Froude numbers. The seakeeping coordinate system, presented in Section 2.1, was
used for calculations. The center of gravity of the plate was assumed to be in
the middle. Figures 8.2 to 8.4 show comparisons for the added mass and damping
coefficients in sway, roll, and yaw at Froude number of 0.3, respectively. The exper-
imental data from Kashiwagi (1984), as well as the numerical data by Chapman’s
2D+t method, and the two procedures outlined in Kashiwagi (1984), are presented
(procedures are called Pro.1. and Pro.2. similar to the original report). The over-
all agreement of the results are acceptable. The results of the procedure-one from
Kashiwagi (1984) predicts a singularity at τ = ωU/g = 1/4, which does not exist
in the reported experimental values. The calculations from the other numerical
methods, including the present method, agreed with the experimental data and do
not show the singular behavior. Interested readers are referred to the discussions
presented in Sections 6.3 and 6.4 regarding the importance of the cross-flow drag,
when the oscillation frequency approaches zero.
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Figure 8.2: Hydrodynamic coefficients for a plate in sway oscillations, Aspect ratio
Λ = H/L = 0.1, Fn = 0.3. The differences between Kashiwagi (1983) and the
present coordinate systems must be noted. The values were transferred to the
present seakeeping coordinate system in Section 2.1.
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Figure 8.3: Hydrodynamic coefficients for a plate in roll oscillations, Aspect ratio
Λ = H/L = 0.1, Fn = 0.3. The differences between Kashiwagi (1983) and the
present coordinate systems must be noted. The values were transferred to the
present seakeeping coordinate system in Section 2.1.
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Figure 8.4: Hydrodynamic coefficients for a plate in yaw oscillations, Aspect ratio
Λ = H/L = 0.1, Fn = 0.3. The differences between Kashiwagi (1983) and the
present coordinate systems must be noted. The values were transferred to the
present seakeeping coordinate system in Section 2.1.

Figures 8.5 to 8.7 show the variation of the hydrodynamic coefficients with
Froude number and frequency. It must be noted that calculating the coefficients for
low oscillation frequencies was difficult due to numerical problems. Low frequency
oscillations generate long waves. As discussed in Section 3.7.2, this leads to a
demand to increase the size of the free-surface domain and the damping zone,
in order to absorb the waves at the boundaries. Therefore, the values at zero
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frequency presented in Figures 8.5 to 8.7 were calculated by linearly extrapolating
the last computational points. It can be interesting to note that at higher Froude
numbers the hydrodynamic coefficients become frequency-independent, while at
lower Froude numbers their values can vary strongly with the oscillation frequency
(see Figure 8.7).
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Figure 8.5: Variation of hydrodynamic coefficients with Froude number for a plate
in sway oscillations, Aspect ratio Λ = H/L = 0.1. The values for zero frequency
were obtained by extrapolation.
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Figure 8.6: Variation of hydrodynamic coefficients with Froude number for a plate
in roll oscillations, Aspect ratio Λ = H/L = 0.1. The values for zero frequency
were obtained by extrapolation.
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Figure 8.7: Variation of hydrodynamic coefficients with Froude number for a plate
in yaw oscillations, Aspect ratio Λ = H/L = 0.1. The values for zero frequency
were obtained by extrapolation.

As mentioned before, the hydrodynamic coefficients presented in Figures 8.6 to
8.7 were used to represent the hydrodynamic of the vessel presented in Section 8.2.1.
The chosen plate has constant draft along the length. This means that the changes
in the ship sections’ drafts were neglected. Moreover, due to sinkage and trim
induced by the forward speed, the local draft will change along the ship, which
was also neglected here. A plate with a taper angle may representing these effects
better (see Figure 6.5). In analogy to slender body theory, the body boundary
conditions were transferred to the center plane. This means that a small beam to
draft ratio was assumed. This is not generally true for semi-displacement vessels.
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In the semi-displacement vessel studied here, however, this ratio is 0.875, which
makes the assumption more reasonable. For conventional semi-displacements, this
value can be between 5 to 7.

In order to study dynamic-stability, a dynamic model of the vessel must be
created, which requires hydrodynamic coefficients. A series of B-splines were fit-
ted on the computed hydrodynamic coefficients. In this way, the added mass and
damping coefficients were represented in the form of smooth two-variable func-
tions as Aij = fij(Fn, ω) and Bij = gij(Fn, ω). The variation of these functions
with frequency and Froude number are presented for A66 and B66 as an example.
From these functions, a series of hydrodynamic coefficients was obtained for each
frequency and Froude number pair. Then, a dynamic model for that pair was
established.

Figure 8.8: Variation of A66 and B66 with frequency and Froude number for a
surface piercing plate, Aspect ratio Λ = H/L = 0.1, B-spline fitting was used to
interpolate the results in Figure 8.7.

8.3 Sway-yaw dynamic stability analysis

We start the dynamic stability analysis by looking at the coupled sway and yaw
equations of motion.

8.3.1 Formulation

From Eq. (2.46) the coupled equations of motion, in sway and yaw, can be obtain
as shown in Eq. (8.1) below. These equations are written about the center of the
seakeeping coordinate system described in Section 2.1. A special attention must
be paid to −MUη̇2 term. This term comes from the fact that our original equation
system is written in a non-inertial coordinate system. By transferring it to the
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inertial coordinate system, the sway acceleration term (η̈2) is modified by −Uη̇6
(see Section 10.3.2 in Faltinsen (2005) for more details).

(M +A22)
d2η2
dt2

+B22
dη2
dt

+A26
d2η6
dt2

+ (−MU +B26)
dη6
dt

= F2

A62
d2η2
dt2

+B62
dη2
dt

+ (I66 +A66)
d2η6
dt2

+B66
dη6
dt

= F6

(8.1)

The dynamic stability of a system can be studied by assuming a zero external
forcing, i.e. F2 = F6 = 0, and a solution form est, where s is a complex number.
This means that we can write η̇2 = η̇2ae

st and η̇6 = η̇6ae
st, where dot represents

the time derivative, and subscript a refers to the amplitude. Substituting these
into Eq. (8.1), the following equation system for sway and yaw velocity amplitudes
is obtained.[

(M +A22) s+B22 A26s+ (−MU +B26)

A62s+B62 (I66 +A66) s+B66

][
η̇2a

η̇6a

]
=

[
0

0

]
(8.2)

The non-trivial solutions of the above equations are obtained by putting the deter-
minant of the coefficients matrix to zero. This results in a second order equation
in s.

C2s
2 + C1s+ C0 = 0 (8.3)

where,

C2 = (M +A22)(I66 +A66)−A2
26

C1 = (M +A22)B66 + (I66 +A66)B22 −A26B62 +A62(MU −B26)

C0 = B22B66 −B26B62 +B62MU

(8.4)

The roots of Eq. (8.3) determine the system’s dynamic stability. The real part of
the roots show how the response amplitude is changing in time. A negative real
part means decay, while positive means amplification and consequently instability.
On the other hand, the imaginary part of the roots show the vessel’s free-system’s
response frequency.

8.3.2 Analysis

In order to study the roots of Eq. (8.3), the hydrodynamic coefficients in sway and
yaw are needed in addition to the mass, second moment of inertia in yaw, and the
vessel’s velocity. The model presented in Section 8.2.1 was simplified to a flat plate
and studied here. The Froude number and frequency dependent hydrodynamic
coefficients were presented in Section 8.2.2. These hydrodynamic coefficients were
calculated about the center of the plate in the free surface. The vessel’s center of
gravity is not, however, necessarily in the middle and it can be changed. Let us
assume two coordinate systems, xyz which corresponds to the defined seakeeping
coordinate system, and x′y′z′ which is parallel to xyz but with the center in the
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middle of the vessel (see Figure 8.9). The hydrodynamic coefficients in Section 8.2.2
are actually in x′y′z′ coordinate system. In order to use them in Eq. (8.3) they
must be transferred to xyz coordinate system using the transformations shown in
Eq. (8.5).

FS GxG

x

/ 2L

/ 2L

y
z

CGz

y
x

Figure 8.9: Coordinate system transformation for hydrodynamic coefficients, x′
G:

Longitudinal position of the center of gravity in x′y′z′ coordinate system, note: the
shift of the center of gravity towards stern was exaggerated for clarity.

After transferring the hydrodynamic coefficients to the xyz coordinate system,
the roots of Eq. (8.3) can be obtained. For each Froude number and frequency pair
a series of hydrodynamic coefficients are obtained which form a unique dynamic
system. Then, for each system two complex roots are obtained. If the real parts of
the two complex roots are negative, we can say that the linear dynamic stability
analysis predicts a stable system. Moreover, the imaginary parts of the roots, which
are complex conjugate, give the free-system’s response frequency. This means that
if we remove the forcing function, the vessel’s response will have that frequency.
It must be noted that the hydrodynamic coefficients are frequency dependent. As
a consequence, for different frequencies, we have different values in the equation
system, which leads to different roots. Therefore, the imaginary part of a root
represents the free-system’s response frequency only if it belongs to a system con-
structed for that frequency. An iterative procedure was adopted to find these roots
at each Froude number.

A26 = A′
26 − x′

GA
′
22 B26 = B′

26 − x′
GB

′
22

A62 = A′
62 − x′

GA
′
22 B62 = B′

62 − x′
GB

′
22

A66 = A′
66 − x′

GA
′
62 − x′

G(A
′
26 − x′

GA
′
22)

B66 = B′
66 − x′

GB
′
62 − x′

G(B
′
26 − x′

GB
′
22)

(8.5)

Figure 8.10 shows the stability graph (left), as well as the root locus plot (right),
for the vessel presented in Section 8.2.1, with the hydrodynamic coefficients from
Section 8.2.2. The white area in the stability graph corresponds to the Froude
number and frequency pair in which the system has no root with a positive real
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part, i.e. a stable system. The dashed lines are showing the actual computational
domain for the hydrodynamic coefficients. This domain was extrapolated towards
zero frequency as discussed in Section 8.2.2. Having no black area in the stability
graph means that the linear dynamic stability analysis predicted a stable system
everywhere. The circles are the imaginary parts of the roots, which correspond
to the free-system’s response frequencies. The root locus plot for these roots is
shown in Figure 8.10 as well. We see that both branches are on the left hand
side of the imaginary axis, which corresponds to roots with negative real parts and
consequently a stable system. The numbers on the branches represents the vessel’s
Froude number. Similar root-locus plots were presented by Lewandowski (2003) for
a plaining hull using frequency-independent empirical hydrodynamic coefficients.
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Figure 8.10: (Left): Sway-yaw dynamic stability graph for the studied semi-
displacement vessel, Black area: unstable, White area: stable (stable every where),
Dashed lines: computational domain, Circles: free-system’s response frequencies.
(Right): Root locus plot for the sway-yaw system, s: root of the dynamic system’s
characteristic equation, Froude numbers are shown on the curve.

It is interesting to see that free-system’s response frequency was zero for the
Froude number approximately higher than 1.0. It means that, in this range of
Froude numbers, the response of the freely moving system in sway-yaw was non-
oscillatory. Calm water broaching was detected in the experiments for a Froude
number 0.9. However, the present linear dynamic stability analysis predicted no in-
stability in sway-yaw for this Froude number. It must be mentioned that Haarhoff
and Sharma (2000) links the dynamic instability to the change of the metacentric
height due to forward speed, while here these changes were not considered since
the calculations do not include the roll motion. Moreover, it is known that the
instability predictions by a linearized model of a non-linear system can be inac-
curate, if the poles are close to the imaginary axes (e.g. Khalil (2001)). Further
investigations are needed in order to evaluate the accuracy of the linear stability
predictions in relation to the actual non-linear model
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8.3.3 Sensitivity study

A sensitivity study is pursued here in order to investigate the dependency of the
vessel’s dynamic stability to each of the parameters. In reality most of the param-
eters can not be changed independent of the others. However, the independent
influence of each parameter was considered and the couplings between them were
neglected. The changes are presented in terms of the percentage of the initial calcu-
lated values. For instance +20% change means Pnew = Pinit+0.2∗|Pinit|, where P
is the parameter of study. Therefore, +20% means increase or decrease, depending
on the sign of the initial value. Hereafter, the positive percentage is referred to
as increase and negative percentage as decrease in an absolute sense. The added
mass coefficients, the damping coefficients and the other parameters related to the
vessel’s mass distribution are studied separately in the following sections.

Added mass coefficients

Figure 8.11 shows the instability prediction by changing the added mass coefficients
in Eq. (8.3), where the black squares means the system has at least one unstable
root in the Fn−ω plane. Based on Figure 8.11, varying the added mass coefficients
up to 40% of theirs original values does not introduce unstable roots into the
system. On the other hand, reducing A22 by high percentage such as 60% leads to
an unstable system.

−80 −70 −60 −50 −40 −30 −20 −10 0 10 20 30 40 50 60 70 80

A22

A62

A26

A66

Variation in percent

Figure 8.11: Influence of the added mass coefficients on dynamic stability in sway-
yaw, Black squares: an unstable system, White squares: a stable system.

More details on the influence of the added mass coefficients can be obtained by
looking at how the root locus plots are changing by varying these coefficients. Fig-
ure 8.12 shows how free-system’s response frequencies (right) and the corresponding
root locus plot (left) are changing by varying A22. It is shown that reducing A22

pushes the branches away from the real axis. Moreover, increasing A22 reduces the
free-system’s response frequencies and push the branches towards the real axes.
The stability graph and the corresponding root locus plots for 60% reduction in
A22 are shown in Figure 8.13. Despite the fact that both branches are on the left
hand side of the imaginary axis an unstable area exists for a Froude number be-
tween 0.6 to 0.8 at frequencies close to zero. This means that the dynamic system,
which was constructed using these pairs of Fn−ω, has an unstable root. However,
the imaginary part of this unstable root does not correspond to the free-system’s
response frequency at that Froude number.
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Figure 8.12: Influence of A22 on dynamic stability in sway-yaw, (Left): Root locus
plot,s: root of the dynamic system’s characteristic equation, (Right):Free-system’s
response frequencies.
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Figure 8.13: Influence of A22 on sway-yaw dynamic stability, (Left): Dynamic sta-
bility graph, Black area: unstable, White area: stable, Dashed lines: computational
domain, Circles: free-system’s response frequencies. (Left): The corresponding
root locus plots, Froude numbers are shown on the curve, s: root of the dynamic
system’s characteristic equation.

If a linear system is disturbed with an external forcing with a certain frequency,
by removing the disturbance, the system response will move towards the free-
system’s response frequency. For instance, if the vessel is disturbed by an external
force with non-dimensional frequency around 0.2, while moving with Fn = 0.7,
it would be in the unstable region. However, after the forcing has been removed
the vessel response will move towards the frequency of freely oscillating vessel,
which is in the stable region. Furthermore, a disturbance in reality consist of many
frequencies, which can be viewed through the spectrum of disturbance. How these
frequencies interact and the motion develops in time, and how it can effect the
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dynamic stability, need further investigations. Since here we are limited by the
linear dynamic stability analysis in the frequency domain, we have to say, if an
instability exists for a Froude number in any frequency, the system is unstable for
that Froude number.

Damping coefficients

Figure 8.14 shows the instability prediction by changing the damping coefficients
in Eq. (8.3), where the black squares means the system has at least one unstable
root in Fn − ω plane. Based on Figure 8.14, varying the damping coefficients up
to 30% of theirs original values dose not introduce unstable roots into the system.
On the other hand, reducing B66 by 40% leads to an unstable system.
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Figure 8.14: Influence of the damping coefficients on dynamic stability in sway-yaw,
Black squares: an unstable system, White squares: a stable system.

Figure 8.15 shows how the free-system’s response frequencies (right) and the
root locus plots (left) are changing by varying B22. As expected from Figure 8.14,
no unstable roots are detected. Unlike A22, increasing B22 increases the free-
system’s response frequencies, and pushes the root locus branches away from each
other and the real axis. Figure 8.16 shows similar plots for B66. Decreasing B66

increases the free-system’s response frequencies only up to a certain point. Beyond
that point, the frequencies are reduced and the beaches bend towards the imaginary
axis, and into the positive side, which leads to instability.

Let us take a closer look to see what happens when the branches cross the
imaginary axis into the right hand side. Figure 8.17 shows stability graph, as well
as root locus plot, for 60% decrease in B66. In this case, it is possible to see an
unstable area in the stability graph. Unlike the results for A22 in Figure 8.13, now
the unstable area collides with the free-system’s response frequencies. This means
that a group of unstable roots, with imaginary parts equal to the free-system’s
resonance frequency, exist. Therefore, the branches in the root locus plots are
crossing the imaginary axis.

Location of the center of gravity

The influence of the longitudinal location of the center of gravity on the dynamic
stability in sway and yaw is investigated here. Figure 8.18 shows the variation
of the free-system’s response frequencies (right), and the corresponding root locus
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Figure 8.15: Influence of B22 on dynamic stability in sway-yaw, (Left): Root locus
plot, s: root of the dynamic system’s characteristic equation, (Right):Free-system’s
response frequencies.

−3 −2 −1 0 1 2
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

Re(s)

I
m
(
s
)

√
(
L
/
g
)

%-80 B66

%-60 B66

%-40 B66

%-20 B66

% 0 B66

% 20 B66

% 40 B66

% 60 B66

% 80 B66

0.2 0.4 0.6 0.8 1 1.2 1.4
0

0.5

1

1.5

2

2.5

3

Fn

ω

√
L
/
g

%-80 B66

%-60 B66

%-40 B66

%-20 B66

% 0 B66

% 20 B66

% 40 B66

% 60 B66

% 80 B66

Figure 8.16: Influence of B66 on dynamic stability in sway-yaw, (Left): Root locus
plot, s: root of the dynamic system’s characteristic equation, (Right):Free-system’s
response frequencies.

branches (left), by varying x′
G, which is the longitudinal position of the center of

gravity from mid-ship, positive towards the vessel’s aft. Moving the center of grav-
ity towards the bow decreases the response frequencies rapidly. Moreover, the root
locus branches are getting closer to the imaginary axis by moving the center to-
wards the aft, and finally crosses the axis for x′

G/L = 0.36 and the system becomes
unstable. As mentioned before, the instability predictions by a linearized model
of a non-linear system can be inaccurate, if the poles are close to the imaginary
axes (e.g. Khalil (2001)). Therefore, shifting the roots towards the imaginary axis
increases the risk of dynamic instability in general.

Let us take a look at the dynamic stability criteria obtained from a simplified
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Figure 8.17: Influence of B66 on sway-yaw dynamic stability, (Left): Dynamic
stability graph, Black area: unstable, White area: stable, Dashed lines: computa-
tional domain, Circles: free-system’s response frequencies. (Left): Corresponding
root locus plot, s: root of the dynamic system’s characteristic equation, Froude
numbers are shown on the curve.

−3 −2 −1 0 1 2 3
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5

Re(s)

I
m
(
s
)

√
(
L
/
g
)

x
′

G
/L = −0.11

x
′

G
/L = −0.04

x
′

G
/L = 0.00

x
′

G
/L = 0.04

x
′

G
/L = 0.07

x
′

G
/L = 0.15

x
′

G
/L = 0.22

x
′

G
/L = 0.29

x
′

G
/L = 0.36

0.2 0.4 0.6 0.8 1 1.2 1.4
0

0.5

1

1.5

2

2.5

Fn

ω

√
L
/
g

x
′

G
/L = −0.11

x
′

G
/L = −0.04

x
′

G
/L = 0.00

x
′

G
/L = 0.04

x
′

G
/L = 0.07

x
′

G
/L = 0.15

x
′

G
/L = 0.22

x
′

G
/L = 0.29

x
′

G
/L = 0.36

Figure 8.18: Influence of xG on dynamic stability in sway-yaw, (Left): Root locus
plot, s: root of the dynamic system’s characteristic equation, (Right):Free-system’s
response frequencies, x′

G: longitudinal position of the center of gravity from the
mid-ship, positive towards the vessel’s aft.

analysis by Faltinsen (2005), and also by Newman (1977). In this analysis, C2 and
C1 in Eq. (8.4) were assumed to be positive, and the center of gravity to be at
the mid-ship. Moreover A26 was assumed to be negligible. The obtained condition
is then governed by the sign of C0. Moreover, it was possible to represent the
damping values in C0 in terms of the added mass coefficients. The relation between
the damping and added mass coefficients in this analysis are presented in Eq. (8.6).
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B22 = Ua22(xT ) B62 = −UA22 + UxTa22(xT )

B26 = UxTa22(xT ) B66 = −UA62 + Ux2
Ta22(xT )

(8.6)

Here, xT is the longitudinal coordinate of the stern and a22 is the two dimensional
added mass in sway for the stern section. Then, the stability criteria can be written
as shown in Eq. (8.7). Based on this analysis, moving the center of gravity towards
bow improves the dynamic stability of the system. On the other hand, moving the
center towards stern may lead to instability.

xTa22(xT ) >
MA22

M +A22
(8.7)

A similar conclusion can be obtained from Figure 8.18 for the present sway-
yaw dynamic stability analysis. Moving the center of gravity towards the stern
bends the branches towards the imaginary axis. Getting closer to the imaginary
axis means a higher risk of instability. It must be noted that in this analysis, the
longitudinal location of the center of gravity was changed independently. Therefore,
it was assumed that this variation dose not change the shape of the under water
part, and the second moment of inertia in yaw, which is not possible in practice.

8.4 Sway-roll-yaw dynamic stability

The stability analysis presented in Section 8.3 is extended in this section by adding
the roll motion.

8.4.1 Formulation

From Eq. (2.46), the coupled equation of motion is sway, roll, and yaw can be
obtain as shown in Eqs. (8.8) to (8.10) below. Similar to Eq. (8.1), these equations
were written about the origin of the seakeeping coordinate system described in
Section 2.1. The vertical position of the center of gravity is taken into consideration
using the generalized mass matrix defined in Eq. (2.47). More details on deriving
these equations can be found in Section 10.9.3 of Faltinsen (2005).

(M +A22)
d2η2
dt2

+B22
dη2
dt

+ (−MzG +A24)
d2η4
dt2

+

B24
dη4
dt

+A26
d2η6
dt2

+ (−MU +B26)
dη6
dt

= F2

(8.8)

(−MzG +A42)
d2η2
dt2

+B42
dη2
dt

+ (I44 +A44)
d2η4
dt2

+B44
dη4
dt

+

C44η4 + (−I46 +A46)
d2η6
dt2

+ (MzGU +B46)
dη6
dt

= F4

(8.9)
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A62
d2η2
dt2

+B62
dη2
dt

+ (−I64 +A24)
d2η4
dt2

+

B64
dη4
dt

+ (I66 +A66)
d2η6
dt2

+B66
dη6
dt

= F6

(8.10)

It must be noted that C44 = ρg�GM only represents the hydrostatic restoring
moment in roll, where � is the under water volume of the vessel, and GM is the
transverse metacentric height. The hydrodynamic restoring coefficients were ac-
counted for through the added mass coefficients in the present calculation method.
Therefore, C24 and C64 were set to zero.

Following the procedure presented in Section 8.3.1, we assume zero excitation
forces and a est solution form, where s is a complex number. Then, we can write
η̇2 = η̇2ae

st, η4 = η4ae
st, and η̇6 = η̇6ae

st, where subscript a represents the ampli-
tude of the quantity. By substituting these into Eqs. (8.8) to (8.10), the following
equation system for sway, roll, and yaw is obtained.⎡⎢⎢⎣

(M +A22) s+B22 (−MzG +A24)s
2 +B24s . . .

(−MzG +A42) s+B42 (I44 +A44)s
2 +B44s+ C44 . . .

A62s+B62 (−I64 +A64)s
2 +B64s . . .

. . . A26s+ (−MU +B26)

. . . (−I46 +A26)s+ (MzGU +B46)

. . . (I66 +A66) s+B66

⎤⎥⎥⎦
⎡⎢⎣η̇2aη4a

η̇6a

⎤⎥⎦ =

⎡⎢⎣00
0

⎤⎥⎦
(8.11)

Setting the determinant of Eq. (8.11) to zero results in a fourth order polyno-
mial, which is called the dynamic system’s characteristic polynomial or the stability
polynomial (Eq. (8.12)). The roots of this polynomial describes the dynamic sta-
bility of the system.

C4s
4 + C3s

3 + C2s
2 + C1s+ C0 = 0 (8.12)

Similar to Eq. (8.3), if a complex root has a positive real part, then the response of
the system grows with time, which leads to instability. On the other hand, if the
real part of all the four possible roots are negative, it means that the amplitude of
the response decays with time, and the freely oscillating system is stable. Then,
the possible free-system’s response frequencies are dictated by the imaginary parts
of this polynomial’s roots. Since the polynomial is of fourth order, two pairs of
complex conjugate roots, and consequently two different frequencies, are expected.
A discussion on the consequences of having two free-system’s response frequency
is presented in the following section.

8.4.2 Analysis

As discussed in Section 8.3.2, the hydrodynamic coefficients must be transferred to
the seakeeping coordinate system of the vessel, considering the longitudinal location
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of the center of gravity. Using the notation presented in Figure 8.9, the transformed
coefficients are presented in Eq. (8.13).

A26 = A′
26 − x′

GA
′
22 B26 = B′

26 − x′
GB

′
22

A46 = A′
46 − x′

GA
′
42 B46 = B′

46 − x′
GB

′
42

A62 = A′
62 − x′

GA
′
22 B62 = B′

62 − x′
GB

′
22

A64 = A′
64 − x′

GA
′
24 B64 = B′

64 − x′
GB

′
24

A66 = A′
66 − x′

GA
′
62 − x′

G(A
′
26 − x′

GA
′
22)

B66 = B′
66 − x′

GB
′
62 − x′

G(B
′
26 − x′

GB
′
22)

(8.13)

Figure 8.19 shows the stability graph (left) and the root locus plot (right) for
the semi-displacement model presented in Section 8.2.1, using a coupled sway, roll,
and yaw dynamic stability analysis. Similar to the sway-yaw analysis, the present
simplified model predicts no instability for the assumed system. As discussed for
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Figure 8.19: (Left): Sway-roll-yaw dynamic stability graph for the sample semi-
displacement vessel, Black area: unstable, White area: stable (stable every where),
Dashed lines: computational domain, Circles: free-system’s response frequency
governed by the first root(sway-yaw), Squares: free-system’s response frequency
governed by the second root(roll). (Right): Corresponding root locus plots, s: root
of the dynamic system’s characteristic equation, Froude numbers are shown on the
curve.

the sway-yaw analysis, the dynamic system’s characteristics depend on the re-
sponse frequency. This means that in reality, the free dynamic system responds
in the frequency, which is used for determining the hydrodynamic coefficients. In
the sway-yaw analysis, this frequency was unique at each Froude number and has
been found by an iterative procedure. However, as mentioned in Section 8.4.1, two
different frequencies are obtained from the roots of the polynomial in Eq. (8.12).
Therefore, in a sway-roll-yaw analysis, two values are obtained for a frequency at
each Froude number. Therefore, the present analysis in the frequency domain can
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not be used to capture the response of the free-system due to the coupling between
these two frequencies (or roots). A time-domain analysis, using the convolution in-
tegrals, must be used instead. Here, we shall continue with our frequency domain
analysis by assuming a linear decomposition of the free-system’s responses. Two
separate iterative procedures were used to calculate the free-system’s response fre-
quencies from the two roots. Then, the presented values refer to the free-system’s
response frequency, if it is governed by the first or the second root only.

The two response frequencies for the free-system is presented with circles and
squares in Figure 8.19. The circles, which correspond to the imaginary parts of
the first roots, follow the pattern of the sway-yaw dynamic system by changing
the Froude number. However, the imaginary parts of the second roots, represented
by squares, is almost independent of the Froude number and have higher values.
Comparing these two sets of frequencies, it is possible to conclude that the first
set of frequencies (circles) is related to the oscillatory motion in sway and yaw,
while the second set (squares) refers to the oscillatory motion in roll. This is in
agreement with the results presented by Lewandowski (2003) for the frequencies of
a planing vessel, using frequency-independent empirical hydrodynamic coefficients.

8.4.3 Sensitivity study

Following the procedure used in Section 8.3.3, a sensitivity study was performed for
the parameters involved in a coupled sway-roll-yaw dynamic system. The coupling
of the hydrodynamic coefficients were neglected here in order to simplify the prob-
lem. The analysis presented here is very limited due to complexity of the problem.
Further investigations are required on this matter, considering the dependencies
of the parameters, in order to clarify the roles of each parameter on the dynamic
stability of a realistic vessel.

Added mass coefficients

Figure 8.20 shows the instability predictions by changing the added mass coeffi-
cients, where the black squares means the system has at least one unstable root
in the Fn − ω plane. Based on the data in Figure 8.20, varying the added mass
coefficients up to 10% of theirs original values does not introduce unstable roots
into the system. The dynamic stability seems to be sensitive to the added mass
terms in roll and sway, as well as their cross coupling terms. Moreover, the in-
crease in the system’s sensitivity to A22 is interesting to point out. While in the
sway-yaw analysis, the system did not become unstable with 20% reduction in A22,
the present sway-roll-yaw analysis suggests otherwise. This can be related to the
importance of the roll induced instability. An investigation on the role of each
added mass coefficient is left for the future studies.
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Figure 8.20: Influence of the added mass coefficients on dynamic stability in sway-
roll-yaw, Black squares: an unstable system, White squares: a stable system.

Damping coefficients

A preliminary analysis on the influence of the damping coefficients is presented
here. Figure 8.21 shows the instability predictions by changing the damping coef-
ficients, where the black squares means the system has at least one unstable root
in the Fn − ω plane. The sensitivity of the system’s dynamic stability to the
damping coefficients presented in Figure 8.21 suggests a complicated picture. The
importance of the cross coupling terms in sway-roll and yaw-roll are interesting to
notice.

Figure 8.21 suggests that reducing B22 by as little as 8% makes the system un-
stable. However, by looking at Figure 8.2, it is possible to conclude that the present
numerical method, like other potential flow solutions, already under-predicts B22.
It was shown in Section 6.3 that at zero-frequency limit, these differences can be
associated with the linearized cross-flow drag. This effect was neglected in the
present analysis. Increasing Froude number, reduces the importance of this effect.
It must be noted that the variation of the damping coefficients are presented inde-
pendently, while the coupling of the coefficients can be important. For instance, by
improving the calculation of the damping coefficients, not only B22 will be changed,
but B66, B44 and other relevant damping terms will also be modified.

Another important damping term is B44. Although it is of second-order, the
influence of the viscosity is important in determining the damping coefficients in
roll. Moreover, a discrepancy between B44 of a vessel and a flat plate is expected.
Figure 8.22 shows how the free-system’s response frequencies, and the root locus
plots, are changing by varying B44. As expected, the influence of this variation
on the response frequencies in sway and yaw are negligible. However, the roll
response frequency is decreasing by increasing B44. The root locus plot shows
that by decreasing B44, the short branch related to the roll motion crosses the
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Figure 8.21: Influence of the damping coefficients on dynamic stability in sway-
roll-yaw, Black squares: an unstable system, White squares: a stable system.

imaginary axis into the right hand side, which leads to instability. On the other
hand, by increasing B44 this branch lengthens and bends towards the real axis,
while crossing the branches related to the sway-yaw motion. Lewandowski (2003)
showed that for a realistic planing hull, the roll-related branches bend towards and
connect to the real axis, somewhere after the connection of the sway-yaw branches.
As will be presented in the next section, the connection point of the roll-motion
branches to the real axis, which is related to the maximum roll response frequency,
can be moved by changing the vertical location of the vessel’s center of gravity.
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Location of the center of gravity

A preliminary investigation on the longitudinal and vertical position of the center
of gravity, as well as metacentric height, is presented here. At first the influence of
the longitudinal position of the center of gravity was investigated independently.
Figure 8.23 shows the variation of the free-system’s response frequencies and the
root locus branches, by moving the center of gravity longitudinally. As expected,
the changes in the roll-related frequencies are negligible. However, the sway-yaw
related frequencies are changing considerably by moving the center of gravity, es-
pecially towards the stern. Similar to the sway-yaw analysis, moving the vessel’s
center of gravity towards the bow improves the dynamic stability.
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Figure 8.23: Influence of the longitudinal location of the center of gravity on sway-
roll-yaw dynamic stability. (Left): Root locus plot, s: root of the dynamic system’s
characteristic equation, (Right):Free-system’s response frequencies. x′

G: longitudi-
nal position of the center of gravity from mid-ship, positive towards vessel’s aft.

Investigating the influence of the other parameters, such as GM (metacentric
height), is important; especially when the roll motion is included. Metacentric
height is defined as the vertical distance between the vessel’s metacenter and the
center of gravity. The vertical position of the center of gravity is usually defined
by the distance from the vessel’s keel (KG). If we define the vertical distance of
the metacenter from the keel to be KM , we can write,

GM = KM −KG (8.14)

Then, the restoring moment in roll for a small heel angle θ, can be defined as below.

F4 = ρg �GM sin θ (8.15)

A positive GM is required for a system to be statically stable in roll. The restor-
ing coefficient in roll is obtained by linearizing Eq. (8.15) for small heel angles.
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Then, GM and zG in Eq. (8.11) for sway-roll-yaw dynamic stability analysis can
be written in terms of KM and KG as follows,

C44 = gρ� (KM −KG) zG = KG−D (8.16)

where D is the vessel’s draft. The influence of these parameters on the system’s
dynamic stability can be studied by varying KM and KG. KG can be varied
independently, except from I44, as it represents the mass distribution in the vertical
direction. For the height of metacenter from the vessel’s keel, we can write,

KM =
Iw
� +KB (8.17)

where Iw is the second transverse moment of the water plane area, and BM is
the vertical distance of the center of buoyancy from the vessel’s keel. Therefore,
changes in KM represent changes in the shape and size of the vessel’s submerged
volume, which may affect the hydrodynamic terms as well. In the simplified analysis
presented here, the hydrodynamics of the problem was simplified to be similar to
the flow around a flat plate. Therefore, this dependency was neglected. However,
the mass of the vessel was kept constant. Therefore, the total submerged volume
was assumed to be constant. Allowing for a change in the vessel’s submerged
volume is directly linked to the changes in vessel’s total mass and draft, which can
not be neglected (see Section 6.4.3).

Figure 8.24 shows how the free-system’s response frequencies and the root locus
plots are changing by varying KM . The original value for KM is 1.44(m) in
full scale. Decreasing KM to less than KG immediately introduces roots into
the right hand side of the imaginary axis. This is expected, since the system
becomes statically unstable. Increasing KM up to two times the original value
does not change the sway-yaw related frequencies. However, increasing KM makes
the system more stiff in roll by increasing C44. Then, in analogy to a simple
mass-spring-damper system, the roll-related free-system’s response frequencies are
increased as well.

Figure 8.25 shows similar graphs for varying KG. The original values for KG
was assumed to be 1.35(m). Reducing KG increases GM , and consequently makes
the system more stiff in roll (see Eq. (8.14)). Having a high enough GM is suggested
in practice, in order to reduce the chance of dynamic instability induced by a
sudden list due to dynamic loss of GM (see Müller-Graf (1997)). Similar results to
what has been presented in Figure 8.24 are expected. Again the sway-yaw related
stability and the free-system’s response frequencies are not changing. However,
higher frequencies in roll are obtained for a lower KG. In addition, it seems that
increasing KG bends the roll-related branches towards the real axis. No instability
is predicted, by the root locus plots, due to variation of KG. However, the results
presented in Figure 8.26 suggest otherwise.

The stability graphs forKG = 0.95m and 1.0m are presented in Figure 8.26. An
unstable region between the Froude numbers of 0.8 and 1 is shown, which grows
by reducing KG. The linear extrapolation of values seems to create a smooth
expansion of the unstable area outside the computational domain and towards
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Figure 8.24: Influence of KM on sway-roll-yaw dynamic stability. (Left): Root
locus plot, s: root of the dynamic system’s characteristic equation, (Right):Free-
system’s response frequencies.
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Figure 8.25: Influence of KG on sway-roll-yaw dynamic stability. (Left): Root
locus plot, s: root of the dynamic system’s characteristic equation, (Right):Free-
system’s response frequencies.

the zero-frequency. Encountering instability by increasing GM is strange, since
based on the previous studies (e.g. Haarhoff and Sharma (2000) and Eda (1980))
increasing the metacentric height must lead to a more stable system. Looking at
Figure 8.26, it seems that the vessel becomes stable again after Froude number of
1.0. This possible scenario has been mentioned before by Haarhoff and Sharma
(2000).

Let us take a closer look at the unstable region using the stability graph and
root locus plot presented in Figure 8.27. The stability graph is extended to higher
frequencies in order to include the free-system’s response frequencies in roll. No
instability is predicted by the root locus plot. The instability belongs to a system
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Figure 8.26: Stability graphs showing the influence of KG on sway-roll-yaw dy-
namic stability. Black area: unstable, White area: stable, Dashed lines: computa-
tional domain, Circles: free-system’s response frequency governed by the first root
(sway-yaw), Squares: free-system’s response frequency governed by the second root
(roll).

constructed for a Froude number around 0.9 and an approximate non-dimensional
Frequency below 0.5. However, the imaginary parts of the unstable roots have much
higher frequencies. The narrow black area close to the roll-related frequencies in
Figure 8.27, shows the frequency of the unstable roots. In other words, the unstable
roots belong to a low frequency system, while their imaginary parts are close to
the high roll-related frequencies. This suggests that the instability is introduced
into the low-frequency sway-yaw due to the stiff dynamics of the system in roll.
Therefore, it is possible that this instability represents a non-oscillatory instability
in sway-roll, which is induced by an oscillatory motion in roll. In other words,
this analysis suggests that increasing GM by lowering the center of gravity can
have adverse effects on dynamic stability, as well as too low GM . However, it
is not possible to conclude about the system’s response in this condition. Further
investigations using a time-domain analysis are required to confirm this observation,
by considering the coupling between vessel’s modes of motion.

In the experiments introduced in Section 8.2.1, a calm water broaching incident
was reported at Froude number of 0.9. However, since exact vertical location of the
center of gravity in the experiments is not known, it is not possible to make an exact
comparison. The maximum stable Froude number predicted here is be lower than
0.9. However, the restriction in the yaw motion during the experiments maybe
the reason why an instability has not been detected at lower Froude numbers.
A new set of experiments is needed to clarify this matter. Although, no exact
comparison is possible, capturing an instability using the present linear analysis
with its simplified hydrodynamic model is promising.

Calm water broaching is the type of non-oscillatory instability which was re-
ported for instance by Müller-Graf (1997) and Eda (1980) to occur at high Froude
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Figure 8.27: Influence of KG on sway-roll-yaw dynamic stability. (Left): Stability
graphs, Black area: unstable, White area: stable, Dashed lines: computational
domain, Circles: free-system’s response frequency governed by the first root (sway-
yaw), Squares: free-system’s response frequency governed by the second root (roll).
(Right): Root locus plot, s: root of the dynamic system’s characteristic equation,
Froude numbers are shown on the branches.

number, due to low GM . From the results presented in Figures 8.24 and 8.25,
it seems that the expected coupling between the roll motion and the sway-yaw
motion, which was mentioned by Eda (1980) and Haarhoff and Sharma (2000) for
conventional vessels, can not be captured by this analysis. By taking a closer look
at the values, it became clear that as soon as the system becomes statically unsta-
ble in roll, i.e. zero or negative GM , the sway-roll-yaw stability analysis predicts
instability for all the Froude numbers. However, as long as the system was stat-
ically stable in roll, reducing GM was not changing the predicted instability. It
must be noted that the instability scenario described for instance by Eda (1980)
is started due to a large heel angle, which comes from a small restoring moment
in roll. For high-speed vessels, the initial restoring moment can be reduced due
to hydrodynamic pressure. This reduction comes from the change in the shape of
the vessel’s submerged volume due to trim and lift/sinkage. Then, the vessel’s list
angle must be increased in order to provide the system with enough roll restoring
moment (see Werenskiold (1993)).

Eda (1980) mentioned the importance of the roll-induced yaw moment in roll-
induced dynamic instability. Using a hull-form-camber-line method, he showed
that the roll-induced yaw moment increases by increasing the roll angle. Although
the linear hydrodynamic coupling terms of roll in yaw and sway were considered
here, it seems that the problem must be solved by considering the changes in the
hydrodynamic coefficients due to a constant heel angle. It has been observed, also
during the investigations presented in Section 7.3, that for a semi-displacement
vessel, the changes of the submerged volume due to heel angle are important in
calculation of the hydrodynamic forces. However, the dependency of the hydro-
dynamic coefficients in sway and yaw, to the variations of the vessel’s submerged
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volume due to heeling, were neglected here. Moreover, the influence of trim and
sinkage must not be forgotten. On the other hand, the simplified model of a flat
plate can not be used to capture these couplings and a detailed representation of
the vessel’s surface is required. In addition, as Faltinsen (2005) mentions, when the
ship speed increases, the importance of the hydrodynamic restoring coefficients will
increase. In the present calculations, these coefficients are hidden in the relevant
added mass terms. However, correct estimations of these values require solving the
flow around the actual ship and not the simplified flat plate.

8.5 Conclusions

A simplified dynamic stability analysis of a monohull semi-displacement vessel was
presented in this chapter. Both coupled sway-yaw and sway-roll-yaw equations of
motions were considered. It was shown that the linear dynamic stability analysis,
even by simplifying the vessel’s hydrodynamics to a plate, can predict the existence
of the dynamic instability similar to what has been observed in the experiments.
However, an exact comparison was not possible due to lack of data. Improvements
of the hydrodynamic modeling by considering the changes in the vessel’s draft due
to variation of keel-line, sinkage, and trim can be important. However, replac-
ing the simplified model of a flat plate with the actual semi-displacement vessel
needs further investigations. A series of attempts on this matter was presented in
Chapter 7.

Sway-yaw dynamic stability analysis for the selected semi-displacement vessel
did not predict an instability. An uncoupled sensitivity study was performed in
order to investigate the dependency of the system’s dynamic stability on different
hydrodynamic coefficients. A series of stability graphs and root locus plots were
presented. It was shown that the added mass and damping coefficients have im-
portant influence on the free-system’s response frequencies. The influence of the
longitudinal position of the center of gravity on dynamic stability was investigated.
The present simplified analysis confirmed that moving the center of gravity towards
bow improves the system’s dynamic stability. Further sensitivity investigations by
considering the couplings between the hydrodynamic coefficients were left for future
work.

Sway-roll-yaw dynamic stability analysis of the assumed system showed no sign
of instability either. Two sets of free-system’s response frequencies were obtained,
by independent iteration of the roots for sway-yaw and roll motion. Sensitivity
study for the added mass and damping coefficients showed a complicated picture,
especially for the cross-coupling damping terms. The influence of the longitudinal
position of the center of gravity was shown to be similar to the one from sway-yaw
analysis.

The sensitivity study on KM showed that increasing KM increases the free-
system’s response frequencies in roll. Moreover, increasing GM by decreasing KG
creates an unstable region in the Fn− ω plane. The unstable roots belonged to a
system with low frequency, however, their imaginary parts were close to the free-
system’s response frequencies in roll, which were much higher. This suggested a
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possible low-frequency or non-oscillatory instability in sway-yaw, which was in-
duced by a motion in roll of a stiff system. This was not expected, since the
loss of steady restoring moment in roll was believed to be the main reason behind
the instability problem. Further systematic investigations on the properties of the
equation system’s roots are required to confirm the validity of these observations.
Moreover, the coupling between the two free-system’s response frequencies must be
investigated by means of convolution methods in the time-domain. In addition, the
coupling between the hydrodynamic coefficients must be considered for a practical
sensitivity analysis, as well as, a complete representation of the vessel’s submerged
volume including the vessel’s sinkage,trim, and heel angle.



Chapter 9

Summary and Future Works

Sea-keeping -in particular dynamic stability- is an important issue in the design
and operation of high-speed vessels. Among other types of instabilities, monohull
semi-displacement vessels can suffer from a non-oscillatory dynamic instability in
sway, roll, and yaw known as calm water broaching. This type of instability is char-
acterized by a large roll and yaw angles, which may lead to capsizing. According to
Müller-Graf (1997), this type of instability may be initiated by a change in the roll
or yaw angle. If the instability is initiated by the roll angle, it is associated with
the loss of static restoring moment in roll due to hydrodynamic effects, as reported
by Eda (1980) and discussed by Haarhoff and Sharma (2000). Predicting this type
of instability was a goal of the present study.

9.1 Summary and conclusions

The linear dynamic stability of coupled equations in sway-yaw and sway-roll-yaw
was chosen for investigating the calm water broaching instability of monohull
semi-displacement vessels at high forward speed. The hydrodynamics of semi-
displacement vessels had to be solved first in order to obtain the required hydro-
dynamic coefficients for establishing the dynamic model.

Mathematical Formulation

Linear potential theory was used for calculating the hydrodynamic coefficients. A
linearized mathematical representation of the potential-flow problem about mean
forward speed was presented in the seakeeping coordinate system. The body and
free-surface boundary conditions were linearized about the mean free-surface and
body position. Linearized equations of motion for the vessel in six degrees of free-
dom were presented. Hydrodynamic forces were calculated by pressure integration,
and the force was presented in terms of linearized added mass and damping co-
efficients. Selected viscous effects were included in the potential-flow calculations
indirectly when their roles were significant. The numerical calculations are based
on the boundary integral method.

221
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Numerical Implementation

A three-dimensional potential flow solver based on the Rankine panel method was
developed for solving steady-state and time-varying problems. Different discretiza-
tion methods, such as constant and Lagrangian shape functions, were implemented.
A newly-developed computer program made the solution of the discretized bound-
ary integral formulations possible in an abstract form, independent of the dis-
cretization scheme. In this way, potential flow problems with different boundary
integral formulations could be implemented easily. Moreover, different discretiza-
tion schemes could be used alternatively in solving a problem, which made the
comparison of different methods practical.

Methods for satisfying the radiation boundary condition and handling the free-
surface truncation were presented. It was argued that, for higher forward speeds,
the problem could be viewed as a hyperbolic problem with elliptic dependency.
Therefore, the direction of differentiation had to be in agreement with the direc-
tion of the physical data flow. Upstream differentiation was considered as a method
which can be helpful in obtaining physical and stable results by satisfying this con-
dition. Damping zones were used to absorb the waves generated by the vessel’s
oscillations at lower Froude numbers. Numerical grid generation methods for con-
trolling the grid point distribution and the discretization of the boundary surfaces
were presented. It was discussed that the elements’ shapes and the density of the
collocation points are important in obtaining a reliable and efficient solution.

Evaluation of Discretization Methods

The numerical properties of different discretization methods were systematically
investigated using semi-discrete Fourier analysis. Propagation of a wave on a dis-
cretized surface with uniform elements was studied. The numerical dispersion and
damping of different numerical schemes were discussed by comparing the contin-
uous and discrete forms of dispersion relation. Problems with and without for-
ward speed were considered. The combinations of discrete-space continuous-time,
continuous-space discrete-time, and discrete-time and space were considered in or-
der to investigate the influence of each discretization separately. It was shown
that different numerical and differentiation schemes may be suitable for different
problems. Moreover, the presence and magnitude of the forward speed was im-
portant for choosing the correct numerical scheme. In addition, the nature of the
numerical instabilities in boundary integral methods was to some degree governed
by the forward speed. The present numerical scheme was investigated using the
aforementioned method, and estimates of expected damping and dispersion errors
are obtained.

Non-separated Flows

The problem of a heaving semi-submerged sphere was solved in time-domain by
means of linear theory. Infinite water depth was assumed. The values of heave
added mass and damping were obtained by Fourier transform of the time-domain
results for different frequencies and compared to the semi-analytical results by
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Hulme (1982). A damping zone was introduced around the circular free-surface
domain in order to absorb the generated waves. The agreement of the results
was satisfactory. Then, the diffraction problem of a vertical circular cylinder in
waves was solved using the time-domain solver. The damping zone and circu-
lar free-surface domain were adopted. The results for diffraction potential and
free-surface elevation gave satisfactory agreement with the analytical method by
Havelock (1940).

The velocity potential induced by a Kelvin source traveling under the free-
surface was solved using the steady-state solver and compared with the existing
analytical results. Additionally, the computed free-surface elevation around an ad-
vancing Wigley hull was compared to existing numerical and experimental data.
Forced heave oscillations of an advancing Wigley hull and Series-60 vessel were
solved in the time domain. The results were compared with existing numerical
and experimental data in terms of heave added mass and damping. The perfor-
mance and accuracy of the present numerical scheme was then established to be
satisfactory, whit in the limitations of a linearized formulation.

Tail-separated Flows

The trailing edge flow separation was included using a linearized vortex sheet. The
flow around a high aspect ratio foil in infinite fluid was solved. The Kutta con-
dition was satisfied at the trailing edge using the method presented by Faltinsen
and Pettersen (1983) and later used by Kristiansen (2009). The pressure coeffi-
cient around the mid-section was compared to experimental values for a 2D foil.
Although linear pressure was used for satisfying the Kutta condition, the second
order pressure terms played an important role, especially around the leading edge.

The steady problem of an advancing surface-piercing flat plate with a small
drift angle was studied next. The Kutta condition at the plate’s trailing edge was
satisfied using a linearized vortex sheet. The inconsistency between the linearized
free-surface boundary condition and the Kutta condition at the intersection of
the free-surface and the plate’s trialling edge was addressed. The hydrodynamic
transverse force and yaw moment were calculated and compared with existing nu-
merical and experimental data. The difference between the experimental data and
the present computations was associated with the cross-flow separation. The wave-
making and viscous forces in the transverse direction were separated, in analogy
to the Froude hypothesis. A 2D+t cross-flow drag model was used to calculate
the transverse force due to bottom-tip flow separation. The free-surface boundary
condition was simplified by using a rigid wall condition in the 2D+t method, i.e.
the cross-flow vortex and free-surface wave interactions were neglected. A constant
increase in the non-dimensional transverse force was obtained using this method.
Comparisons suggested that the present assumptions yield good agreement with
the experimental data up to a relatively high Froude number (Fn = 1). Moreover,
the influence of cross-flow drag on yaw moment was shown to be negligible. The
influence of plate thickness, taper angle, and draft were studied. In addition, the
importance of non-linearities was investigated by comparing the first and second
order transverse force and yaw moment.
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Next, the unsteady problem of a swaying and yawing surface-piercing flat plate
in forward motion was considered. The time-varying vortices generated at the
plate’s tail were propagating along a linearized vortex sheet. The hydrodynamic
forces and coefficients were calculated and compared with existing numerical and
experimental data. The dependence of the coefficients on Froude number and
oscillation frequency were investigated. It was confirmed that the coefficients are
frequency dependent for lower Froude numbers, and independent of frequency for
higher speeds. The cross-flow drag seemed to be important, especially at the lower
frequencies and Froude numbers, while its relative importance decreases at higher
frequencies and Froude numbers. The present results were in acceptable agreement
with experimental data. The present 3D results with vortex sheet were also in
good agreement with Chapman (1975) calculations using a 2D+t method. The
downstream flow dose not have any effect on the upstream solution in the 2D+t
method, while the correct propagation of the generated vortices to the downstream
was essential for an acceptable solution in the present 3D method.

Hydrodynamics of Semi-displacement Vessels

The flow behind the dry transom stern of a semi-displacement vessel was solved us-
ing a hollow-body model. The two-dimensional semi-analytical solution by Faltin-
sen (2005) for the flow in the vicinity of a dry transom stern was combined with
numerical grid generation methods and developed for three-dimensional flows. An
iterative scheme was used to minimize the pressure and capture the free surface
behind the dry transom stern. The model was validated by solving for the steady
forward motion of a semi-displacement vessel and comparing the free-surface ele-
vation and distribution of the vertical force along the vessel. It was shown that
the present model can capture the drop in the steady vertical force at the transom
stern due to atmospheric pressure. This was not possible in the previous studies
based on the 2D+t method due to the nature of the numerical scheme.

The forces on a semi-displacement vessel with fixed drift angle on a straight
course were considered. The hollow-body model was further developed to capture
the asymmetric free-surface shape behind the dry transom stern of a monohull semi-
displacement vessel with fixed drift angle. The vessel’s heel, trim, and sinkage were
included in the calculations from the experimental data. A sensitivity study was
performed on the transom stern hollow iteration parameter as well as measured
heel, trim, and sinkage. Varying trim, heel, and sinkage of the vessel, considering
the order of magnitude of the measurements’ accuracy, had no significant influence
on the resulting force and yaw moment. The same conclusion was drawn for the
hollow iteration parameter. Corrections due to viscous effects are added to the
transverse force using a 2D+t cross-flow drag model. The ship hull was simplified
to have circular cross-sections. A rigid free-surface condition was assumed. The
cross-flow separation captured by this simplified model was shown to be able to
explain the difference between experimental and numerical data. However, captur-
ing the correct yaw moment turned out to be difficult. A more detailed cross-flow
model, including the actual form of the ship sections, was needed to improve the
estimations. Moreover, the cross-flow vortex and free-surface interactions, as well



9.1. Summary and conclusions 225

as flow non-linearities, may matter at higher Froude numbers and drift angles.

Heave oscillations of a monohull semi-displacement vessel with high forward
speed was solved in the time domain. The hollow-body model was used to satisfy
the free-surface boundary condition behind the transom stern. The unsteady flow
was linearized around the obtained steady hollow surface. The boundary condition
on the hollow surface was modified to allow the oscillatory flow to pass. The free-
surface boundary condition for oscillatory flow was satisfied by means of an iterative
scheme. The distribution of heave added mass and damping was calculated and
compared to existing experimental and numerical data. The present 3D model
was able to capture the sharp change in the values of these quantities close to
the transom stern. Capturing this behavior at lower frequencies was, however,
troublesome due to the increased unsteady variation of the hollow body’s shape.

Dynamic Stability Analysis

A preliminary dynamic stability analysis for a monohull semi-displacement vessel
in sway and yaw was presented. Hydrodynamics of the semi-displacement vessel
were simplified to be similar to a flat plate. Then, the forces acting on a free-
surface-piercing flat plate in forced sway, roll, and yaw oscillations were presented
in terms of added mass and damping coefficients. Using these obtained coefficients,
the coupled dynamic equations in sway and yaw were established for each frequency
and Froude number pair. The roots of the free dynamic system were then studied
in order to investigate the vessel’s dynamic stability.

A narrow monohull semi-displacement vessel with reported dynamic instability
issues in sway-roll-yaw was chosen for validation. It was shown that the simplified
sway-yaw analysis did not predict a dynamic instability. On the other hand, the
sway-roll-yaw analysis predicted a dynamic instability in the vicinity of the Froude
number where the instability has been observed in the experiments. It was shown
that the unstable roots belonged to a system with low frequency, while their imag-
inary parts were close to the free-system’s frequencies in roll, which were much
higher. This suggested a possible low-frequency or non-oscillatory instability in
sway-yaw, which was induced by the roll motion of a stiff system. However, based
on the presented linear analysis in the frequency domain, it was not possible to con-
clude about the behavior of the system. Moreover, the exact vertical location of
the center of gravity (KG) in experiments was needed to confirm this observation.

In the experiments, no instability was reported at Fn = 0.8, while the analysis
suggested that the vessel may become unstable even at lower Froude numbers de-
pending on KG. The delay in the onset of instability might be associated with the
slight yaw restraints in the experiments. Independent sensitivity analysis showed
that the instability and the free-system’s response frequencies were sensitive to the
added mass and damping coefficients. The cross-coupling damping terms in sway-
roll and sway-yaw were particularly important in sway-roll-yaw analysis. Varying
the longitudinal position of the center of gravity confirmed that moving the center
of gravity towards the bow improves the vessel’s dynamic stability. The sensitivity
study on KM did not suggest that the dynamic instability in sway-yaw was sen-
sitive to the value of GM as long as it was positive; this result might be due to
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the simplification in hydrodynamics from a semi-displacement vessel to a flat plate.
The dependence of the sway and yaw hydrodynamic coefficients on the quasi-steady
heel angle was needed for more investigations.

9.2 Suggestions for future works

The present studies can be pursued further in many different areas; several are
presented here.

• The semi-discrete Fourier analysis can be developed further in order to in-
clude non-uniform grids. This is important in investigating the influence of
grid non-uniformities on the numerical properties of a discretization method.
Moreover, the influence of an external forcing function such as a surface-
piercing body can be studied. Further numerical simulations for validating
the findings of the Fourier analysis would be interesting.

• Higher-order boundary conditions can be implemented using the current nu-
merical tool. In particular, a fully non-linear steady problem and linearization
of the unsteady flow around the non-linear steady flow can be pursued.

• The transient drag coefficient on a plate in start-up flow with and without
free surface needs further study using a 2D time-domain Navier-Stokes solver.
The findings of such a study can be combined with the present 3D potential
flow solution to obtain better cross-flow drag estimations using a 2D+t cross-
flow model.

• The bottom-tip flow separation can be included using a linearized horizontal
vortex sheet in both the steady and unsteady problems.

• The 2D+t cross-flow calculations for a semi-displacement vessel can be fur-
ther developed using a 2D time-domain Navier-Stocks solver. In this way,
the exact shape and transient change of ship sections can be taken into con-
sideration.

• An iterative body-dynamic solver can be added to the program in order to find
the equilibrium position of the vessel based on the calculated hydrodynamic
forces.

• The development of the hollow-body model for capturing the dry transom
stern effects must be pursued further in order to include sway and yaw os-
cillations. An experimental investigation of the sway and yaw added mass
and damping of a semi-displacement vessel with forward speed can be very
valuable in this regard.

• The coupling between quasi-steady heel angle and hydrodynamic forces in
sway and yaw must be investigated in order to obtain a better model for the
roll-induced dynamic instability. The actual shape of the vessel may be an
important factor to take into account.
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• A more detailed sensitivity study considering the couplings between vessel
geometry and hydrodynamic coefficients can be pursued. One could examine
the dependence of hydrodynamic coefficients on changes in the vessel’s geo-
metrical parameters, how these changes can be realized in practice, and the
consequences of them.

• Further improvements of a vessel’s dynamic stability using stabilizers or con-
trol of steering units can be suggested for further investigations. A maneu-
vering and control model can be added to the dynamic system in order to
assess the dynamic stability properties of a more realistic model. Moreover,
one could make an attempt to identify the destabilization process.
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Appendix A

Lagrangian polynomials and
shape functions

A.1 4-points linear elements

Nj(ξ, η) =
1

4
(1 + ξjξ)(1 + ηjη) (A.1)
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Figure A.1: 4-points linear panel

A.2 8-points quadratic elements

Nj(ξ, η) =
1

4
(1 + ξjξ) (1 + ηjη)(−1 + ξjξ + ηjη) for j = 1, 3, 5, 7

Nj(ξ, η) =
1

2
(1 + ξjξ + ηjη)

(
1− ξ2j η

2 − η2j ξ
2
)

for j = 2, 4, 6, 8

(A.2)

241



242 Lagrangian polynomials and shape functions

�

�

1 3 

5 7 

1 

1 

0 

2 

4 

6 

8 

5

6

7

4

8

3

2

1

Figure A.2: 8-points quadratic panel

A.3 9-points quadratic elements

Nj(ξ, η) =
1

4
(ξ + ξj)(η + ηj)ξη for j = 1, 3, 5, 7

Nj(ξ, η) =
1

2

(
1− ξ2j η

2 − η2j ξ
2
)

(ηjη(1 + ηjη) + ξjξ(1 + ξjξ)) for j = 2, 4, 6, 8

Nj(ξ, η) =
(
1− ξ2

) (
1− η2

)
for j = 9

(A.3)
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Figure A.3: 9-points quadratic panel
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A.4 12-points cubic elements

Nj(ξ, η) =
1

32
(1 + ξjξ)(1 + ηjη)

(
9(ξ2 + η2)− 10

)
for j = 1, 4, 7, 10

Nj(ξ, η) =
9

32
(1 + ηjη)(1− ξ2).(1 + 9ξjξ) for j = 2, 3, 8, 9

Nj(ξ, η) =
9

32
(1 + ξjξ)(1− η2)(1 + 9ηjη) for j = 5, 6, 11, 12

(A.4)
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Figure A.4: 12-points cubic panel
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Appendix B

Fourier transformations

In this appendix the definitions and mathematical formulations needed for the
analysis in Chapter 4 are presented.

B.1 Analytical solution for propagating waves in
3D

The velocity potential for a linear propagating wave in three-dimensional space and
in deep water can be presented as shown in Eq. (B.1) below.

φ =
gζa
ω

e|k|ze−i(ωt−kx cos θ−ky sin θ) (B.1)

Here ζa is the wave amplitude, ω is the wave frequency and k is the wave number
defined as k = 2π

λ , where λ is the wave length. If a propagating wave in arbitrary
direction on free surface is assumed, two wave numbers in x and y directions can
be defined. Let us choose θ to be the direction of wave propagation. Then the com-
ponents of wave number in x and y can be obtained as u = k cos θ and v = k sin θ
respectively. By substituting the velocity potential from Eq. (B.1) in Neumann-
Kelvin free-surface boundary condition Eq. (2.33) the so-called dispersion relation
is obtained.

g |k| − ω2 + 2Uωk cos θ − U2k2 cos2 θ = 0 (B.2)

Here U can be seen as a current in Earth-fixed or a forward velocity of a ship
in sea-keeping coordinate system. The roots of Eq. (B.2) represent the possible
existing waves on the surface. The analytical solutions for Eq. (B.2) for k > 0, i.e.
downstream waves is,

k =
g

2U2 cos2 θ

(
1 + 2τ cos θ ±

√
1 + 4τ cos θ

)
(B.3)

and for k < 0, i.e. upstream waves,

k =
g

2U2 cos2 θ

(
−1 + 2τ cos θ ±

√
1− 4τ cos θ

)
(B.4)
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where τ = Uω/g. From Eq. (B.4) one can conclude that upstream waves only
exist when τ < 1/(4 cos θ). In absence of forward speed or current the dispersion
relation simplifies to Eq. (B.5) below.

g |k| − ω2 = 0 (B.5)

For the waves generated by a moving disturbance with oscillations the dispersion
relation becomes,

g |k| − U2k2 cos2 θ = 0 (B.6)

The roots of dispersion relation in this case are,

|k| = g

U2 cos2 θ
(B.7)

Although the mathematical solution gives positive and negative wave numbers (i.e.
down- and upstream waves) in reality only downstream waves can exist. This is
known as radiation condition which must be added to the problem in order to get
the physical solution.

B.2 Fourier analysis

A summary of the tools needed for Fourier analysis is presented here.

B.2.1 Continuous Fourier transform

Continuous Fourier transform and its inverse is presented in Eqs. (B.8) and (B.9)
respectively.

φ̃(k, θ, ω) = F [φ] =

∞∫
−∞

∞∫
−∞

∞∫
−∞

φ(x, y, t)e−i(ωt−kx cos θ−ky sin θ) dx dy dt (B.8)

φ(x, y, t) = F−1
[
φ̃
]
=

1

8π3

∞∫
−∞

π∫
−π

∞∫
0

φ̃(k, θ, ω)ei(ωt−kx cos θ−ky sin θ)k dk dθ dω (B.9)

B.2.2 Semi-discrete Fourier transform

Fourier transform on discrete flat surface extended to infinity and time is presented
in Eq. (B.10).

φ̂(k, θ, ω) = F̂ [φ] = ΔxΔyΔt
∞∑

I=−∞

∞∑
J=−∞

∞∑
K=−∞

φ(IΔx, JΔy,KΔt)e−i(ωKΔt−kIΔx cos θ−kJΔy sin θ) (B.10)

Here Δx and Δy are the element’s span in x and y directions. Δt is time-step.
I, J,K are the indices of summation.
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B.2.3 Convolution theorem

Two-dimensional continuous convolution between two functions f and g defined
on a flat surface in xy-plane extending to infinity defined as shown in Eq. (B.11)
below.

(f ∗ g)(x) =
+∞∫∫
−∞

f(ξ)g(x− ξ) dξ dη (B.11)

Here ξ is the integral dummy variable. The discrete convolution is,

(f ⊗ g)(xi) = ΔxΔy

∞∑
j=−∞

f(xj)g(xi − xj) (B.12)

Convolution theorem states,

F̃ [(f ∗ g)(x)] = f̃(u, v)g̃(u, v) (B.13)

F̂ [(f ⊗ g)(xi)] = f̂(u, v)ĝ(u, v) (B.14)

B.2.4 Aliasing theorem

f̂(u, v) =
∞∑

K,L=−∞
f̃(u +

2πK

Δx
, v +

2πL

Δy
) (B.15)

f̂ approaches f̃ when Δx,Δy → 0.

B.2.5 Fourier transform of the Rankine source function

The Rankine source function which used as the Green function in this analysis is,

G(x, ξ) =
1√

(x− ξ)2 + (y − η)2 + (z − ζ)2
(B.16)

It is possible to write the above function as a function of the distance between the
two inputs as shown in Eq. (B.17). This form can be used to rewrite equations in
convolution form as will be shown later.

G(x, ξ) = G(x− ξ) =
1

|x− ξ| (B.17)

G is identical to G except for the inputs. The two input variables of G combined
into one in G. Here we will not consider this difference and use G to refer to both
functions keeping in mind that when convolution properties are needed the second
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form is used. Fourier transform of the source function is required for evaluation of
boundary element formulation. The transformation of Rankine source function is,

F̃ [G(x− ξ)] =

∞∫
−∞

∞∫
−∞

1√
(x− ξ)2 + (y − η)2 + (z − ζ)2

eiu(x−ξ)+iv(y−η) d(x−ξ) d(y−η)

(B.18)

Here u and v are the wave numbers in x and y direction respectively. Then k =
(u, v) is the wave number vector and |k| =

√
u2 + v2 is the magnitude of wave

number. The absolute value is an indication that the wave number itself could be
positive or negative which indicates the propagation direction of wave. By use of
the following coordinate transformation,

x− ξ = r cos θ y − η = r sin θ (B.19)

Eq. (B.18) can be written as,

F̃ [G(x− ξ)] =

∞∫
0

2π∫
0

1√
r2 + (z − ζ)2

eiur cos θ+ivr sin θr dr dθ (B.20)

We start by integrating the θ-dependent part. Let us define an auxiliary angle α
which satisfies,

cosα =
u√

u2 + v2
sinα =

v√
u2 + v2

(B.21)

Substituting α in θ-dependent part of the integral in Eq. (B.20) we obtain,

2π∫
0

eir
√

u2+v2(cosα cos θ+sinα sin θ) dθ =

2π∫
0

eir
√

u2+v2 cos(θ−α) dθ (B.22)

It is known that,

2π∫
0

eir
√

u2+v2 cos(θ−α) dθ = 2πJ0

(
r
√

u2 + v2
)

(B.23)

where J0 is the Bessel function of zero order. Then,

F̃ [G(x− ξ)] = 2π

∞∫
0

r√
r2 + (z − ζ)2

J0

(
r
√

u2 + v2
)
dr (B.24)

Moreover,

∞∫
0

r√
r2 + a2

J0 (cr) dr =
1

c
e−|a|c (B.25)
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Therefore,

F̃ [G(x− ξ)] =
2π√

u2 + v2
e−|z−ζ|√u2+v2

(B.26)

If the Fourier transform is done in x instead of x− ξ we obtain,

F̃ [G(x− ξ)] =
2π√

u2 + v2
e−|z−ζ|√u2+v2

eiuξ+ivη (B.27)

Here the term eiuξ+ivη comes from the change in the reference system for defining
the wave-like behaviour of the function. This can also represent the collocation
point shift in Fourier transform based on x− ξ (by defining the collocation shift as
x+ε−ξ ). |z − ζ| can be interpreted as the distance for desingularization or raised
panels (Raven (1996) and Bunnik (1999)). A flat sea-bed can be added to the
formulation using |z − ζ| as well (see Kim et al. (2005)). Assuming no collocation
shift or desingularization,

G̃ =
2π√

u2 + v2
=

2π

|k| (B.28)

B.2.6 Fourier transforms of B-spline base functions

The centered B-spline bases functions (Eqs. (B.29) and (B.30)) are chosen for this
study due to their convolution properties. As discussed before B-spline elements
with b(1) is identical to the uniform quadrilateral constant elements. Moreover
b(2) relates to uniform linear elements using Lagrangian polynomials (HOBEM el-
ements) and coordinate transformation. Relating higher order Lagrangian-based
and B-spline-based elements is not straight forward. However, the study of higher-
order B-spline elements can be of interest to gain more insight regarding the im-
portance of discretization order.

b(1)(ξ) =

{
1 |ξ| ≤ Δx

2

0 otherwise
(B.29)

b(m)(ξ) =
1

Δx
b(m−1)(ξ) ∗ b(1)(ξ) = 1

Δx

+∞∫
−∞

b(m−1)(τ)b(1)(ξ − τ) dτ (B.30)

Here τ is the integral dummy variable. Using continuous convolution theorem
(Eq. (B.13)) the Fourier transform of b(m) becomes,

b̃(m) =
1

Δx
b̃(m−1)b̃(1) (B.31)

while for the first order base function we have,

b̃(1)(u) = Δx
sin uΔx

2
uΔx
2

(B.32)



250 Fourier transformations

therefore,

b̃(m)(u) = Δx

(
sin uΔx

2
uΔx
2

)m

(B.33)

The non-dimensional form of the Fourier transform of the base function is obtained
by substituting ū = uΔx

2π as follows.

b̃(m)(ū) = Δx

(
sinπū
πū

)m

(B.34)

For a 2D shape function of orders m and n we have,

B(m,n)(ξ, η) = b(m)(ξ)b(n)(η) (B.35)

The Fourier transform of the two-dimensional base function becomes,

B̃(m,n)(u, v) = ΔxΔy

(
sin uΔx

2
uΔx
2

)m(
sin vΔy

2
vΔy
2

)n

(B.36)

The non-dimensional form can be obtained by defining, ū = uΔx
2π and v̄ = vΔy

2π
while Λ = Δy/Δx is the element’s aspect ratio.

B̃(m,n)(ū, v̄) = Δx2Λ

(
sinπū
πū

)m(
sinπv̄
πv̄

)n

(B.37)

The discrete version of Eq. (B.36) can be obtained using the semi-discrete Fourier
transform and aliasing theorem as follows.

B̂(m,n)(u, v) = ΔxΔy
∞∑

K,L=−∞

(
sin uKΔx

2
uKΔx

2

)m(
sin vLΔy

2
vLΔy

2

)n

(B.38)

Here,

uK = u +
2πK

Δx

vL = v +
2πL

Δy

(B.39)

where K and L are integer indices for summation. Following Nakos (1990) the
semi-discrete Fourier transform of two-dimensional B-spline base function in non-
dimensional form is obtained as shown in Eq. (B.40) below.

B̂(m,n)(ū, v̄) =
Δx2Λ

π2
sinm (πū) sinn (πv̄)

∞∑
K,L=−∞

(−1)
mK+nL

(ū +K)
m
(v̄ + L)

n (B.40)
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B.2.7 Fourier transform of differential operators

Continuous operators

Derivatives can be calculated analytically if the unknown representation is smooth
enough. In this case the continuous Fourier transform of the differentiation opera-
tors are,

F
[
∂

∂x
f(x, y, t)

]
= iuf̃(u, v , ω) F

[
∂

∂t
f(x, y, t)

]
= −iωf̃(u, v , ω) (B.41)

Finite difference operators

In a case of discrete functions, finite difference operators can be used to calculate
derivatives numerically. It is possible to write Finite difference operator of various
orders in summation form as presented in Eq. (B.42) below.

∂f(x, t)

∂x

∣∣∣∣
xi

=
∞∑

j=−∞
d
(x)
j f(xi − xj , t)

∂f(x, t)

∂t

∣∣∣∣
ti

=
∞∑

j=−∞
d
(t)
j f(x, ti − tj)

∂2f(x, t)

∂x2

∣∣∣∣
xi

=
∞∑

j=−∞
d
(xx)
j f(xi − xj)

∂2f(x, t)

∂t2

∣∣∣∣
ti

=

∞∑
j=−∞

d
(tt)
j f(x, ti − tj)

∂2f(x, t)

∂x∂t

∣∣∣∣
xi,tn

=

∞∑
k=−∞

d
(t)
k

∞∑
j=−∞

d
(x)
j f(xi − xj , tn − tk)

(B.42)

The coefficients dj for different operators are summarized in Table B.1. It is
important to note that the finite difference operators in Eq. (B.42) have discrete
convolution form. Therefore, it is possible to calculate semi-discrete Fourier trans-
form of finite difference operators using discrete convolution theorem as follows.

F̂
[
∂f(x, t)

∂x

]
= F̂

[
1

Δx
d(x) ⊗ f

]
=

1

Δx
d̂(x)f̂ (B.43)

Here d(x) includes the element’s span parameter 1/Δx as listed in Table B.1. Let
us defined,

D̂(x) =
1

Δx
d̂(x) =

∞∑
j=−∞

d
(x)
j eijΔxu

(B.44)
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Table B.1: Coefficients for upstream Finite difference operators.For instance D
(x)
1

means first-order upstream finite difference operator in x.

FD Scheme d4 d3 d2 d1 d0 d−1

D
(x)
1

1
Δx× 0 0 0 -1 1 0

D
(x)
2

1
Δx× 0 0 1/2 -2 3/2 0

D
(x)
3

1
Δx× 0 -1/3 3/2 -3 11/6 0

D
(t)
1

1
Δt× 0 0 0 -1 1 0

D
(t)
2

1
Δt× 0 0 1/2 -2 3/2 0

D
(t)
3

1
Δt× 0 -1/3 3/2 -3 11/6 0

D
(xx)
1

1
Δx2× 0 0 1 -2 1 0

D
(xx)
2

1
Δx2× 1/4 -2 11/2 -6 9/4 0

D
(xx)
3

1
Δx2× 35/12 -26/3 19/2 -56/12 11/12 0

D
(tt)
1

1
Δt2× 0 0 1 -2 1 0

D
(tt)
2

1
Δt2× 0 2 -5 4 -1 0

D
(tt)
3

1
Δt2× 35/12 -26/3 19/2 -56/12 11/12 0

Then the semi-discrete Fourier transform of differentiation operators become,

F̂
[
∂f(x, t)

∂x

]
= D̂(x)f̂ =

⎡⎣ ∞∑
j=−∞

d
(x)
j eijΔxu

⎤⎦ f̂
F̂
[
∂f(x, t)

∂t

]
= D̂(t)f̂ =

⎡⎣ ∞∑
j=−∞

d
(t)
j e−ijΔtω

⎤⎦ f̂
F̂
[
∂2f(x, t)

∂x2

]
= D̂(xx)f̂ =

⎡⎣ ∞∑
j=−∞

d
(xx)
j eijΔxu

⎤⎦ f̂
F̂
[
∂2f(x, t)

∂t2

]
= D̂(tt)f̂ =

⎡⎣ ∞∑
j=−∞

d
(tt)
j e−ijΔtω

⎤⎦ f̂
F̂
[
∂2f(x, t)

∂x∂t

]
= D̂(x)D̂(t)f̂ =⎡⎣ ∞∑

j=−∞
d
(x)
j eijΔxu

⎤⎦⎡⎣ ∞∑
j=−∞

d
(t)
j e−ijΔtω

⎤⎦ f̂

(B.45)

B.3 Boundary integral formulation

Let us consider the linearized Neumann-Kelvin problem in boundary integral form
as presented in Eq. (4.3). Assuming the velocity potential to be represented by
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two-parameter B-spline base functions on a discrete free surface we obtain,

2π
∞∑

j=−∞
φj(t)Bj(xi)

(m) +
1

g

∞∫∫
−∞

⎡⎣ ∂2

∂t2

∞∑
j=−∞

φj(t)Bj(ξ)
(m)

⎤⎦G(xi, ξ) dξ dη+

2U

g

∞∫∫
−∞

⎡⎣ ∂2

∂t∂ξ

∞∑
j=−∞

φj(t)Bj(ξ)
(m)

⎤⎦G(xi, ξ) dξ dη+

U2

g

∞∫∫
−∞

⎡⎣ ∂2

∂ξ2

∞∑
j=−∞

φj(t)Bj(ξ)
(m)

⎤⎦G(xi, ξ) dξ dη = F

(B.46)

The derivatives in Eq. (B.46) must be dealt with in order to proceed further.
If a known time dependency is assumed for the velocity potential (for instance,
φj(t) = e−iωt) then time derivatives can be calculated analytically. In any case the
time derivative operators can be moved outside the integrals and dealt with later.
On the other hand the spatial derivatives can be calculated using numerical and
analytical methods. For instance the B-spline base function can be analytically
differentiated in-order to spatial derivatives. In this case the order of base function
(m) must be large than the order of the requested derivative. Using the fact that
the integral’s kernel vanishes at infinity, the ∂

∂ξ can be moved to source function and

be calculated analytically (Eq. (B.47)). Moreover, using the symmetry properties
of the source function, ∂

∂ξ can be exchanged with ∂
∂x and moved outside the integral

(Eq. (B.47)). Finite difference operators can be used to calculate derivatives in this
case.

∞∫∫
−∞

[
∂

∂ξ
φ(ξ, t)

]
G(x, ξ) dξ dη = −

∞∫∫
−∞

φ(ξ, t)

[
∂

∂ξ
G(x, ξ)

]
dξ dη

∂

∂ξ
G(x, ξ) = − ∂

∂x
G(x, ξ)

(B.47)

If numerical calculation is chosen for all the derivatives in Eq. (B.46), we can write

2π

∞∑
j=−∞

φj(t)Bj(xi)
(m) +

1

g

[
∂2

∂t2

] ∞∑
j=−∞

φj(t)S(m)
j (xi)+

2U

g

[
∂

∂t

] [
∂

∂x

] ∞∑
j=−∞

φj(t)S(m)
j (xi)+

U2

g

[
∂2

∂x2

] ∞∑
j=−∞

φj(t)S(m)
j (xi) = F

(B.48)
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where,

S(m)
j (xi) =

∞∫∫
−∞

B
(m)
j (ξ)G(xi − ξ) dξ dη (B.49)

If a uniform grid is assumed, the base functions of different elements will be identical

except for a translation. Therefore we can write, B
(m)
i−j = B

(m)
o (xi − xj) where

B
(m)
o is the B-spline base function at the origin. Using the translation (xi − xj)

the base function at vertex j is related to the base function at origin by moving
the coordinate system from (0, 0) to xj . Then Eq. (B.48) takes the following form,

2π

∞∑
j=−∞

φj(t)B
(m)
i−j +

1

g

[
∂2

∂t2

] ∞∑
j=−∞

φj(t)S(m)
i−j +

2U

g

[
∂

∂t

] [
∂

∂x

] ∞∑
j=−∞

φj(t)S(m)
i−j +

U2

g

[
∂2

∂ξ2

] ∞∑
j=−∞

φj(t)S(m)
i−j = F

(B.50)

where,

S(m)
i−j = S(m)

j (xi − xj) =

∞∫∫
−∞

B(m)
o (ξ)G(xi − xj − ξ) dξ dη (B.51)

The differentiation operators in Eq. (B.50) can be replaced by the summations for
finite difference operators as shown in Eq. (B.42). The terms in Eq. (B.50) have
the form of discrete convolution (Eq. (B.12)). This suggests the use of the semi-
discrete Fourier transform. Applying the semi-discrete Fourier transform defined
in Eq. (B.10) and using the discrete convolution theorem we obtain,[

2πB̂(m)
o + D̂(tt)Ŝ +

2U

g
D̂(t)D̂(x)Ŝ +

U2

g
D̂(xx)Ŝ

]
φ̂ = F̂ (B.52)

Therefore the discrete dispersion relation becomes,

Ŵ = 2πgB̂(m)
o + D̂(tt)Ŝ + 2UD̂(t)D̂(x)Ŝ + U2D̂(xx)Ŝ = 0 (B.53)

The semi-discrete Fourier transform of differential operators are presented in Sec-
tion B.2.7. On the other hand the semi-discrete Fourier transform of S and B can
be calculated from their continuous Fourier transform by the aliasing theorem as
follows (see Section B.2.4).

Ŝ =
∞∑

K,L=−∞
S̃(u +

2πK

Δx
, v +

2πL

Δy
)

B̂(m)
o =

∞∑
K,L=−∞

B̃(m)
o (u +

2πK

Δx
, v +

2πL

Δy
)

(B.54)
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Moreover, using the continuous convolution theorem,

S̃(u, v) = B̃(m)
o (u, v)G̃(u, v) (B.55)

therefore,

Ŝ =
∞∑

K,L=−∞
B̃(m)

o (u +
2πK

Δx
, v +

2πL

Δy
) G̃(u +

2πK

Δx
, v +

2πL

Δy
) (B.56)

Here, expressions for G̃ and B̃
(m)
o are given in Eqs. (B.28) and (B.40) respectively.

It is important to mention that if analytical differentiation is used to calculated
spatial derivatives, the differentiation operator will appear inside the summation
of Eq. (B.56). For instance, if analytical differentiation is used to calculate one of
the spatial derivatives the discrete dispersion relation will be,

Ŵ = 2πgB̂(m)
o + D̂(tt)Ŝ + 2UD̂(t)Ŝx + U2D̂(x)Ŝx = 0 (B.57)

where,

Ŝx =
∞∑

K,L=−∞
i

[
u +

2πK

Δx

]
B̃(m)

o (u +
2πK

Δx
, v +

2πL

Δy
) G̃(u +

2πK

Δx
, v +

2πL

Δy
)

(B.58)

and for both spatial derivatives we have,

Ŵ = 2πgB̂(m)
o + D̂(tt)Ŝ + 2UD̂(t)Ŝx + U2Ŝxx = 0 (B.59)

where,

Ŝxx =
∞∑

K,L=−∞
−
[

u +
2πK

Δx

]2
B̃(m)

o (u +
2πK

Δx
, v +

2πL

Δy
) G̃(u +

2πK

Δx
, v +

2πL

Δy
)

(B.60)

This is the case, for instance, when derivatives are calculated from differentiation
of the smooth B-spline base functions, or the Rankine source function G, instead
of using the finite difference operators.
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