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seconds. This optimization is also a success and a new simulation is done with 3.75 seconds 

additional time, which is the last optimization performed on this section. 

Table 4-1: Bisection of the end-time 

Simulation: 1 2 3 4 5 

Result: Infeasible Infeasible Success Success Success 

Bisection time (𝒕𝒃𝒊𝒔𝒆𝒄): 0s 3s 6s 4.5s 3.75s 

 

 

Figure 4-2: Bisection result on the path to the first waypoint. The optimization algorithm finds better 

solutions during each iteration. The two first optimizations were infeasible and are not shown. 
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 Wind compensation in the optimization algorithm 

Figure 4-3 shows a comparison of the optimized path for the UAV for a case with no wind, and a 

case with wind disturbance of  9𝑚/𝑠, which is compensated for in the optimization. 

 

Figure 4-3: Optimized path with and without wind compensation (9m/s wind) 

 

As shown in Figure 4-3, in the case with wind disturbance (green), the wind forces the UAV north-

east. This makes the turns of the UAV appear sharper or wider compared to the undisturbed path, 
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however, it reaches all the waypoints. Consequently, it appears that the controller is able to handle 

winds of this strength. 

 

Figure 4-4: Optimized heading with and without wind compensation (9m/s). 

 

In Figure 4-4, the heading angle for the optimized paths during the same scenario is shown. Here it 

is easy to see that the wind disturbance makes some of the turns faster than in the undisturbed 

scenario.  
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4.2 MPC RESULTS 

For the MPC controller a series of simulations were run. The difficulty, i.e. the wind disturbance, 

was increased over the course of the tests. Starting off with no disturbances at all, to test the MPC 

under ideal condition, to scenarios with strong and changing winds. In the last scenario, the wind 

speed is more than half the speed of the UAV. An overview of the five main scenarios for the MPC 

is shown in Table 4-2. 

Table 4-2: MPC test Scenarios 

#Test \ Modes Wind speed Wind change Wind compensation Shown in: 

Scenario 1 Off Off Off Figure 4-5 

Scenario 2 5 m/s On Off Figure 4-6 

Scenario 3 5 m/s On 5 m/s 

Figure 4-7 

Figure 4-8 

Scenario 4 9 m/s On 9 m/s Figure 4-9 

Scenario 5 10+ m/s Off 10+ m/s Figure 4-10 

 

 Without wind disturbance 

The first test scenario for the MPC controller was under ideal conditions. The main goal of this 

scenario is to test the MPC itself, and to investigate how the mismatch between the plant- and 

optimization model impacts the performance.  
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Figure 4-5: Scenario 1: MPC controller with no wind disturbance. Only the plant-model mismatch affects 

the solution. 

 

As shown in Figure 4-5, the simulated UAV (green) follows the newest optimal path (blue) quite 

closely. At the first waypoint  the UAV turns somewhat slower than the optimal path. This is mainly 

caused by the constraint placed on the bank-rate for the UAV in the simulation model. Close to 

waypoint two, the UAV finds a solution which takes it through the feasible region around the 

waypoint, but still close enough that it can go to the next one. At waypoint four, a non-optimal 
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solution is found near the waypoint, most likely due to a poor time-approximation. This makes the 

UAV take an unnecessary large turn.  

A major weakness of the optimal controller occurs when there is a short distance to the current 

waypoint. Then, the optimization does not find any feasible paths to the nearest waypoint. This 

makes the UAV use the inputs from the previous optimization until it has reached the waypoint 

and the next target is set. Nevertheless, in most cases this works out well, but in the scenarios with 

changing wind disturbance, the UAV might be blown off course while it uses the previous inputs 

and has no way of correcting its course. An example of this is shown later on.  

 With wind disturbance and no compensation 

In the second scenario the wind disturbance is turned on. However, the optimization algorithm has 

no knowledge of this disturbance. The results are as expected, as shown in Figure 4-6. 

 

Figure 4-6: Scenario 2: Simulation with 5m/s wind disturbance and no compensation in the optimization 

model. 
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With no knowledge of the wind disturbance the UAV is blown out of course after reaching the first 

waypoint. The optimal paths (blue trajectories) found between the first and second waypoint try to 

steer the UAV back on course but since it cannot correct for the wind, it misses waypoint number 

two. Since no backup controller was implemented for the UAV in this project, the UAV continues 

to try to find a feasible path back to the waypoint, but finds only infeasible solutions.  

 Constant wind compensation, with changing disturbances 

In this scenario, the wind disturbances on the simulation model and the wind used in the 

optimization algorithm starts out the same. However, the wind used on the simulation model is 

allowed to change from its initial value over the course of the simulation. This will give an error 

that is small in the beginning and grows over time. The net disturbance of the wind will be the 

difference of the compensated wind and the wind on the simulation model. The change in the wind 

was done by either increasing or decreasing the strength and direction randomly at each simulation 

step. Due to the random wind change, a number of different cases could be tested for by changing 

the randomization seed. How much the wind changed from its initial values, greatly impacted the 

solutions as seen in Figure 4-7 and Figure 4-8. 



46 

 

 

Figure 4-7: Scenario 3: Simulation with 5 m/s wind compensation, but the wind changes over time. 

Problems arise after third iceberg. 

 

As seen in Figure 4-7, if the wind changes too much from the initial value, the UAV is unable to 

make the required turns, and therefore will drift off course. However, in this case it finds a new 

solution after going off course after iceberg number three, and manages to steer through the rest of 

the waypoints. Nevertheless, the overall solution is clearly suboptimal. The straight blue lines that 

go from the green path after iceberg three directly to waypoint four are infeasible solutions, and 
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the optimization algorithm cannot find a solution with the time-horizon given by the bisection 

algorithm.  

 

Figure 4-8: Scenario 3: 5m/s constant wind compensation. A solution where the wind changes are too 

small to impact the solution. 

 

In Figure 4-8, a simulation is shown where the UAV reaches all the waypoints. Here the wind 

change was below ±1 𝑚/𝑠 in magnitude and less than 20𝑜  in direction from its original strength 

of 5 m/s. If the change in wind direction is small, the constant compensation in the optimization 

makes this scenario roughly equivalent to a scenario with just a wind disturbance of  1 m/s . 
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However, if the change in wind direction is large, not only is the constant compensation incorrect. 

It may in the worst case induce an extra disturbance as strong as the wind itself, if the actual wind 

turns 180𝑜 and comes from the opposite direction of the estimate. 

 

Figure 4-9: Scenario 4: 9 m/s with dynamic wind. The UAV is blown off course multiple times. 

 

In Figure 4-9, one successful simulation with 9 m/s dynamic wind is shown. As in scenario 3, several 

simulations had to be completed to find a working solution. It is clear that the optimal controller 

does not work well if the wind information is outdated. 
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 Performance with stronger winds 

While the results may vary substantially when the wind is allowed to change, the MPC controller 

can handle quite strong winds when the actual wind is the same as the estimated wind. This is 

equivalent to a scenario where the actual wind is estimated perfectly during the flight, in which 

case the difference between the compensated wind and the actual wind is zero. With constant wind 

disturbance and the wind change turned off, the model predictive controller was found to handle 

wind strengths up to 12 m/s as shown in Figure 4-10. 

 

Figure 4-10: Scenario 5: Successful simulation with 12 m/s wind. To get this result the wind change had 

to be turned off. 
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5 DISCUSSION 

First in this chapter, the optimal controller with the wind compensation and the model predictive 

controller will be discussed. Then some improvement for both the optimal controller and the MPC 

are suggested.  

5.1 OPTIMAL CONTROLLER 

 The optimal controller 

The optimization scheme used in this project succeeded in calculating a feasible path through all 

the waypoints. The solutions found were similar in both distance and form to the optimal Dubins 

paths.  

The optimal controller had difficulties finding feasible solutions when close to the current waypoint. 

This is a result of how the starting time horizon for the bisection is chosen, and the fact that the 

limited turn-rate for the UAV makes the feasible region for the optimization algorithm smaller on 

shorter distances. A better approximation of the time-horizon and more dynamic time steps for the 

bisection might have resolved this. However, the problem will not disappear completely, due to the 

way the algorithm is built. 

 The bisection algorithm 

The bisection algorithm worked well in finding an optimal time-horizon for the optimization. The 

method may not be the most efficient with respect to computational time, but it was suitable for 

finding an optimal time horizon, while keeping the optimization problem simple. One weakness of 

the bisection algorithm is that it is reliant on a good initial guess of the time horizon, which the 

bisection can operate around. This initial guess was based on an approximation of the time it should 

take to fly to the next waypoint, using geometry, UAV specifications, and weather information. 

Using this approximation method works in most cases, but may cause problems when the UAV is 

close to the target waypoint, or facing the wrong direction. 

To achieve what is called a ‘warm start’ in optimization, a simpler and faster optimization problem 

could have been solved to find a better starting value for the time horizon, before initiating the 
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main problem. However, the interior point methods are difficult to ‘warm start’. Furthermore, the 

performance of the bisection was deemed sufficient for the scope of the project. 

 Wind compensating 

The addition of wind compensating to the optimization model worked well. It allowed the optimal 

control algorithm to take both wind direction and strength into account, and compensated for these 

when finding the control inputs for the system. However, since the wind compensating is constant 

for the duration of the optimization, any change in the wind after the start of the optimizations is 

not compensated. Including a wind estimator, such as a Kalman filter, that runs in the background, 

and updates the wind information, would be a good addition to the system. In this way, the model 

predictive controller would have updated wind information on each iteration. 

The wind used in this project is modelled as strength and direction values that change over time. 

However, this wind model does not take gusts into account. Wind strength is usually modelled with 

two parts, one mean value part and one randomized part that will act as gusts and fluctuation of the 

disturbance. The simplification of the wind in this project to be just the mean value, is justified by 

the fact that a more complex wind model would not have influenced the optimization model, as the 

random disturbance from the gusts cannot be predicted. It could, however, been included in the 

plant model as additional disturbance, to make it more realistic.   

5.2 MODEL PREDICTIVE CONTROLLER 

Overall, the model predictive controller performed well. It was found that the UAV can handle 

wind with strength up to 12 m/s, which is more than half the speed of the UAV. This is when using 

the control inputs found by the optimal controller directly on the simulation model. The results 

show the strength of the MPC-scheme, where some of the disturbances can be coupled forward and 

compensated for in advance.  

 Wind change 

The controller had, however, a few challenges. While the MPC can handle strong winds if the 

magnitude and direction is known, problems arise when the wind changes from its initially known 

values. The controller was found to cope better with uncertainties in wind strength, than 
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uncertainties in direction. This was especially the case with strong winds, which is logical since an 

error in direction will induce a larger total error if the wind is stronger. In the simulations where 

the starting wind was 5 m/s, the wind direction could change up to 20𝑜 from the initial direction, 

the UAV would still be able to correct the course after each optimization. In the simulations with 

stronger winds, the same change in wind direction would induce an error large enough to blow the 

UAV off course. A solution to the unknown wind components could be to include an estimator, 

such as a Kalman filter, to estimate the wind during the flight. 

 Infeasible solutions near waypoints 

As mentioned in the section about the optimal controller, the optimization algorithm had trouble in 

finding feasible solutions when the UAV is close to the current waypoint. This problem occurred 

at almost all the waypoints, since the simulation time for each optimization was set to just 5 seconds.  

During the time when no current feasible solution was found, the inputs from the previous 

successful solution was used until a new set of inputs was found. However, since the optimization 

model and the simulation model are different, the simulated UAV turns slower, and will need a 

course correction with the next optimization. If multiple infeasible solutions occur in sequence, the 

error would increase. This problem could be solves by implementing a backup path following 

controller, which could take control of the UAV when the optimization algorithm does not find a 

solution.   

 Missed waypoints 

Yet another problem occurred if the UAV flied outside the accuracy margin around of one of the 

waypoints due to one of the two problems mentioned above. Since the speed of the UAV is constant 

and the turn-rate quite limited, the UAV will have to fly a quite large circle to visit the waypoints 

again. And the problem with inaccurate approximations of the time horizon, is even more clear 

when the UAV have to make a complete turn.  
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5.3 SUGGESTED IMPROVEMENTS 

Changing winds was one of the major challenges for the MPC. Introducing a wind estimator such 

as a Kalman filter would most probably solve this problem. A Kalman filter estimates the change 

in the wind between the optimizations, so that each iteration of the MPC has a new estimate of the 

wind. As seen from Figure 4-10, the controller can handle quite strong winds as long as they are 

known, so this addition would probably contribute to a large improvement in performance. 

Another possible improvement is to include a backup controller which takes control of the UAV 

in the cases where the optimization does not find a feasible solution. This controller could be a 

simple line of sight algorithm using the waypoints. However, a path following guidance system, 

using the last feasible solution, would probably be the best, since an optimal path is already 

generated. This backup controller might not be required if the wind estimator works sufficiently 

well. 
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6 CONCLUSION AND FURTHER WORK 

6.1 CONCLUSION 

The model predictive control scheme using end time bisection performs well for traversing a 

number of waypoint with an UAV. The MPC was able to compensate for relatively strong winds, 

as long as it had access to updated wind information. However, the bisection method had trouble 

finding suitable time horizons when the distance to the next waypoint was short. 

6.2 FURTHER WORK 

Further work to improve the controller may include: 

 Improve the bisection method, to better find time horizons for the optimization. 

 Expanding the controller with a Kalman filter to estimate the wind change over the course 

of the surveillance flight. 

 Implement a backup controller that can take control over the UAV is the optimization 

algorithm does not find a feasible solution.  
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APPENDIX 

A. PYTHON CODE 

Constraint generation: 

 

Code A-1: Constraint generation 

#Collocated states and parametrized controls 

for k in range(n): 

#collocated states 

for j in range(d+1): 

# Get the expression for the state vector 

X[k, j] = w[offset:offset+nx] 

vars_init[offset:offset+nx] = position 

if k ==0 and j ==0: 

vars_lb[offset:offset+nx] = xi_min 

vars_ub[offset:offset+nx] = xi_max 

else: 

vars_lb[offset:offset+nx] = x_min 

vars_ub[offset:offset+nx] = x_max 

offset += nx 

#Parametrized controls 

U[k] = w[offset:offset+nu] 

vars_lb[offset:offset+nu] = u_min 

vars_ub[offset:offset+nu] = u_max 

vars_init[offset:offset+nu] = u_init 

offset += nu 

#State at end time 

X[n, 0] = w[offset:offset+nx] 

vars_lb[offset:offset+nx] = xf_min 

vars_ub[offset:offset+nx] = xf_max 

vars_init[offset:offset+nx] = position 

offset += nx 
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Bisection logic: 

 

Code A-2: Bisection logic. 

if exit_msg == "Solve_Succeeded": 

last_succ = t_const 

if last_fail != -inf: 

t_const = (last_fail + t_const) / 2  

else: 

t_const -= 3  

elif exit_msg == "Infeasible_Problem_Detected": 

last_fail = t_const 

if last_succ != inf: 

t_const = (last_succ + t_const) / 2 

else: 

t_const += 3 

elif exit_msg == "Invalid_Number_Detected": 

last_fail = t_const 

if last_succ != inf: 

t_const = (last_succ + t_const) / 2 

else: 

t_const += 3 

elif exit_msg == "Maximum_Iterations_Exceeded": 

last_fail = t_const 

if last_succ != inf: 

t_const = (last_succ + t_const) / 2 

elif last_succ == t_const: 

t_const += 2 

else: 

t_const += 2 

elif exit_msg == "Restoration_Failed": 

t_const -= 1  

if last_msg == "Restoration Failed": 

t_const += 2 
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Runge-kutta integrator: 

 

Code A-3: Runge kutta integrator: 

def rk4(x0, u, w, T, N, f): 

x = x0 

DT = T/N 

for k in range(N): 

k1 = DT*f(x, u, w) 

k2 = DT*f(x + 0.5*k1, u, w ) 

k3 = DT*f(x + 0.5*k2, u, w ) 

k4 = DT*f(x + k3,u, w) 

x = x + (k1 + 2*k2 + 2*k3 +k4)/6 

return [round(x[0], 3), round(x[1], 3), round(x[2], 5) ] 

 

 


