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Abstract

Waves contribute to major loads on marine structures. Therefore,
it is important to quantify wave-induced load effects to ensure a
reasonable, safe and robust design of floating systems. One can
accomplish this task by using the simplified analysis procedures of
classification societies, running experiments, or applying direct cal-
culation procedures.

Direct calculation of wave loads is currently the only reliable pro-
cedure for evaluating ocean structures of novel design. This is due
to the very limited or absence of service experience accumulated by
the classification societies on these structures due to novelty of the
concept, material, and unusual dimensions.

The main objective in this thesis is to develop methods for the
direct calculation of wave-induced load effect analysis for novel sta-
tionary floating structures. These load effects consist of motions,
displacements, stresses, and internal structural forces. The focus
is on flexible and multi-body systems which can be used in food
production, transportation, infrastructure and extraction of wave
power. Each example structure analyzed in this thesis is still at the
research level, and is not commercially available.

One of the challenges regarding direct load analysis of floating sys-
tems is to provide links between available general–purpose hydro-
dynamic and structural software. Motivated by this, the thesis
presents frequency-domain calculation of hydroelastic response for
the MegaFloat airport prototype by linking WAMIT and ABAQUS.
A generalized modes approach is used. The accuracy of the calcu-
lations are ensured by validation using experimental measurements.
It is clearly shown by the results that hydroelasticity becomes dom-
inant as the length of the waves increases.

Moreover, a systematic structural analysis procedure is developed
between WAMIT and ABAQUS. Using this methodology, the wave-
induced structural forces of different components in a 22 body wave
energy converter are studied. The hydrodynamic loads and motions
are calculated in an efficient manner by using a generalized modes
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approach. The results show strong influence of wave-attenuation on
axial forces and bending moments in column- and guide-deck con-
nections. Also wave-attenuation affects the power absorbed by the
buoys. It is found that the main power absorption is independent of
the mean wave direction in a short crested sea. However, the mean
wave direction influences the layout of the power absorbed by the
device. The power absorption significantly affects the motions of
each component specially around the natural frequencies. Signifi-
cant motions and structural loads are observed for the wave energy
converter without off-take which could be connected to inherent hy-
drodynamic interactions.

Another challenge exists in response simulations of marine struc-
tures in time domain. The time-domain models based on Cum-
mins’s equation are widely used to investigate the linear transient
or nonlinear responses. A common feature of all these models is
the convolution integral which has to be calculated separately at
each simulation step. The convolutions may become computation-
ally demanding if the simulation time, number of simulation steps,
and system degrees of freedom increase. There are different ways to
approximate the convolutions. In this thesis the focus is mainly on
the state-space representations. The state-space models are attrac-
tive not only because they support more efficient simulations but
also because they are well-suited for implementing in control and
automation packages and stability analyses of systems.

There are different ways to obtain state-space models based on con-
volution integral kernels. This fact raises the question of which
method is better and easier to implement and if one provides more
stable calculations. Moreover, how sensitive are the simulation re-
sults to the identifications and how much can be gained in efficiency
by using state-space representations. These questions will be ad-
dressed in this thesis.

To date, the state-space models have been used to investigate the
motions for single rigid bodies. The thesis complements the previ-
ous works by extending the applications to time-domain flexible and
multi-body simulations. Comparison between simulation results and
experiments for transient response of a very elastic barge, show rea-
sonably accurate calculations. The results suggest a significant gain
in the CPU–time for simulations with state-space models.

With respect to simulation of nonlinear response for floating struc-
tures and application of control, the thesis includes analysis of a
two-body heaving wave energy converter with off-take and phase
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control. The time-domain model is based on a Cummins equation
formulation. The convolutions are replaced by state-space models
to obtain greater efficiency. The influence of nonlinear drag force on
the device output is investigated in the calculations by using a sim-
plified formulation proportional to quadratic velocity. The results
show the absorbed power by the device is reduced when the viscous
effects increase. For most of the wave conditions, the considered
two-body heaving wave energy converter has produced less output
in comparison to a single body wave energy converter. Moreover,
the phase control can lead to a much better performance for the
wave energy device.

vii





Acknowledgements

The four–year course of my PhD study at CeSOS was a mixture of
hard work and a memorable living in the company of some amazing
people. I may say life has been good to me not just because that I
reached the goal I came across the seas for, but also because of all
the things I learned and the great friends I met.

Thanks go in the first place to Prof. Torgeir Moan for providing me
with the opportunity of working at CeSOS and allowing me to be
his PhD student. Apart from many scientific lessons, he taught me
to be critical, focused and patient. I will always appreciate him as
an inspiring professional in my career.

I would also like to thank my collaborators: Dr. Shixiao Fu; Dr.
Tristan Perez; PhD students Jørgen Hals and Arswendy; and Master
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General Rules
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B Potential damping matrix

B′ State-space parameter in continuous time

B′d State-space parameter in discrete time

B∞ Infinite frequency hydrodynamic damping

C Restoring coefficient matrix

C′ State-space parameter in continuous time
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C′d State-space parameter in discrete time

Cd Drag coefficient

Cm Mass coefficient

D Structural damping matrix

D′ State-space parameter in continuous time

D′d State-space parameter in discrete time

D Cylinder diameter

dz Height of a strip in an arbitrary position along the cylinder

f ′R(t) The component of the radiation force from only the retarda-
tion function

Fexc Wave exciting forces

h(t) System impulse response function in continuous time

hd(t) System impulse response function in discrete time

j Complex variable

K Structural stiffness matrix

k current time index variable

l Auxiliary time index variable

M Mass matrix

N Number of flexible modes

t Time variable

u System input

u1 Wave-induced water particle velocity at the center of the
strip

X Response vector

y System output

z State vector
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1. Introduction

1.1. General Background

Man has always tried to invent and develop facilities to exploit the
Earth’s oceans. The oceans contribute to food and energy as well as
mineral resources. They provide means for transportation and other
infra-structure. The oceans also play an strategic role and will play
an increasing role for recreation (Moan, 2003). Various industries
are running actively to take advantage of the opportunities offered
by the oceans. The most frequent use of ocean structures is within
the oil and gas industry, in which hydrocarbons are extracted from
sub-sea reservoirs. They are also being used in other industrial
activities such as in production of fish in aquaculture, renewable
energy and transportation industry.

Figure 1.1.: MegaFloat, the largest floating runway prototype in the
world, Tokyo, Japan is an example of a VLFS.

The world’s increasing population demands larger scale food pro-
duction, infrastructure, transportation system, and energy extrac-
tion, especially from renewable resources. This demand has partly
led to larger and more complicated structures. An example is the
MegaFloat (Fig. 1.1), a floating airport prototype constructed in
Tokyo Bay (Suzuki, 2005). This class of structures is known as
very large floating structures (VLFS) because of its enormous dis-
placement and unprecedented size. The dimensions of the prototype
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1. Introduction

MegaFloat structure are 1000 × 60 (120) × 3 meters. Due to its
large length to height ratio, the MegaFloat will behave as a very flex-
ible structure. This implies that the airport structure will be easily
deformed by the exerted loads (see Fig. 1.2) and it will have mu-
tual interactions with sea waves, referred to as hydroelasticity (see
the descriptions in Bishop and Price (1979), MOB Project Team
(2000) and Faltinsen (2005)). Hydroelasticity may lead to signifi-
cant increases in the load effects experienced by large vessels (see
e.g. Taghipour et al. (2006)/ Paper 1). This issue will be dis-
cussed further in Section 2.4.2. Within the VLFS subclass, floating
bridges have already been built (e.g. Watanabe (2003)). Yet, in-
dustrial products like airports are only at the model or prototype
stages.

Figure 1.2.: Flexible behavior of the MegaFloat (ISSC, 2006d).

Other examples of future marine structures are wave energy con-
verters (see Fig. 1.3). Experience tells us that a successful wave en-
ergy device should be constructed in the form of an array of floating
components (Cruz, 2008). These components are often considerably
smaller in size than the components of a floating terminal or airport.
However, assessment of their dynamic response is still a complicated
task because they normally involve complex kinematics, (nonlinear)
hydrodynamic interactions and intricate mechanisms like control or
power take off units (e.g. Leirbukt (2006), Henderson (2006)). To
date, most of the wave energy devices are still at a research level
and have not been realized as industrial products.

The unconventional size of the future marine structures together
with their complex form and mechanisms represent significant chal-
lenges for the engineering design and analysis. Operation of these
intricate and/or gigantic structures in harsh ocean environments
and large water depths during a 20-100 years life time involves ex-
traordinary design loads, large risks and huge investments (see e.g.
ISSC (2006d)). Therefore, physical realization of such mega projects
is highly dependent on persuasion of investors and public opinion,
which is possible only when one can address the critical issues like
loads, responses and risks.
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1.1. General Background

Figure 1.3.: An array of wave energy converters. Picture Courtesy of
SEEWEC project (www.seewec.org).

In the design of floating ocean structures, wave loads are often the
most important loads. The calculation of wave loads and their effect
is a complex task. For common ocean structures such as ships and
offshore platforms, there exist design codes or rules issued by var-
ious regulatory bodies, including classification societies. However,
for novel marine structures, there are limited or no design guidance
(ISSC, 2006b). Moreover, existing approaches can not be directly
implemented because of the difference in concept, geometry or ma-
terials or possibly due to forces from the automatic control. Thus
one needs to address the design by explicit limit state criteria and
direct calculation of the load effects and resistance.

Design codes contain design criteria, formulated as limit states, such
as for ultimate fatigue and progressive failure which are expressed
in terms of load effects (motions, stresses etc.) Moreover, they
give specifications of strength and how load effects should be es-
timated.

For new concepts, experimental investigations are crucial for evalu-
ating the load effects (response) e.g. due to wave action. However,
experiments are not perfect and are impossible to generalize without
theory. Moreover, they are very expensive and time consuming. It
is therefore also important to have numerical methods to evaluate
the load effects such as motions, structural displacements, forces or
stresses in different design sea-states for the relevant design crite-
ria (limit state). The available numerical methods for e.g. ships
and offshore structures need to be tailor-made, interfaced or even
extended to allow for application to novel concepts.

3



1. Introduction

Another issue is automation and control. For instance, automatic
control may be needed to maximize the output of a wave energy
device (Cruz, 2008), or to maintain performance of e.g. semisub-
mersible platforms in a mobile offshore base (MOB Project Team,
2000; Girard et al., 2003). However, application of control algo-
rithms to dynamic response of marine structures may come to reality
only when the dynamic model can predict the response accurately
and efficiently. More important, the dynamic model must be inte-
grable with the control strategy so that it becomes implementable in
the control simulation package. For instance, simulation packages
like SIMULINK prefer dynamic models which are in the form of
state-space models rather than the ones with convolution integrals.
These facts emphasize the need for efficient and consistent models
for prediction of dynamic response for marine structures.

As indicated above, an important aspect of the design is to deter-
mine the wave-induced load effects. This would involve description
of the waves, hydrodynamic loads and motions as well as their struc-
tural effects, correspondingly.

In principle, it is possible to model the random ocean waves by
superimposing a series of single, discrete waves of different phase
and frequency. The normal approach is a probabilistic one. The
waves are assumed to be Gaussian. The wave spectrum is taken to
be in the form of available models e.g. JONSWAP spectrum (Ochi,
1998). If the load effects of the marine structure to regular waves can
be represented by the linear theory, then a spectral approach can be
conveniently applied to describe the load effects in irregular waves
(Faltinsen, 1990; Newland, 1993). In that case, the wave-induced
load effects will also follow a Gaussian distribution. If the dynamics
of the system involve nonlinearities, then statistical properties of
the load effects must be calculated by analyzing their time series.
Also, the distribution of load effects must be obtained by other
formulations (Ochi, 1998).

As stated above, an intermediate step in determining the load effects
is to calculate the wave loads on the floating structures. The start-
ing point of the hydrodynamic analysis is a boundary value problem
(BVP): a partial differential equation (PDE) uniquely solved by sat-
isfying a set of boundary conditions. Within the range of problems
considered herein, the assumption of incompressibility of water is
made. The governing principles are the continuity and conservation
of momentum in the fluid flow. Description of the momentum con-
servation for fluid flow classifies the hydrodynamic problems into

4



1.1. General Background

viscous and inviscid flow equations.

The state-of-the-art in viscid flow hydrodynamic methods in marine
applications include RANS1 (Weymouth et al. (2005)), SPH2 (Mon-
aghan (2005)) and CIP3 (Yabe et al. (2001)): Although they seem
natural and are potentially accurate in capturing nonlinear and/or
violent fluid structure interaction effects, they are quite cumbersome
to implement and are computationally demanding. Moreover, these
methods provide specific information about the detail of the fluid
flow around the floating structure which may not be practically im-
portant for understanding the global load effects. In this thesis, the
focus is on the numerical methods which assume inviscid irrotational
flows and use Boundary Element Methods (BEM). A comprehensive
review of the state-of-the-art concerning developments in analysis of
fluid-structure interactions and numerical techniques can be found
in Ferziger and Peric (2002), ITTC (2005), Faltinsen and Timokha
(to be published) and Pákozdi (2008).

Load effects due to waves may be calculated by BEM in the fre-
quency or time domain. In this regard, frequency-domain models
are very attractive to deal with linear steady-state responses (Beck
et al., 1996; Bertram, 2000; ITTC, 2005; ISSC, 2006a). They are by
far more efficient than time-domain approaches. Frequency depen-
dent added mass and damping are easily accommodated. Besides,
in analysis of response to irregular waves, they are more accurate
since the statistical uncertainty implied by time domain sampling is
avoided. However, for very large floating bodies or problems consist-
ing of many floating structures, even the frequency domain methods
can become very time-consuming and therefore alternative refor-
mulation of the mathematical problems may be needed. This is
one of the topics contained in this thesis (Taghipour and Moan,
2008).

When it comes to evaluating the linear transient response e.g. in
landing of an airplane on the floating airport, or response which in-
volves nonlinear effects e.g. due to wave slamming, linear frequency-
domain approaches are inapplicable. While it is in principle possi-
ble to deal with such problems in the frequency-domain based on a
Volterra series expansion of the solution (Bendat, 1998), capturing
the transient effects requires expanding to an impractically large
order. This reasoning implies that the formulation becomes cum-

1Reynolds Averaged Navier-Stokes
2Smoothed Particle Hydrodynamics
3Constrained Interpolation Profile
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bersome to implement and/or computationally demanding. A more
natural way of modeling nonlinear problems would be in the time
domain. Several different approaches exist to accomplish this task.
Some of them are based on transient Green function method and
account only for the dominant nonlinearities in the dynamic simula-
tions contributed by hydrostatics and Froude-Krylov terms (see e.g.
Sen (2002)). A higher level approximation would include nonlin-
ear radiation and diffraction forces by accounting for instantaneous
body boundary conditions, which is referred to in the literature as
the ’exact body’ approach (see e.g. Lin and Yue (1996)). Again, the
problem size and simulation efforts are increased to a large extent
when time-domain procedures are applied. For an extensive review
of nonlinear hydrodynamic methods based on potential theory ap-
proach, see ITTC (2005).

One alternative strategy for solving nonlinear problems is to obtain a
linear time-domain model based on the frequency-domain solution
and add the nonlinearities as additional features. This model is
referred to as the hybrid frequency-time domain model in this thesis.
Such models have been developed and used successfully, e.g. in
evaluation of nonlinear response of ships such as whipping (e.g. in
Wu and Moan (1996)) or in prediction of linear transient response of
very large floating structures (VLFS) (see e.g. Kashiwagi (2000)).
In Paper 5, a simulation of a wave power device is performed in
time domain by using a hybrid frequency-time domain model using
data from potential theory calculation. By applying this model,
the effect of nonlinear viscous drag force on the output of the wave
energy converter is also investigated in a simplified manner.

An important issue in all the above time-domain models is the as-
sociated convolution integrals. The convolution terms appear due
to the frequency-dependency of radiation forces, implying that the
change in the momentum of the fluid at a certain time affects the
future response of the vessel. This is also known as ’fluid memory ef-
fects’, and is discussed further in Section 2.6 and Paper 3 (Taghipour
et al., 2008). The importance of considering the frequency depen-
dency of added mass and potential damping in forming the time-
domain equations of motion of marine structures was clearly accen-
tuated in the papers by Tick (1959) and Cummins (1962).

Cummins immediately suggested what is known today as Cum-
mins’s equation (see Eq. (2.7)). Later, Ogilvie (1964) complemented
the work of Cummins (1962) by relating the retardation functions
and the added mass and potential damping. So far, the information
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1.1. General Background

has been enough to set up hybrid frequency-time domain models in
the form of integro-differential equations.

Convolutions need to be time-marched at every single step of the
simulation. This implies that convolutions may become computa-
tionally demanding as the simulation time, number of DOFs and
refinement of the simulation increases. Moreover, in design and
analysis of automatic control, other mathematical representations
of the systems like state-space models are preferred. Also, analysis
of stability for systems is more easily performed for models with
state-space models than the ones possessing convolutions.

There are techniques available which approximate the convolution
integrals. Among them, approximations by using state-space models
are of great interest. Finding a state-space model approximation for
the convolution term involves the use of system identification. Sys-
tem identification is a general term to describe physical (dynamic)
systems in the form of mathematical models based on available data
e.g. from experiment (Ljung, 1999). There is a vast literature on
system identification techniques (see references in Taghipour et al.
(2008)). Some of these techniques infer state-space models from
samples of the impulse response functions in time domain (see e.g.
Yu and Falnes (1998)). Others obtain the state-space models from
the transfer functions of the impulse response functions (see e.g.
McCabe et al. (2005)). One may raise the question that ’Which
method will do best?’, or ’How sensitive are the simulation results
to the accuracy of the identifications?’. Also, ’Would state-space
models be more efficient compared to simulations integrating the
convolutions?’. Such issues are among the topics raised in the the-
sis (see Paper 3). Developing hybrid frequency-time domain models
accelerated by state-space models with application to simulation of
flexible and multi-body marine structures is carried out in this work
as well (see Taghipour et al. (2007), Paper 4 and Hals et al. (2007),
Paper 5).

The aim of this thesis is the evaluation of load effects induced by
waves. Besides motions, this for instance includes structural re-
sponse in terms of displacements, internal forces and stresses. Lin-
ear theory of structural mechanics is well established and well cov-
ered by general-purpose software based on Finite Element Method
(FEM), e.g. ABAQUS. The built-in hydrodynamic modules in these
software (e.g. AQUA in ABAQUS) provide one alternative for ma-
rine structural analysis applications. There are also approaches that
link the hydrodynamic software to the structural analysis packages

7



1. Introduction

(SESAM). In this respect, most of the available studies are in the
frequency domain (e.g. Malenica et al. (2006, 2008)) and a few
work has focused on time-domain analyses of floating systems (Raj
and Edwards (2001) and Iijima et al. (2008)). The range of ap-
plications are mainly within ships, VLFS and offshore structures.
According to ISSC (2006b), the current status of state-of-the-art in
interconnectivity and model exchange between 3D hydrodynamic
and structural software is not satisfactory.

There are very few studies on the structural response of multiple
floating bodies, especially within offshore renewable energy applica-
tions. Structural analysis of multiple floating structures is of interest
because significant load effects may occur due to hydrodynamic in-
teractions (Maniar and Newman, 1996; Evans and Porter, 1997). In
this context, structural analysis of a multi-body floating system by
interfacing WAMIT and ABAQUS with application to wave energy
converters is included in this thesis (see Taghipour et al. (2008),
Paper 6).

1.2. Objective and Scope

Fig. 1.4 shows the objective and scope of the thesis. The objective
is to establish robust and efficient simulation methods to determine
the wave-induced load effects of novel marine structures. Load ef-
fects include motions and structural displacements, internal forces
and stresses. Determination of wave-induced load effects involves
description of the waves, hydrodynamic load assessment, and mo-
tion and structural analysis, as reflected in the papers (Structural
analysis is carried out in Paper 4 only). For some analyses like hy-
droelastic simulations, the calculations are interconnected. This has
been shown in Fig. 1.4 by double arrows. The scope of the thesis
can be described by the following three major features:

1. Example problems addressed

• Body types

The structures studied in this thesis are either single rigid
bodies (Paper 3), single flexible bodies (Papers 1 and 4)
or multiple rigid bodies (Papers 2, 5 and 6).

• Ocean Environment

The studies consider calm sea environment (Paper 3) or

8



1.2. Objective and Scope

waves (Papers 1 and 2) or both (Papers 4, 5 and 6). No
effect from wind and current is included in the present
studies. The waves are either regular sinusoidal waves or
irregular waves.

2. Methodologies

• Hydrodynamic load assessment

The numerical method adapted for hydrodynamic load
assessment in the entire work is founded exclusively on
frequency-domain BEM theory as implemented in WAMIT.
The software is based on potential theory (inviscid incom-
pressible and irrotational flow) and uses a Green func-
tion to satisfy the free surface boundary conditions. The
pressure is obtained using the linearized Euler-Bernoulli’s
equation. In paper 5, viscous drag force is also considered
by using a simple model.

• Motion analysis

Approaches for motion analysis have been established
both in time and frequency domain. The frequency-
domain simulations only deal with linear steady-state
motions (Papers 1 and 2). The methodology in Paper 6
utilizes the motion analysis in Paper 2. The time-domain
models address linear transient dynamics (Papers 3 and
4) or nonlinear steady-state motions (Paper 5).

• Structural analysis

The structural analysis in this thesis is exclusively per-
formed in the frequency domain (Paper 6). This implies
that only linear steady-state structural responses are con-
sidered. The method is based on a quasi-static approach
by using the FE analysis implemented in ABAQUS.

3. Load effects

• Motions

Papers 1 to 5 deal explicitly with structure motions.

• Structural response

The goal of Paper 6 is to address structural responses.
It utilizes the motions obtained in the earlier work in
Paper 2.

9
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Hydrodynamic Loads

Linear
Nonlinear

Time Domain

Freq. DomainP 1~6 Wave-Induced Load Effects

Motion
Structural Response

Body Type

Single
Multiple

Rigid
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P 3

P 2,5,6

Motion Analysis

Linear
Nonlinear

Time Domain

Freq. DomainP 1,2,6

P 5

P 3~5
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Linear
Nonlinear

Time Domain

Freq. DomainP 6

Ocean Environment

Regular
Irregular

Nonlinear

LinearP 1~6
P 2,5Calm

wave

Current

P 3~6

Wind

Figure 1.4.: The objective and scope of the thesis and interconnection
between the different papers. The black solid text and lines are the studied
subjects and the paths taken. The grey lines are the alternative paths
which were not chosen in this work. Grey text shows the alternative topic
or methodology which has not been studied. P stands for Paper.

One of the subjects dealt with in this thesis is the motion analysis
of VLFSs by considering hydroelasticity. A method is developed
in the frequency domain by interfacing ABAQUS and WAMIT to
estimate the linear steady-state wave-induced response of flexible
marine structures. The approach has been applied in the analysis
of the MegaFloat airport prototype, as described in Paper 1.

Another theme in this thesis is motion analysis of multi-body ma-
rine structures by using generalized modes. In Paper 2, a model is
developed in the frequency domain to predict the wave-induced mo-
tions and overall performance of a multi-body wave energy converter
with and without power take-off.

Evaluation of structural responses of multi-body marine structures
is another important theme in this thesis. A frequency-domain
method is developed for linear steady-state wave-induced structural
response analysis of the multi-body wave energy converter with
power take-off. This study is based on the work reported in Pa-
per 2 as well as the combined use of WAMIT and ABAQUS software
systems, which is reported in Paper 6.

Another topic addressed in this thesis is the building of time-domain
motion analysis models based on the frequency-domain hydrody-
namic data of marine structures, referred to as hybrid frequency-
time domain models. The focus is on avoiding the convolution inte-
grations by replacing them by approximately equivalent representa-
tions in terms of state-space models. Different aspects such as the
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estimated model order, accuracy of fit, use of available(input) data,
ease of use and generation of stable results are discussed in Paper 3.
The accuracy and efficiency of the simulations that circumvent the
convolution integrations are as well discussed in this paper. Appli-
cation of the state-space models to time-domain hydroelastic models
of flexible marine structures, as reported in Paper 4, is an extension
to the results in Paper 3.

In automatic control procedures, time-domain models of marine
structures are mostly preferred. Yet, the time-consuming convo-
lution integrals are not convenient for such applications and are
usually be avoided. In Paper 5, a time-domain model is developed
for a two-body wave energy converter with heave motion. The con-
volutions are approximated by the state-space models. A simple
drag force model is also included in the study to investigate .

1.3. Thesis Outline

Chapter 2 deals with theoretical features that are relevant for the
research done in this thesis. A short description about ocean wave
modeling is made in Section 2.2. It is followed by a review of the
state-of-the-art in hydrodynamic methods relevant to this research.
Moreover, the chapter looks into frequency-domain equations of mo-
tion for flexible and multi-body marine structures and their corre-
sponding challenges. In this context, the ideas and objectives behind
Paper 1 and Paper 2 are presented.

The goal of Section 2.5 is to review some literature regarding struc-
tural response analysis of marine structures. The focus will be on
the approaches that are applicable to structural response assess-
ment of multiple floating structures. An example problem for a
multi-body wave energy converter is described in Chapter 2.5 for
which the structural response analysis methodology and results are
reported in Paper 6.

In Section 2.6, the transformation from frequency to time domain
to describe the equations of motion and appearance of convolution
integrals is described. The contributions in Paper 3 is then pre-
sented. It will be shown how state-space models approximate the
convolution integrals. The gain in efficiency by using such models
is reviewed briefly. The application of the theory to flexible and
multi-body marine structures is addressed in Papers 4 and 5, re-
spectively.
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Chapter 2 is concluded with an overview of the example structures
studied within the thesis.

Chapter 3 introduces the case studies considered in the papers.
It describes the objectives and the methodologies of each paper
and explains briefly the results and conclusions made by the meth-
ods.

Finally, concluding remarks as well as suggestions for future research
work in relevance to the topics are given in Chapter 4.

Appendix A provides a short introduction to WAMIT. An intro-
duction to ABAQUS is given in Appendix B. The published papers
are appended in Appendix C. Appendix D describes the analysis
of the FO3 platform in the vertical plane by means of a generalized
modes approach. In Appendix E, the interface method and software
described in Paper 6 is validated to some extent by comparison with
simple analytical solutions of wave induced structural response for
a clamped circular column.
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2. Selected Theory and
Literature

2.1. General

The goal of this chapter is to summarize the theoretical issues which
are relevant for the research made in this thesis. More in-depth
information can be found in the papers which constitute this thesis
as well as other cited references.

2.2. Ocean Environment Modeling

Marine structures are affected by various types of loads. In this con-
text, waves make up the dominant loads on floating structures. The
ocean waves are disperse and random. This is predominantly due to
the action of wind being the wave generating mechanism. For deep
water waves, which are also considered in this thesis, the instan-
taneous wave elevation can be described accurately by a Gaussian
distribution (Ochi, 1998). One can in general use linear theory to de-
scribe the ocean surface by superposition of a series of monochrome
sinusoidal (airy) waves. For derivations of the linear wave theory
see Newman (1977) or Dean and Dalrymple (1991). One may use a
sea spectrum model such as JONSWAP or Pierson Moskowitz. The
designated spectrum corresponds to a specific marine operational
site. It is calculated by knowing the significant wave height of the
waves and the peak period and choice of a specific wave spectrum
model. Recommended models are available from ITTC and ISSC.
This usually describes a long-crested (unidirectional) sea spectrum,
but corrections can be made to obtain short-created sea waves by
using spreading functions.

If one could obtain the load effects for a monochrome wave in a
linear sense1, then one can combine such information with the wave

1As we will see in the next section, there are accurate methods which can
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data by using the spectral approach (see e.g. Faltinsen (1990) or
Newland (1993)). The result is the spectral description of the wave-
induced load effects for the designated operational site. Once the
spectra are known, it is possible to comment on the statistics of the
load effects like extremes and the number of occurrences of maxima
within a certain period of time by choosing a probability density
function (Newland, 1993). For linearized dynamic systems, the load
effects to Gaussian waves will be Gaussian as well. If the system
output could be assumed to be a narrow-band process, then the
probability density of its maxima will follow the Rayleigh distribu-
tion. For dynamic systems with nonlinearities, other distributions
may apply.

2.3. Hydrodynamic Loads and Motion Analysis

Calculation of wave-induced loads on ships and ocean structures
is normally carried out by semi-empirical methods, computational
fluid dynamics (CFD) methods, or experimental fluid dynamics
(EFD) methods. All methods need to be validated against model
tests or full scale measurements. However, experiments are time-
consuming and subject to uncertainty.

Perhaps one of the simplest, and yet the most extensively used,
semi-empirical methods in computing the hydrodynamic loads on
slender marine structures is Morison’s equation (see e.g. Sarpkaya
and Isaacson (1981) or Faltinsen (1990) ). Morison’s equation ig-
nores the diffraction effects in the fluid-structure interactions and
considers the viscous drag and inertia forces in a semi-empirical
manner. The formula is originally intended for problems with flow
transverse to a cylinder. If one considers a floating vertical cylin-
drical column moving as a result of waves, one may explain the
horizontal wave-induced hydrodynamic force on the cylinder using
a slightly modified form of the Morison’s equation (see e.g. Faltinsen
(1990)):

F =
∮
ρCmπ

D2

4
a1dz−

∮
ρ(Cm−1)

πD2

4
η̈1dz+

∮
ρ

2
CdD|u−η̇1|(u−η̇1)dz,

(2.1)
where the symbols are explained in the list of symbols.

calculate the load effects accurately in a linear sense in situations where the
load effects are linear or weakly nonlinear.
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2.3. Hydrodynamic Loads and Motion Analysis

In Eq. (2.1), the first term of the force represents the inertia term
and corresponds to the Froude-Krylov force. The second term repre-
sents the radiation force. The last term represents the viscous drag
force. The formula is valid for platforms with column cross sections
that have a small diameter compared to the wave length i.e. D

λ < 1
5 .

The Morison’s formula is useful for design of offshore structures if
the drag and inertia coefficients are selected cautiously, based on
the flow characterizing parameters e.g. Keulegan-Carpenter num-
ber. A discussion of these parameters can be found in Sarpkaya
and Isaacson (1981). The coefficients in Morison’s equation have to
be determined by experiments as done in for instance Airey et al.
(1989). In some studies, as e.g. Sauder and Moan (2007), an equa-
tion of the type (2.1) has been used to determine the forces on
marine structures.

Morison’s formula provides a quick and convenient way for estimat-
ing wave and current loads on slender marine structures. Examples
are risers, mooring lines and jack-up structures. However, it can-
not give any information regarding the details of the flow pressure
around the body and evolution of free-surface due to wave/body
interactions. Moreover, the applicability of the formula also be-
comes questionable for large volume structures and wave conditions
in which diffraction effects become important. Platforms with large
cross-sections relative to the wave-length, like tension leg platforms
(TLPs), require consideration of diffraction effects. Therefore, com-
puter codes are generally applied.

Within the scope of this thesis, we focus on hydrodynamic codes
that are based on potential theory and Boundary Element Method
(BEM) to solve the flow problems in 3D, known as the panel meth-
ods. The conventional panel methods discretize the body surfaces
by a number of quadrilateral panels (Hess, 1990). They are referred
to as the low-order panel methods. The more recent panel meth-
ods discretize the geometry by a series of B-splines (Maniar, 1995).
They are referred to as higher-order or B-Spline panel methods. A
well described text regarding explanation of the panel methods is
Lee and Newman (2004).

There exist panel codes based on Green function or Rankine singu-
larities (e.g. ISSC (2006a)). The available codes in the first group
are the ones being routinely used in the industry due to their robust-
ness and accuracy. They calculate the loads in the frequency or time
domain. Since the free-surface boundary condition is satisfied au-
tomatically in these methods using the Green function formulation,
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one needs to discretize only the underwater surfaces.

Several levels of approximation are available for the Green function
panel codes to account for nonlinear effects (e.g. ITTC (2005)).
One approach is the so-called “body-exact” (body-nonlinear) for-
mulation which evaluates the nonlinear radiation, diffraction forces,
restoring and Froude-Krylov (e.g. Lin and Yue (1996)). Fully non-
linear methods based on potential theory are still at a developing
stage. In general, analyses by using nonlinear 3D codes are time
consuming and to address the needs at design stages, one may ap-
ply modifications to results by linear codes in a simplified manner.
A simpler approach consists of accounting for the predominant non-
linearities by exactly evaluating Froude-Krylov and restoring forces
while keeping the radiation and diffraction terms linear (e.g. Sen
(2002)). In Paper 5, modifications are made to linear potential the-
ory results by adding viscous drag associated with pontoons of a
semi-submersible platform in a simplified manner.

When it comes to violent flow and highly nonlinear problems, poten-
tial theory codes do not produce reasonable results. As mentioned
before, there are modern CFD methods like SPH (Monaghan, 2005)
and CIP (Yabe et al. (2001)) that can deal with such problems in
a much more sophisticated manner. For an extensive review of nu-
merical techniques in hydrodynamics, refer to Ferziger and Peric
(2002), ITTC (2005), Faltinsen and Timokha (to be published) and
Pákozdi (2008).

For a given problem, the choice of the hydrodynamic solver, and
thus the extent of the approximations and the numerical scheme,
determines the necessary size of the computer, the time for compu-
tation, and most importantly, the quality of the solution relative to
physical reality. In view of such considerations, when calculating
the global response of mega-structures or other multi-body systems
at early design stages, it may be impractical to obtain information
about the details of the flow at very local regions of the fluid do-
main. For such problems, capturing the details of the flow with
CFD is almost impossible with today’s computing capacities. Even
by neglecting such details and applying potential theory codes, the
problem may still be time consuming. An example is the calcula-
tion of wave-induced loads for multi-body marine structures where
problem or geometrical symmetry cannot be used by standard ap-
proach. In such cases, particular reformulation of the mathematical
problem may be required to estimate the wave loads in an efficient
manner (see Paper. 2).
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In conclusion, BEM is currently the state-of-the-art approach in
hydrodynamic load assessment of flexible and multi-body marine
structures. The hydrodynamic load analysis in this study has been
based on WAMIT software. WAMIT has been developed based on
potential theory and a Green function formulation and uses BEM
to discretize the mathematical equations. A brief introduction to
this software is given in Appendix A.

2.4. Frequency-Domain Motion Analysis

2.4.1. Rigid Structures

As long as linear hydrodynamic models are applied, equations of
motion of a rigid floating system (6 DOF) with zero forward speed
in sea waves are described in the frequency domain by the vector
equation:

−ω2[M+A(ω)]X(jω)+jωB(ω)X(jω)+CX(jω) = Fexc(jω), (2.2)

where the symbols are explained in the list of symbols. Eq. (2.2) is
a system of simultaneous linear algebraic equations. The unknowns
are the six DOF responses embedded in the X vector. The solution
of these equations is obtained easily and efficiently due to simple
structure of the mathematical formulation.

The wave exciting forces are integrated pressure forces obtained
from the solution of diffraction potential over the mean wetted sur-
face of the body.

The integrated pressure forces obtained from the solution of the
radiation potentials define the radiation forces:

Fr = −[−ω2A(ω)X + jωB(ω)X]. (2.3)

The components of the radiation force in phase with acceleration
and velocity of the body are known as the added mass (ω2A(ω)X)
and the hydrodynamic damping forces (-jωB(ω)X), respectively.

The restoring forces in Eq. 2.2 (the CX term) are the final form of
the Taylor expansion of gravity and buoyancy contributions up to
the first order. All the above vector quantities (force or response)
are defined with respect to the body’s equilibrium frame.
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2.4.2. Flexible Structures

One of the challenges in dynamic response analysis of novel marine
structures is the study of flexible floating bodies. In this context,
VLFSs are classified as a special type of marine structures. VLFSs
are grouped into pontoon-type and semisubmersible-type structures,
respectively (ISSC, 2006d). Examples of the first and second groups
are the MegaFloat2 (Suzuki, 2005) and the Mobile Offshore Base
(MOB Project Team, 2000), respectively. A review of literature
regarding the studies on the MegaFloat can be found in Watan-
abe et al. (2004) and Suzuki (2005). Palo (2005) gives a thorough
description of the analysis efforts relevant to MOB.

An important and yet challenging aspect regarding analysis of flex-
ible floating bodies is the hydroelasticity implied as the influence of
floating body flexibility on the hydrodynamic pressure and thus the
load effects (MOB Project Team, 2000; Faltinsen, 2005). Research
on VLFS and hydroelasticity are quite recent subjects. Recently,
Riggs et al. (2008) has compared some frequency domain hydroe-
lastic codes based on the ISSC VLFS benchmark (ISSC, 2006d).
Their comparison considered both stress and displacement studies.
A similar comparative study was published by Jiao et al. (2006),
but it was restricted to a shallow draft plate, and considered only
displacements. Chen et al. (2006) also reviewed several hydroelas-
ticity theories applied to global response analysis of marine struc-
tures.

Some of the methods use a mode expansion approach (e.g. Bishop
and Price (1979); Newman (1994); Kashiwagi (2000)), also known
as generalized modes approach (see e.g. WAMIT). In the mode ex-
pansion approach, the response of the structure is decomposed into
a temporal and a spatial function. The spatial function is a selection
of the so-called mode shapes. Hydrodynamic loads corresponding to
the radiation are evaluated for unit modal response and are then in-
tegrated into the equations of motion where the wave-exciting forces
are included. The solution gives the response of the structure. The
number of required modes to represent the response depends highly
on the problem and can become quite large for VLFS response solu-
tions. However, not all the modes contribute to the actual response.
Another approach is the so-called direct method (Yago and Endo,
1996b; Yasuzawa et al., 1997; Kim et al., 2005), where the hydro-

2There are MegaFloat concepts that are partly or fully implemented by
semisubmersible columns.
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dynamic BVP (pressure distribution) and the elastic response are
solved simultaneously. Therefore, the direct method avoids the in-
corporation of any modes into the solution of response. But the
method is computationally expensive and requires interfacing be-
tween the hydrodynamic and structural numerical techniques like
BEM and FEM. There are also more certified hydrodynamic meth-
ods in the frequency domain than in the time domain. As a result,
the generalized modes approach have often been used in the pre-
vious studies. The generalized modes approach is also used within
the contents of this thesis.

In case of a deformable body with a mode expansion approach, one
can rewrite the equations of motion in Eq. (2.2) in a generalized
form as done e.g. by Newman (1994):

[
−ω2[M+A(ω)]+jω[B(ω)+D]+[C+K]

]
X(jω) = Fexc(jω). (2.4)

Now, the matrices and vectors have a dimension of (6+N)×(6+N)
and (6 + N) × 1, respectively. N is the number of flexible modes
defined in addition to the six rigid body modes. K and D are
the generalized structural stiffness and the generalized structural
damping matrices, respectively. All the other coefficients are also
generalized.

2.4.3. Multi-body Structures

Another important aspect is the response of floating interconnected
or multi-body ocean structures, such as wave energy converters. A
good review of the state-of-the-art concerning wave energy devices
can be found in ISSC (2006c) and Cruz (2008).

To best of the author’s knowledge, only a few methods and com-
puter programs are available for handling 3D radiation/diffraction
analysis of multi-body marine structures, including their mutual
interactions. A typical approach is to evaluate the hydrodynamic
loads corresponding to each floating body oscillating in each of the 6
DOF first and then postprocess the radiation and diffraction forces
together with other loads like the power take-off force (PTO) exter-
nally and then reduce the DOF to the original DOF of the oscillating
device by applying the kinematic constraints.
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Following this approach and utilizing a software similar to WAMIT
(e.g. Rogne (2007)), no symmetry can be exploited for either the
radiation or for the diffraction problem. Therefore, such an evalua-
tion of hydrodynamic loads and motions requires substantial simu-
lations when the number of bodies increases. In addition, exporting
the field particle information such as pressure and wave elevation,
becomes quite cumbersome since the information passes through the
postprocessing stage for each DOF and each body.

Fortunately, for linear hydrodynamic load assessment of multiple
floating bodies one can alternatively use the generalized modes ap-
proach to transform the problems to a single body with several
DOF. Such an approach is well known in studying the response of
flexible bodies in waves as mentioned earlier in Section 2.4.2. All
the geometries in the problem are then merged and considered as
one. This “single body” will have “pseudo-flexibility” in the sense
that different parts of the body (sub-bodies) are allowed to have
different DOF depending on the problem. In this way, assuming n
to be the number of floating bodies, the 6 × n mandatory DOF for
the initial multi-body problem reduces to one single body with the
original m DOF where m << 6× n. Solution by taking account of
geometrical or problem symmetry is also a possibility.

2.5. Structural Analysis

As mentioned above, various general-purpose computer tools based
on Finite Element Method provide the state of the art. Some pro-
grams calculate the wave-induced load effects using built-in hydro-
dynamic modules (e.g. AQWA module in ANSYS, AQUA mod-
ule in ABAQUS). Some studies accomplish the structural analy-
sis by interfacing the general-purpose structural and hydrodynamic
software. In this context, one of the available software systems is
SESAM which integrates all the hydrodynamic, motion and struc-
tural response analyses in one package. The marine structural re-
sponse analysis in the frequency domain is well-established. The
applications are mostly for ships, offshore platforms and VLFS.
Malenica et al. (2006) and Malenica et al. (2008) reported several
frequency domain structural analyses for a single flexible body with
and without forward speed by linking the hydrodynamic program
HYDROSTAR to ABAQUS. Iijima et al. (2008) reports a nonlinear
time-domain structural analysis by interfacing a 3D BEM hydrody-
namic program and ABAQUS or NASTRAN. In calculation of the
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hydrodynamic loads in Iijima et al. (2008), hydrostatic and Froude-
Krylov forces are considered nonlinear. Fujikubo (2005); Fujikubo
and Yao (2001) carried out a global and detailed structural response
analysis of the MegaFloat using the hydroelastic approach developed
by Kashiwagi (1996), Ohmatsu (1997), Seto et al. (2003), and Yago
and Endo (1996b).

Few studies have been concerned with the structural response assess-
ment of multi-body marine structures, especially multi-body wave
energy converters. Raj and Edwards (1999) reported a time domain
structural analysis methodology of an MOB by using linear fre-
quency domain hydrodynamic method of HIPAN (Lee and Newman,
1998) and nonlinear time domain structural analysis in ABAQUS.
In their analysis, radiation forces are calculated as modal quanti-
ties and are distributed over the wetted surface as pressures. An
interfacing procedure named HIP2FEA (Letcher, 1998) developed
by AeroHydro Inc was used to extract the diffraction pressure infor-
mation from HIPAN results. An ABAQUS user written subroutine
(UEL) was used to interface the pressures in ABAQUS. Unfortu-
nately, no numerical results seem to have been published from this
study.

Structural analysis by coupling standard software may be advanta-
geous, since the interfaced software are often general-purpose and
is therefore applicable to a variety of structural configurations and
components. Moreover these software are often validated and well
documented. How accurate the strength assessment of the marine
structure will be is heavily dependent on how accurate representa-
tion and application of the hydrodynamic loads is to the structural
software. To date, the mutual compatibility between the struc-
tural and hydrodynamic software is not at a satisfactory level (ISSC,
2006b).

Paper 6 deals with an alternative approach to the structural anal-
ysis of multi-body floating structures in the frequency domain by
interfacing WAMIT and ABAQUS. The methodology complements
the study of the wave energy converter performed in Paper 2, as
described in Section 3.3. An introduction to Paper 6 is given in Sec-
tion 3.6. A brief description of ABAQUS is given in Appendix B.
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2.6. Hybrid Frequency-Time Domain Models

The equations of motion in Eq. (2.2) do not incorporate nonlinear-
ities3. The most convenient way to include nonlinear features is
to replace Eq. (2.2) by proper time-domain models. The nonlin-
ear equations of motion may be solved directly in the time domain.
However a more efficient approach may be to first solve the linear
problem in the frequency domain and utilize these results when solv-
ing the full problem. Such a model is referred to here as a hybrid
frequency-time domain model and has been initially introduced by
Cummins (1962). To date, it has been utilized successfully in dif-
ferent motion analysis applications (see e.g. Wu and Moan (1996);
Kashiwagi (2004)). Nonlinear loads are normally added to these
models as additional features. In order to have a better understand-
ing of the hybrid-frequency time domain models and its properties,
a derivation of the equations are presented here.

One may start by adding −ω2[A∞ − A∞]X(jω) and jω[B∞ −
B∞]X(jω) to the L.H.S. of Eq. (2.2). A reformulation of the equa-
tions may then be as follows:

−ω2[M + A∞]X(jω)+jωB∞X(jω)+CX(jω)+jωK(jω)X(jω) = Fexc(jω),
(2.5)

where

K(jω) = [B(ω)−B∞] + jω[A(ω)−A∞]. (2.6)

Taking the inverse Fourier transform of Eq. (2.5) gives the following
vector integro-differential equation

[M + A∞]ẍ(t) + B∞ẋ(t) +
∫ ∞

−∞
k(t− τ) ẋ(τ) dτ + Cx(t) = f exc(t).

(2.7)
The above equation is known as Cummins’s Equation (Cummins,
1962). One can see how the frequency dependency of added mass
and damping has resulted in the appearance of a convolution in-
tegral. The k(t) function in the above equation is known as the
retardation or memory function.

3It is possible to linearize the formulation of a nonlinear phenomenon, but the
accuracy of the solution may in some cases be severely damaged.
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Taking the inverse Fourier of Eq. (2.6) results in

k(t) =
1

2π

∫ ∞

−∞
K(jω)ejωtdω =

1
2π

∫ ∞

−∞

[
[B(ω)−B∞] cos(ωt) + j[B(ω)−B∞] sin(ωt)

+ jω[A(ω)−A∞] cos(ωt)− ω[A(ω)−A∞] sin(ωt)
]
dω,

(2.8)

where k(t) is a real function of time and thus the imaginary terms
in the above equations must be ignored. Moreover, A(ω) and B(ω)
are even functions of frequency which reduces the above equation
to

k(t) =
1
π

∫ ∞

0

[
[B(ω)−B∞] cos(ωt)− ω[A(ω)−A∞] sin(ωt)

]
dω.

(2.9)

The first term in the R.H.S. of Eq. (2.9) is an even function of time
while the second term is an odd function. In other words:

k(t) = ke(t) + ko(t). (2.10)

One must note that radiation force is a causal4 system. There is no
force before the structure is oscillated and vice versa. In mathemat-
ical terms:

k(t) = 0; if t < 0. (2.11)

Thus for k(t) to represent a causal system in Eq. (2.10), there must
be

ke(t) =

{
ko(t), if t ≥ 0,
−ko(t), if t < 0,

(2.12)

Therefore Eq. (2.9) reduces to

k(t) =
2
π

∫ ∞

0
[B(ω)−B∞] cos(ωt) dω (2.13)

=− 2
π

∫ ∞

0
ω[A(ω)−A∞] sin(ωt) dω. (2.14)

Eqs. (2.13) and (2.14) are two important relations which relate
added mass to potential damping and to the retardation function

4A causal or non-anticipatory system implies a system for which there is no
output for input occurring in the future.
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(Ogilvie, 1964). For sake of numerical convergence, the relation
based on the hydrodynamic damping is preferred to the one with
added mass.

For floating structures with zero forward speed, the hydrodynamic
damping vanishes as the frequency of oscillation approaches infinity.
In practice, the retardation kernel k(t) tends to vanish for times
passing a certain value, say tmem. Knowing this information and by
using causality one can change Eq. (2.7) to

[M + A∞]ẍ(t) +
∫ tmem

0
k(t− τ) ẋ(τ) dτ + Cx(t) = f exc(t). (2.15)

Nonlinearities like instantaneous hydrostatic or Froude-Krylov force
etc. may then be added to the R.H.S. of this equation. In Paper 5
viscous drag is added to the equations using a simple formulation.
Equation (2.15) also provides a suitable means of calculation for
linear transient response of marine structures due to e.g. moving
loads etc which has been addressed in Paper 3 and Paper 4.

If we take

f ′R(t) = −
∫ tmem

0
k(t− τ) ẋ(τ) dτ, (2.16)

then Eq. (2.15) can be rewritten as:

[M + A∞]ẍ(t) + Cx(t) = f ′R(t) + f exc(t) = f(t) (2.17)

In a time-domain simulation code, given the values of the function
f(t), the differential equation in Eq. (2.17) must be calulcated by an
integration method such as Runge-Kutta or Newmark-β (e.g. Lan-
gen and Sigbjörnsson (1979)). This in fact implies that regardless of
the chosen numerical scheme, the convolution integral must be eval-
uated numerically at each simulation step by e.g. the trapezoidal
method.

This is a drawback because integrating the convolution may become
computationally demanding depending on the simulation length,
simulation step and the DOF of the system. Kashiwagi (2000)
stated:

The present method is still too time-consuming for prac-
tical use. A large part of the computation is taken up
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in evaluating the convolution integral for the memory
effects.

Similar statements have been made in other texts such as ITTC
(2005); ISSC (2006d). These reasons have stimulated significant
efforts towards replacing the convolution terms by other approxi-
mately equivalent models which yield more efficient solutions. A
thorough review and description of these efforts can be found in Pa-
per 3. Some of these approaches replace the convolution integrals by
instead using a state-space model which is also a focus in Paper 3.
State-space models are of practical interest since they not only pro-
vide efficient means of numerical calculations of the convolutions,
but also since they are well suited for the computer models used in
automatic control (Fossen, 2002; Perez, 2002). Moreover, analysis of
stability for dynamic systems is conveniently performed using state-
space formulation. In Section 2.7, a description of the state-space
equations with an introduction to Paper 3 is presented.

2.7. State-Space Models

Every linear time-invariant system with a finite number of inputs
u(t) and outputs y(t) can be described by means of a convolution
integral in continuous time as

y(t) =
∫ t

0
h(t− τ) u(τ)dτ. (2.18)

In relevance to the discussion made in Section 2.6, the entries of y(t)
and u(t) in Eq. (2.18) represent f ′R(t) and ẋ(t) in Eq. (2.16).

The discretized form of Eq. (2.18) is

y[k] =
m∑

l=1

hd[k − l] u[l], k = 0, 1, .... (2.19)

The system in Eq. (2.18) can also be described by a set of equations
of the following form (e.g. Chen (1999)):

ż(t) = A′ z(t) + B′ u(t)
y(t) = C′ z(t) + D′u(t).

(2.20)
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In the above equation, z is the state variable which gives an internal
description of the system.

Solution of Eq. (2.20) in continuous time is

z(t) =eA
′tz(0) +

∫ t

0
eA

′(t−τ)B′u(τ)dτ (2.21)

y(t) =C′eA
′tz(0) + C′

∫ t

0
eA

′(t−τ)B′u(τ)dτ + D′ u(t) (2.22)

One needs to discretize the set of equations in Eq.(2.20) in time, if
a digital computer is used. Based on:

ż(t) = lim
∆t→0

z(t+ ∆t)− z(t)
∆t

, (2.23)

and by assuming a piecewise constant input (u(t)):

u(t) = u(k∆t) ≡ u[k], k∆t ≤ t < (k + 1)∆t, k = 0, 1, ...
(2.24)

and computing Eq. (2.21) at t = k∆t, one may arrive at

z[k] ≡ z(k∆t) = eA
′ktz(0) +

∫ k∆t

0
eA

′(k∆t−τ)B′u(τ)dτ. (2.25)

A similar computation of Eq. (2.21) at t = (k+1)∆t and reformula-
tion of the results with respect to z[k] in Eq. (2.25) yields in

z[k+1] ≡ z((k+1)∆t) = eA
′∆tz[k]+

(∫ ∆t

0
eA

′τdτ
)
B′u[k]. (2.26)

Thus, the alternative form of state-space equations in Eq. (2.20) in
discrete time will be (Chen, 1999)

z[k + 1] = A′d z[k] + B′d u[k]
y[k] = C′d z[k] + D′d u[k], k = 0, 1, . . .

(2.27)
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with

A′d = eA
′∆T , B′d =

(∫ ∆t

0
eA

′τdτ
)
B′, C′d = C′, Dd = D′.

(2.28)
where k denotes the current time index. z is called the state vector
and gives an internal description of the system. For a system with
p input, q outputs and n state variables, A′(A′d), B′(B′d), C′(C′d)
and D′(D′d) are respectively n× n, n× p, q × n and q × p constant
matrices know as state-space parameters.

In calculating the memory effects in time-domain response simula-
tion of a marine structure, i.e. solving Eq. (2.17) using a numer-
ical time integration method e.g. Newmark-β (e.g. Langen and
Sigbjörnsson (1979)), an equation similar to Eq. (2.19) must be
calculated at every time step by e.g. the trapezoidal integration
method. It must be noted that the calculation of the convolution
integral must be performed at each time step regardless of the cho-
sen numerical scheme used for Eq. (2.17).

For a system with scalar input and output, integration of the convo-
lution integral in Eq. (2.19) requires storing m data points at each
time step. By using the state-space representation of Eq. (2.27),
one needs to save n data points equal to the length of the state.
Usually n is less than m, which implies a significant save in the
memory.

Moreover, for the scalar-input scalar-output system at each time
step k, the total number of multiplications and addition operations
needed for Eq. (2.19) are equally m times. The number of multi-
plication and addition operations in Eq. (2.27) are equally (n+ 1)2

times. m is usually larger than (n + 1)2 and therefore, one may
conclude that the state-space model calculations require less CPU
time than the convolution integrations. An important note here is
the extra CPU consumption from reading the data in the memory
during these operations.

For the above reasons, state-space models have become convenient
methods for replacing the convolution integrals. There have been
numerous efforts in the literature dedicated to such a replacement.
These alternatives have been reviewed in Paper 3. The paper dis-
cusses how to obtain the replacement models via system identifi-
cation techniques based on the hydrodynamic data from standard
software like WAMIT. Identification methods were categorized de-
pending on the input data used to pose the identification problem.
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A comparison was made of the retardation functions that were iden-
tified using the following parameter estimation methods:

• Impulse response curve fitting,

• Realization theory,

• Regression in the frequency domain.

The theoretical basis of each method has been reviewed. Identifi-
cations by these three methods can be compared in a simple ex-
ample in terms of estimated model order, accuracy of fit, use of
available(input) data, ease of use and generation of stable results.
Then, the realization theory and frequency domain regression meth-
ods have been compared as applied to a modern container vessel.
MATLAB and its built-in functions are used as a platform for cod-
ing the identification method and SIMULINK is used to implement
the time-domain simulations. Two scenarios have been studied: the
dynamic response of the ship due to regular wave induced excita-
tions, and the transient response of the ship after it was released
from a displaced condition.

Although some discrepancies have been observed between the re-
sults of the realization theory and the frequency domain regression
at the identification stage, it is found from the dynamic simulations
that both methods are equally accurate in simulating the vessel’s
response. It is also observed that the fit does not need to be highly
accurate to obtain acceptable accuracy. With respect to computa-
tional time, it is shown that models based on state-space formula-
tions require less computational effort than models which involve
solving for the convolutions. In addition, state-space representation
may offer significant savings in memory usage.

2.8. Example Structures

The following structures have been considered in this thesis:

1. The Mega-Float prototype

The Mega-Float prototype-Phase I has been considered (ISSC,
2006d) in Paper 1. This structure is a pontoon-type VLFS as
shown in Fig 2.1. The dimensions of this box-shaped structure
are 300 m length, 60 m width and 2 meters height. The VLFS
has a draft equal to 0.5 meters. During the tests, the model
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Figure 2.1.: The Mega-Float prototype as studied in Paper 1 (Yago and
Endo, 1996a,b).

60 cm

10 cm
5 cm

19 cm

5 cm
5 cm

Figure 2.2.: The flexible barge studied in Paper 4 for which test results
are available from Malenica et al. (2003). The left figure shows the under-
water geometry and the foremost pontoon dimensions. The right figure
shows a snapshot of the model during the tests.

is disallowed to move horizontally while it is free to oscillate
vertically (Yago and Endo (1996a)).

2. Flexible barge

This structure is a model of a back-bone type vessel formed
by connecting 12 floating sections (Malenica et al., 2003). The
sections are 19 cm long, 60 cm wide and 25 cm high. They are
connected to each other using steel plates. There is a 15 mm
gap between the floats to avoid any contacts between them.
The draft of the model is 12 cm. In one of the cases, denoted
in the reference as Configuration 2, the foremost floating sec-
tion is not completely prismatic –as it is the same for the
other sections– but is slightly modified (See Fig. 2.2). For
this model, the thickness of the joint plates is 6 mm. Fur-
ther information can be found in the original reference. Some
measurements were obtained by releasing the barge from a
displaced position. These results are also contained in this
thesis (See also Paper 4).
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Figure 2.3.: The two-body heaving wave energy converter studied in
Paper 5. The power is extracted by the power take-off machinery installed
on the deck of the semisubmersible platform from the relative motion
between the heaving buoy and the platform.

Figure 2.4.: The FO3 platform, the wave energy converter concept used
as the case study in Paper 2 and Paper 6. The concept is novel and thus
there are only a very few studies available related to its performance and
corresponding load effects in sea waves.

3. A two-body WEC in heave motion

This wave energy converter consists of two rigid floating bod-
ies: a buoy and a semi-submersible platform, which are re-
stricted to heave only (see Paper 5). Fig. 2.3 shows the schematic
view of the concept. The power is extracted from the rela-
tive motion between the two bodies using a hydraulic power
take-off mechanism. With the objective to increase the per-
formance of the device, a latching control algorithm was also
included in the studies. The platform pontoons have a specific
design so as to increase the viscous drag force on the support-
ing structure (Sauder and Moan, 2007).

4. The FO3 WEC
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The studies in Papers 2 and 6 focus on the wave-induced behavior
of the so-called FO3 wave energy converter (see Fig 2.4). The WEC
consists of a semisubmersible platform and 21 buoys (see e.g. Leir-
bukt (2006)). Each buoy in this layout can slide along a correspond-
ing guide which is connected to the deck of the semisubmersible
platform. The motion of the buoy is transmitted to hydraulic ma-
chinery on the platform deck. In this way, the wave energy is trans-
formed into electricity from the relative motion of each buoy and
platform.

31





3. Case Studies

3.1. General

An important aspect of the thesis work has been to develop a
methodology to determine the wave-induced load effects in flexible
and multiple-body dynamic systems and implement it in computer
codes. These methods have been applied in the following case stud-
ies to illustrate the applicability of the methodology and to illustrate
certain features of the physical behavior:

1. Hydroelastic analysis of VLFS in the frequency domain

2. Motion analysis of multi-body WEC in the frequency domain

3. Flexible-body simulations in the time domain

4. Two-body WEC simulations in the time domain

5. Structural analysis of multi-body WEC in the frequency do-
main

In the following sections, a brief description of each case study and
its results will be given.

3.2. Hydroelastic Analysis of VLFS in the
Frequency Domain

The generalized modes approach is applied in Paper 1 to analyze
the linear steady-state motions of arbitrarily-shaped single or mul-
tiple flexible bodies. It is a frequency-domain approach based on
interfacing the information between FEM and BEM. Both two and
three dimensional mode shapes can be used in the analysis. The
3D mode shapes have been generated by using ABAQUS. Two dif-
ferent interface codes have been written to introduce the 2D or 3D
mode shape data to WAMIT by interacting with the software during
run-time.

33



3. Case Studies

The method has been validated by comparing the numerical results
with available numerical studies by Fu et al. (2006) and experimen-
tal results by Yago and Endo (1996b) for a 300 meters long model of
the MegaFloat airport (1st phase experiments, see Suzuki (2005)).
Comparisons made for the frequency response functions of displace-
ments at different points along the structure strongly suggest that
the approach is accurate (see Fig. 3.1). Moreover, the method can
use double plane symmetry which enables a more efficient response
analysis.

The results also clearly show a significant contribution to wave-
induced (pressure and thus displacement) responses from the elas-
tic modes, which accentuates the importance of the hydroelasticity.
This can be seen from the rigid and flexible body displacements in
Fig 3.1. The contributions from flexible modes become higher for
longer waves.

The analysis showed that the displacements are larger at the two
ends of the structure than the responses in the middle of the struc-
ture. This is in agreement with the test results. Another finding
of this study is that the structural displacements in the up-stream
wave were larger than the ones in the down-stream wave which is
explained by larger diffraction (wave-structure interaction) effects
in the up-stream region. Such effects vanish as the wave length
increases.
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Figure 3.1.: Typical result from Paper 1: comparison of the predicted dis-
placements with available experimental measurements by Yago and Endo
(1996b) and another study by Fu et al. (2007). Hydroelastic behavior of
the structure is evident from the comparison between results obtained for
the rigid and flexible body.
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Domain

The study in Paper 1 increased the level of confidence in WAMIT
and showed the feasibility of using (adapting) the software in hy-
droelastic calculations. A similar tailor-made approach has been
developed in Paper 2 based on the idea, knowledge and experience
gained in this work that interprets the multi-body modes of motion
to WAMIT by using a generalized modes approach.

3.3. Motion Analysis of Multi-Body WEC in the
Frequency Domain

Using a generalized modes approach, linear wave-induced steady-
state motions of different components in the so-called FO3 platform
WEC has been studied in the frequency domain (see Appendix. D
and Paper 2). The WEC consists of a semisubmersible platform and
21 buoys (see e.g. Leirbukt (2006)). Each of the buoys slides along a
corresponding guide which is connected to the deck of the semisub-
mersible platform. Based on this consideration, the motions of the
components in the WEC may be decomposed into the following 27
modes (Paper 2):

• System surge (platform and buoys),

• System sway (platform and buoys),

• (Independent) heave of the platform,

• Roll of platform and buoys considering the buoys to slide along
the guides,

• Pitch of platform and buoys considering the buoys to slide
along the guides,

• System yaw (platform and buoys),

• (Independent) heave of each of the 21 buoys.

Dynamic analysis of such a concept is challenging even in the fre-
quency domain due to its kinematic complexity and hydrodynamics
caused by the interactions between the wave and the structure. No
previous studies were found for this FO3 concept that could provide
information regarding wave-induced load effects on the components
of the WEC and the device performance in a realistic ocean envi-
ronment. The main objective of Paper 2 is to develop a method
that could address the following questions:
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• What is the performance of the WEC in low to moderate
waves?

• Will all the buoys in the current layout contribute to power
absorption?

• What is the effect of wave directionality on the absorbed power?

• What kind of motions will be experienced by the WEC com-
ponents in waves?

• Are there any considerable effects from power take-off mecha-
nisms on the response of each component?

• How strong are the interaction effects between the bodies and
the waves?

• Provide a basis for structural response assessment of the WEC,
as reported in Paper 6.

Observation of the results with regard to problem symmetry along
the wave direction and trend of the wave attenuation verified the
method to some extent. Typical results are shown in Fig. 3.2. Buoys
2 and 3 are located upstream and between the platform columns
parallel to the wave propagation direction, respectively. The results
were compared with available results obtained by Rogne (2007) who
considers the motions in the vertical plane due to a following-seas
wave. For comparison of the results of other components see Pa-
per 2). The validation procedure in this analysis was limited to
this case only, because no relevant experimental results were avail-
able.

The results of the power absorption for different power absorption
coefficients, bu, at different sea states suggest the optimal value of
bu to be between 100 to 150 kNs

m .

The results show a significant reduction in the power-absorption by
the buoys located at the down-stream wave compared to the buoys
in the up-stream wave. Similar results have been observed for other
wave directions. This suggests that the wave is attenuated along the
WEC and most of the wave energy is already absorbed by the buoys
in the up-stream wave condition (see Paper 2). The buoys in the fore
most down-stream wave, produce almost no power compared to the
ones in the up-stream waves. This result may suggest a reduction
in the number of buoys.

Observing the reported plots of the power absorption for different
mean wave directions in short-crested irregular seas, it was found
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that the total power absorption was independent of the mean wave
direction. However, the mean wave direction affects the pattern of
the power absorbed by the individual buoys.

Large motions were observed for the buoys at certain wave frequen-
cies when power-take off mechanism is neglected. This could be
related to near-trapping of the waves occurring in the gaps between
the columns and the buoys. Further research needs to be carried
out to address this issue in more detail.

Fig. 3.2 shows that the power take-off has reduced the motions of
different components of the WEC (especially around the natural
frequencies). Similar results have been found for motion response
in the oblique waves ( see Paper 2).

The method could be used conveniently to export the hydrodynamic
information e.g. pressure and wave elevation for post processing
purposes. An interfacing procedure has been developed in Paper 6
to introduce the pressure information by the method to the struc-
tural software.
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Figure 3.2.: Typical results from Paper 2: WEC motion response in
following-seas waves with/without consideration of power take-off. Note
that the results from the current method have been plotted on top of the
results by Rogne (2007), i.e. they yield identical results. The dash-dotted
lines indicate the results in the absence of any power-absorption mecha-
nism while the solid lines represents the response in a power take-off mode.
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3.4. Flexible-Body Simulations in the Time
Domain

As mentioned in Section 3, one of the most suitable applications
of state-space models could be in the simulation of flexible marine
structures. In these simulations, there are typically many DOF
associated with the elastic modes of the structure. In addition,
the simulation steps need to be small enough so as to capture the
dynamics associated with the higher order modes (Kashiwagi, 2004).
In this context, the equations of motion described in Paper 3 have
been extended to account for the flexibility of marine structures (see
Paper 4). Paper 4 also gives further substantiation regarding the
accuracy and efficiency of the simulations using state-space models
as initially addressed in Paper 3.
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Figure 3.3.: Typical results from Paper 4: Transient response of the barge
released from an initial displaced condition. Position x= 1.2225 corre-
sponds to the bow. Dashed lines represent the results of the measured
response reported by Malenica et al. (2003); and solid lines represent the
results for dynamic response simulations using state space models. The
dotted lines are the simulation results by directly integrating the convolu-
tions.

Application of the method was exemplified by considering a (very)
flexible barge (Malenica et al., 2003). Dynamic response of the vessel
due to regular waves as well as its transient response after release
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from an initial displacement was simulated.

Typical results are shown in Fig. 3.3. Some discrepancies between
the numerical and experimental results of the transient response of
the initially displaced barge were experienced. Further details about
the analysis may be found in Paper 3. The source of discrepancies
could be related to the inhomogeneous distribution of structural
and hydrodynamic properties of the experimental model. Another
source of the discrepancy between numerical simulations and the
experimental results could be the fluid flow in the gaps between the
floating sections which exert nonlinear viscous forces which are not
represented by the numerical model.

Mode shape sensitivity analysis (reported in the paper) showed that
five modes were enough to represent the hydroelastic behavior of the
barge. Heave mode was found to be the most contributing mode to
the steady-state wave-induced response of the barge. For dynamic
response of the barge due to its release from an initial displacement,
pitch was found to be the most contributing mode to the response.
Both heave and the first flexible bending mode were found to be
equally important in this case.

Moreover, it was found that the state-space models can accurately
replace the convolution integrals. For the same level of accuracy,
simulations based on the state-space model representations were
found to be much more efficient than those integrating the convolu-
tions, as described in Paper. 3.

3.5. Two-Body WEC Simulations in the Time
Domain

In Paper 5, a two-body WEC with hydraulic power take-off subject
to phase control is studied. The wave energy converter consists of
two rigid floating bodies: a buoy and a semi-submersible platform,
which are restricted to heave only. The power is extracted from
their relative motions.

The dimensions of the platform pontoons were tuned such that the
wave exciting force on the platform will be about the same in mag-
nitude as the buoy but in the opposite phase within a design wave
range of 5 to 12 seconds.

A hybrid frequency-time domain model has been set up. Fluid mem-
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ory effects have been considered using a state-space representation
instead of the convolution integrals. The hydrodynamic interac-
tions of the two bodies have also been accounted for in the model-
ing.

One of the objectives of the paper was to address the effect of drag
on the performance of the WEC. This was accomplished by utilizing
a drag force formulation proportional to |u− η̇1|(u− η̇1) similar to
Eq. (2.1) in Section 2.3. The drag coefficient was chosen based on
the work by Sauder and Moan (2007). The water particle velocity
in the drag force formulation for each column is found by averaging
the simulated particle velocities of two specific points belonging to
the pontoon of the given column. The convolution integrals cor-
responding to calculations of the particle velocities stemming from
the radiation potential were also replaced by using state-space mod-
els.

A power take-off mechanism was accommodated in the model. A
latching control algorithm was also included in the simulations, but
these are not among the contributions of the author. Yet, the details
can be found in the paper. No experimental measurements were
available for validation of the results.

Using this model, it was concluded that the viscous drag force in
the pontoons of the semisubmersible platform reduces the absorbed
power by the device.

A large influence on the absorbed power was found from the force
compensation. By decreasing the pontoon size and thus decreasing
the wave exciting force on the platform within the design ranges,
more output power was observed for the WEC.

An indication was made regarding the output of the system when
the platform was fixed or free to oscillate. For most of the considered
wave conditions, fixing the platform improved the absorbed power
results. However, at one of the wave conditions (denoted in the pa-
per as I2), more power could be absorbed for a free platform.

Although it was possible to consider nonlinearities e.g. buoyancy
corresponding to instantaneous position of the bodies, it was decided
by the first author of the paper not to include them and instead
limit the parametric study to the ones already addressed in the
paper.
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3.6. Structural Response Analysis of Multi-Body
WEC in the Frequency Domain

In Paper 6, the linear steady-state structural response of the FO3

concept (the multi-body WEC described in Section 3.3) with power
take-off, is analyzed in the frequency domain. The hydrodynamic
and structural problems are solved by means of WAMIT and ABAQUS.

The motion analysis is carried out based on the work reported in
Paper 2. The hydrodynamic effects of the guides, which were ne-
glected in Paper 2, are considered in this study. A general procedure
is established to interface the relevant information between the two
software systems. Such information includes the radiation, diffrac-
tion and restoring force pressures and inertia loads, etc. The struc-
tural response is obtained by a quasi-static approach. The power
take-off mechanism is replaced by four beams. The sliding of the
buoys along the guides has been considered, as well.

The objective is to investigate the still water and wave induced in-
ternal loads in the column-deck and guide-deck connections in the
form of transfer functions. To demonstrate the approach, calcula-
tions are performed for following- and oblique-sea wave conditions.
The RAOs obtained in this way are well suited for the statistical
analysis of loads under certain design sea-states.

One important issue of this analysis was to ensure that the infor-
mation is transferred correctly by the interfacing procedure between
the motion analysis module (WAMIT) and the structural analysis
module (ABAQUS). To do this, a comparison was made between
the power take-off force results for each of the 21 buoys from the
motion analysis stage and the sum of the axial forces in the corre-
sponding structural elements ( four beams) representing the power-
take off mechanism for the buoy in the structural analysis module.
In addition, total force balance in the WEC structural model has
been monitored and the unbalance (error) was ensured to be small
relative to the dynamic forces.

Some validation of the interfacing procedure was made by compar-
ing the numerical results with analytical solutions for a cantilever
circular cylinder, which is reported in Appendix E. Some verifica-
tion has been made by checking the results for symmetry along the
wave direction and the trend of wave attenuation. No experimental
results were available for validation of this concept.
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3. Case Studies

Figure 3.4.: Typical results from Paper 6: The frequency response func-
tions of the axial forces in the column-deck connections (Top) and the
frequency response functions of the bending moment in the column deck
connections (Bottom). The results are given for a unit wave amplitude.
Columns 1 and 4 are located in the up-stream wave, while columns 2 and
3 are located in the down-stream wave.

Typical results are shown in Fig. 3.4. The results of the axial force
and bending moments in the figure (together with the ones in the
paper) clearly suggest that the wave is attenuated along the struc-
ture due to the action of the buoys and existence of power absorption
mechanism. Wave attenuation has been observed previously from
the results of the power absorption of each of the 21 buoys in Pa-
per. 2. The results also show that the loads on the structure decrease
as the incident waves become longer and the structure rides the
waves. The maximum loads on the columns occur at wave lengths
equal to two time the distance of the two columns.

Another interesting result comes from the wave-induced load effects
in short waves. The axial forces tend to decrease for decreasing wave
lengths as the wave-induced pressure decreases at the bottom of the
columns and pontoons. However, for wave lengths of about the dis-
tance between a buoy and a column (about 8 meters), one observes
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significant increase in the column bending moments. This may sug-
gest that there is wave-trapping occurring between the columns of
the semisubmersible and the adjacent buoys.

The wave-induced axial forces become comparable to the ones from
static load case (i.e. when structure is at rest in still water) when
the wave height increases to more than about 4 meters.
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4. Conclusions and
Recommendations about
Further Research

4.1. Conclusions

4.1.1. General

The focus of this thesis is the development and application of meth-
ods to determine wave-induced load effects of stationary flexible and
multi-body floating systems. The numerical studies are based on the
linear 3D radiation/diffraction code WAMIT, and 3D FE analysis
software ABAQUS. Both software are among the state-of-the-art in
marine structure applications. In some of the studies, information
was shared between the two programs by means of an interfacing
procedure. The case studies in this thesis comprise the Mega-Float
prototype, a flexible barge and two different multi-body wave en-
ergy converter concepts. Since these concepts are very recent, there
are no or limited information about them in the literature. In the
following, the conclusions are given based on the developed method-
ologies and lessons on the physics of the case studies.

4.1.2. Methodologies

An alternative method was developed and validated to predict the
frequency domain linear wave-induced steady-state displacements of
VLFS. Since the method is based on the generalized modes approach
in WAMIT, it thus provides further validation of the hydrodynamic
software, as well. Comparisons suggest that the differences are mi-
nor between the current approach and the other available method.
Both methods predicted the VLFS displacements accurately.

Following a similar approach (generalized modes), a method was de-
veloped to study the frequency-domain linear wave-induced steady-
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state motions of multi-body wave energy converters. The method
gives the statistics of device motions and theoretical absorbed power
for different sea states and directions. While maintaining the same
accuracy with standard means of solution, the current method is
more efficient and enables easier handling of data export like field
or body surface pressure. Extension of the method enabled predict-
ing linear wave-induced steady-state structural response of multi-
body WECs in the frequency domain. The methodology allows for
three dimensional hydro-structural analysis and accounts for direc-
tionality of the waves. It also considers hydrodynamic interactions
between the floating bodies and the waves. An equivalent approach
that could address structural response analysis of multi-body wave
energy converters considering their hydrodynamic interactions was
not available in the literature.

Some of the work in this thesis focused on developing time-domain
models of marine structures based on their frequency-domain data
for the linear behavior. The convolution integral that appears in
the time-domain formulation implies significant computational ef-
forts for long simulations with large degrees of freedom or short
time steps. Part of the work in this thesis (Paper 3) reviewed,
classified and investigated different methods to approximate the ra-
diation force models. It concluded that a significant reduction in
computation and memory is achieved by using state-space models to
approximate convolution integrals of radiation forces. It was shown
that the state-space models maintain practically the same accuracy
as of the convolution integrals. The identification methods by which
state-space models are usually obtained were compared with respect
to the estimated model order, accuracy of fit, use of available (input)
data, ease of use and generation of stable results. It was shown that
the investigated methods were equally accurate. Moreover, it was
suggested that there is no need for a highly accurate identification
fit i.e. it is sufficient to use relatively low order identifications. Such
lessons were not already known within the literature.

Based on the above achievement, an efficient time-domain approach
was developed to simulate the transient response for a flexible struc-
ture. The method accounts for fluid memory effects using compu-
tationally efficient state-space models. Validation of results with
experimental measurements further substantiated the accuracy and
efficiency of simulations that incorporate state-space models to ap-
proximate the radiation forces. In this way, the paper accentuated
the application of state-space models in simulation of hydroelastic
response for structures like VLFS. The application of state-space
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models to simulation of response for flexible marine structures is an
original contribution for this thesis.

The application of state-space models was extended to simulation of
response and performance for a two-heaving-body wave energy con-
verter with power take-off and control. The contributed dynamic
model provided a suitable basis for motion analysis. It considered
the fluid memory effects using a state-space formulation. It also
addressed nonlinear viscous drag to some extent using a simple for-
mulation. The motion simulator was linked to models of power
take-off and latching control.

4.1.3. Findings and Lessons on the Physics

Comparison between the hydroelastic response of the Mega-Float
and rigid body response results suggests that hydroelasticity be-
comes significant as wave length increases. The displacements vary
along the length of the structure. However they are larger towards
the two ends of the vessel. In addition, the results conclude that
there are diffraction effects occurring at the upstream wave which
result in larger displacements in that region. This effect vanishes as
the waves become longer.

The study of the flexible barge clearly substantiated the accuracy
and efficiency of the state-space models for time-domain response
simulation of marine structures. By a mode sensitivity study, the
method suggested the number of required modes and showed the
contribution of each individual mode to the wave-induced displace-
ments.

The analysis of the two-body-heaving WEC provided information
regarding the statistics of the absorbed power. Comparison of the
two-body oscillations to a one-body oscillation revealed that the
two-body concept can be beneficial in terms of power output if the
geometry and the parameters are chosen correctly. Moreover, the
effect of increasing the drag force on the platform seem to have a
decreasing effect on the absorbed power. It was understood that
latching control can significantly increase the performance of the
WEC. Moreover, flow losses in the hydraulic system can become
substantial and must be investigated in the design process. It should
be mentioned that the investigations of latching and power take-off
in this work were not directly among the contributions of the author,
but these findings were based on the motion analysis model of the
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author.

The analysis of the FO3 WEC with and without off-take shows a
significant motion reduction for the components of the device as a
consequence of power absorption, especially around the resonance
frequencies. The results clearly show that the wave attenuates along
its progressing direction. It was also found that the power absorbed
by the device was independent of the mean wave direction. How-
ever, wave direction changes the pattern of motions and absorbed
power (and in turn the experienced internal forces) by each individ-
ual component. Monitoring the power absorbed by each individual
buoy suggests reduction in the number of buoys. The structural
response analysis of the FO3 WEC shows reduction in the internal
forces in the components along the wave direction. This is again
due to the action of the point absorbers which leads to attenuation
of the wave passing along the WEC. The results also suggest wave-
trapping between the columns and buoys as well as between pairs
of buoys which results in significant increase in the wave-induced
internal forces. The observation seems to be identified as a novel
feature.

4.2. Original Contributions

The original contributions of this thesis comprise developed method-
ologies and findings based on these tools, which is reviewed in the
following:

4.2.1. Methodologies

The thesis

1. Established a method for linear frequency-domain wave-induced
3D motion analysis of VLFS with arbitrary (complex) geom-
etry,

2. Review and classification of the methods for replacing convolu-
tion integrals and investigation of identification techniques to
obtain state-space model approximations for radiation force
convolutions with respect to the estimated model order, ac-
curacy of fit, use of available (input) data, ease of use and
generation of stable results.
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3. Efficient time-domain simulation of dynamic response for flex-
ible and multi-body marine structures by considering memory
effects and convolution replacement by means of state-space
models.

4. Established an interface between WAMIT and ABAQUS for
structural response analysis of marine structures with empha-
sis on multi-body systems.

5. Developed a time-domain simulation tool for a two body-
heaving wave energy converter considering fluid memory forces
using state-space models, accounting for off-take and latching
control and addressing the effect of viscous drag on the pon-
toons of the supporting structure.

6. Linear wave-induced 3D motion and structural response analy-
sis for the FO3 wave energy converter considering power take-
off and hydrodynamic interactions. The developed method
can be applied to direct design of the novel WEC concept.

4.2.2. Findings and Lessons on the Physics

The thesis

1. Demonstrated a significant reduction in computation and mem-
ory achieved by using state-space models to approximate con-
volution integrals of the radiation forces.

2. Demonstrated that state-space models maintain practically
the same accuracy as the convolution integrals.

3. Understanding the degree of identification needed to achieve
a desired accuracy for simulations using state-space models.

4. Demonstrated the sensitivity of the wave-induced response to
the individual modes of motion for the flexible barge and sug-
gested the number of modes required for the hydroelastic anal-
ysis of the structure.

5. Provided information regarding the absorbed power and per-
formance of the FO3 wave energy converter and its dependence
on the power absorption coefficient.

6. Investigated the influence of wave directionality on the power
absorption of the FO3 wave energy converter.
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7. Demonstrated the effect of power absorption on the motions
of different components in the FO3 wave energy converter.

8. Provided information about wave attenuation along the wave
progression direction for the FO3 wave energy device and its
influence on the absorbed power and structural loads.

9. Provided information about the axial force and bending mo-
ment in the column- and guide-deck connections of the FO3

platform and observing the diffraction/interaction effects on
the loads.

10. Nonlinear wave-induced response simulation of a two-body
heaving wave energy converter in time domain considering hy-
drodynamic interactions, fluid memory effects, power take-off,
and latching control and accounting for viscous drag due to
novel pontoon design.

11. Showed the effect of increasing the viscous drag on the perfor-
mance of the two-body heaving wave energy converter.

12. Demonstrated the influence of force compensation on the power
output i.e. geometrical aspects of the design.

13. Comparison of power off-take performance in a fixed and free
platform in the two-body heaving wave energy device.

4.3. Recommendations for Future Work

In any research study, there will always be room for further improve-
ments. In the following, the author would like to mention some of
the key ideas which may be pursued as a continuation of the research
presented in this thesis.

The work in Paper 4 can be complemented by applying state-space
models to time-domain study of a full-size VLFS. Although the pre-
vious works in Papers 3 and 4 clearly showed that there can be
significant reduction of CPU time and memory for simulations by
using state-space models, it may be interesting to see the benefits
of such an approach in the simulation of a full-size VLFS.

Another interesting issue could be to extend the state-space model
identifications to handle second-order force model approximations in
terms of quadratic transfer functions for marine structures. A ma-
jor concern in this context is that such calculations involve double
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convolutions which would increase the simulation time significantly.
However, there are no techniques available to date that could enable
a state-space model approximation of the convolutions correspond-
ing to the quadratic transfer functions.

As a continuation of the work in Paper 5, one can include the non-
linear hydrodynamic forces using nonlinear Froude-Krylov and/or
buoyancy loads for example. The model in Paper 2 can be trans-
formed into time domain by the available techniques and can also
consider nonlinear hydrodynamic forces. A more complete analy-
sis could be carried out by including the effect of e.g. the mooring
lines.

The structural methodology presented in this thesis was applied in
the frequency domain. However, the interfacing approach also ap-
plies to simulation of time-domain structural responses. A topic of
interest could be inclusion of nonlinear interactions in the structure
e.g. due to the connectors etc. All these studies are feasible by
running the entire analysis using a time-domain ABAQUS simula-
tion.

The interfacing procedure in this thesis has been applied to transfer
the information from the hydrodynamic and motion analysis of rigid
floating bodies. The interface code can be extended to transfer
the pressure and body forces due to the elastic modes, as well. In
this way, structural response analysis of flexible floating bodies with
hydroelasticity can be carried out.

As mentioned earlier, the methods reported in Papers 2, 5 and 6
have been verified to some extent by using other available methods,
testing for special conditions, or comparison with simple analyti-
cal solutions. Validation of such models may be accomplished by
comparison with possible experimental results. This corresponds to
motion (and perhaps absorbed power) measurements for Paper 2
and Paper 5 and load measurements for Paper 6.
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A. WAMIT

WAMIT, distributed by WAMIT Inc1, is a radiation/diffraction hy-
drodynamic software developed for the analysis of the interaction of
surface waves with offshore structures at zero forward speed. The
software provides solutions in the frequency domain. WAMIT can
evaluate both first- and second-order loads and responses. But, the
version of the software available in this research was the WAMIT
first-order. WAMIT linear uses a linearized formulation of the BVP
and the boundary conditions. Under this consideration, the body
boundary conditions are satisfied on the mean body position and
the pressure is obtained by a linearized Euler’s-Bernoulli formula-
tion.

WAMIT is a three-dimensional panel method which uses potential
theory and BEM. Fundamentals of the panel method and BEM can
be found in many classic papers and textbooks, among them Hess
and Smith (1964), Brebbia and Dominguez (1989), Hess (1990),
and Lee and Newman (2004). By using an integral formulation
derived with the appropriate Green function that already satisfies
the free surface boundary conditions, the computational surface in
the software is reduced to that of the wetted surface(s) only.

The program can consider either finite or infinite water depths and
either one or multiple floating bodies. However, when multiple body
module is utilized, no geometrical symmetry can be exploited. The
bodies may be floating, submerged, or fixed.

WAMIT allows low and high order panel models. In the low order
panel method, the wetted surface of the body is discretized by flat
quadrilateral elements. Over each panel, source strength and thus
all the hydrodynamic quantities like velocity potential, pressure etc.
are assumed constant. In the higher order panel method, the wetted
surface is conveniently represented by a group of B-splines known as
patches and the velocity potential is described by a continuous B-
spline representation correlated to the patch formulation. The order

1www.wamit.com
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A. WAMIT

of the B-spline is a user specified input. Since each patch is a contin-
uous function, the pressure and other hydrodynamic quantities are
also continuous, which gives a modeling advantage in comparison to
the lower panel methods.

A complete description of the software, theory and documented re-
sults can be found on the software website. The multi-body and
hydroelastic analysis capability of WAMIT makes it a unique soft-
ware system within the thesis objectives.
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B. ABAQUS

ABAQUS, an FEM based software distributed by Simulia1, pro-
vides a complete solution of structural analysis. The software can
be utilized in a broad range of applications, including marine struc-
tures. The package delivers accurate, robust and high performance
solutions for challenging linear and non-linear problems and large
scale linear dynamics applications. ABAQUS is able to leverage
a complete range of structural analysis regarding global and local
responses such as damage, fracture and failure.

With ABAQUS and its integrated computer aided engineering user
interface (CAE) one can quickly and efficiently create, edit, moni-
tor, diagnose, and visualize advanced finite element analysis. The
intuitive interface enables modeling, analysis, job management, and
result visualization. ABAQUS can also model structures made of
novel material properties like composites. A thorough description
regarding the software, its abilities and theory of development can
be found on the software website and its user’s manual.

Relevant to this thesis, structural modeling of a wave energy con-
verter has been carried out using ABAQUS CAE. ABAQUS evalu-
ated the global response of the device by calculating the stresses and
internal loads using linear shell elements. A quasi-static approach
is used to investigate the effect of loads.

1www.simulia.com
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ABSTRACT 
 
A method for linear hydroelastic wave load analysis is established 
based upon use of standard software for assessing wave loads and three 
dimensional structural mode shapes found by ABAQUS. The method is 
validated by comparison against experimental results for a flexible 
offshore mat. The results show decent agreement with experiments and 
another available computer code. Moreover, the approach was found to 
be computationally efficient. 
 
KEY WORDS:  two and three dimensional hydroelasticity, 
potential theory, linear analysis, frequency domain, FEM, BEM, 
validation 
 
INTRODUCTION 
 
The growing need for larger ocean going vessels and other ocean 
structures, calls for hydroelastic analysis of these structures. 
Introduction of Very Large Floating Structures (VLFS) based on 
interconnected modules has already demanded such this kind of 
analysis.  
 
For a hydrodynamicist, the term hydroelasticity refers to the 
satisfaction of the deformable body surface boundary condition of the 
boundary value problem for the velocity potential mathematical model 
(MOB project team, 2000). In other words, by hydroelasticity we imply 
that the fluid flow and the structural elastic reactions are considered 
simultaneously and that we have mutual interactions (Faltinsen, 2005).  
Standard ways of computing wave induced forces on vessels rely on 
combinations of potential flow and semi-empirical coefficient based 
models accounting for viscous forces. Rankine type sources are 
distributed along the hull of the structure, which satisfy the free surface 
boundary condition. Source strength can be computed by satisfying the 
exact body boundary conditions that no fluid can pass through the hull 
surface. Discretization of the hull form into a finite set of Hess-Smith 
type quadrilateral panels allows formulation of algebraic system of 
equations to be solved for the unknown singularity strengths (Crook, 
1995).  
 
In essence potential theory hydroelastic analysis is performed by 
definition of new sets of velocity potentials stemming from vibrational 

behavior of the structure and use of superposition of structural modes. 
When a few modes of the structure contribute to the response, the 
structural behavior can be described accurately by superposition of a 
few modes and correspondingly a few degrees of freedom rather 
thousands of equations required for the dynamic analysis.  
 
Until now, various linear hydroelastic formulations have been 
developed for monolithic and interconnected moduled structures (e.g. 
Ohmatsu, 2005; Watanabe, 2004) based on traditional seakeeping, 
linear potential theories and mode superposition technique stemming 
from Bishop and Price (1979). These formulations adopt two 
dimensional strip theory or three dimensional Green function and 
introduce vibrational modes of the dry structure in satisfying 
hydroelastic body boundary conditions for the new velocity potential 
caused by vibration of the floating structure in water. Linear 
hydroelastic response of a continuous flexible structure with single 
regular shape module has been evaluated by assuming the structure to 
behave as a beam, plate and other models.  One, two and three 
dimensional hydroelasticity theories have been developed based on 
analytical formulations (e.g. Sun et al. 2002, Sahoo et al. 2000, among 
others) and numerical methods (Cui et al. 2006, Eatock Taylor, 2003 
among others).   
 
Hydroelastic response of interconnected moduled structures was 
addressed by Che et al (1992). Later, they extended their method from 
a beam model for structure to a three dimensional finite element model. 
Assuming rigid modules and connectors, different three dimensional 
hydroelastic formulations have been proposed (e.g. Riggs et al. 1999, 
Cui et al 2006) in which hydrodynamic interaction between modules is 
considered through their corresponding radiation condition by keeping 
the other modules restrained while one module is oscillating in one of 
its own six rigid modes. Lee and Newman (2000) studied the 
hydroelastic behavior of an array of five hinged barges and semi-
submersibles.  Using the commercial software and accounting for 
elasticity of the modules and connectors, Kim et al. (1999) studied the 
linear frequency domain hydroelastic response of a five module VLFS. 
In their research, elasticity of modules was accounted for through a 
three dimensional finite elements structural analysis considering one 
flexible bending mode and two flexible torsional modes. Hinged rigid 
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modes were considered. 
However, when it comes to more complicated multibody structures, as 
is common for e.g. aquacultural structures, where the vessel is 
composed of many modules not necessarily connected serially in one 
direction, it will be very difficult to explicitly define the structural 
modes, and ensure the orthogonality of the modes cannot be ensured. 
This simplification of the vessel structure causes loss of accuracy. 
Calculation of mode shapes can be improved considerably by use of 
Finite Elements method (FEM).  State of the art commercial structural 
analysis programs like ABAQUS and ANSYS offer versatile and 
accurate methods. Extension of standard hydrodynamic codes to 
account for numerical structural analysis by Finite Elements can in turn 
improve hydroelastic analysis of the vessel significantly. In this regard, 
within the potential flow theory frame work, perturbation, traditional 
sea-keeping and mode superposition theory in structural dynamic 
analysis, Wu (1984) extended the two dimensional hydroelastic theory 
of Bishop and Price (1979) to three dimensional for arbitrary shape 
floating structures. Based on the works of Wu, a hydroelastic code 
namely THAFT has been developed in CSSRC (China Ship Scientific 
Research Center), and has been used in various related research fields 
and real design process of marine structures. Fu et al (2006) extended 
this three dimensional hydroelasticity theory to account for the hinge 
rigid modes of flexible floating interconnected structures. They 
performed hydroelastic analysis considering only half body symmetry. 
 
The paper introduces an alternative way of performing hydroelastic 
analysis for arbitrarily shaped structures coupling two standard FEM 
and BEM codes – ABAQUS and WAMIT. In our approach, symmetry 
can be considered in both X and Y planes as along as geometry permits. 
In this way, faster analysis without loss of accuracy is possible. 
Frequency domain analysis is performed in this paper. An extension of 
the scope is to consider time domain models based on frequency 
domain data. This is motivated by the need for including viscous 
effects and connector nonlinearities and additionally the possibility of 
designing automation and control models. This work is reported by 
Taghipour et. al. (2006). 
 
HYDROELASTIC BODY MOTIONS IN REGULAR WAVES 
 
As mentioned above, BEM and FEM are applied to model the fluid and 
structure interaction, respectively. The hydrodynamic formulation used 
here is as described by Newman (1994). The inertial coordinate system 
is defined with x pointing in the bow direction of the ship, z pointing in 
the upward vertical direction, and y given by the right-hand rule. 

0z = is located on the undisturbed free surface. Irrotational flow of an 
inviscid incompressible fluid is assumed. Additionally, presence of the 
structure in an infinite depth sea is presumed.  
The total velocity potential Φ  is then defined as the sum of radiation 
and diffraction sub-problems: 

R Dϕ ϕΦ = +   , 
(6 )

1

N

R j j
i

qϕ ϕ
+

=

= ∑ , D I Sϕ ϕ ϕ= +  (1) 

where the radiation potential φR is due to the oscillation with amplitude 
qj in direction j of the vessel in an undisturbed sea, and the diffraction 
potential φD is due to the wave excitation for the static structure. In 
other words, φj, j=7~(6+N) is due to excitation of the body itself at its 
jth natural frequency ωj in calm water. Furthermore, φS is the scattering 
potential component of the diffraction sub problem, which represents 
the disturbance of the incident wave potential (φI) by the fixed body.  
Incident wave potential is already known as: 

-ik(-iz +x cos + y sin )/  eI igA β βϕ ω=  (2) 
where  k=ω2/g  is the wave number in infinite depth water, and ω is the 
incident wave frequency and g is the acceleration of gravity. β is the 

wave heading defined as the angle between direction of wave 
propagation and positive x direction (e.g. 180 degrees for head seas).  
The unknown potentials, φR and φS, should satisfy the following 
conditions: 
1. Continuity (Laplace’s) equation:  2 0∇ Φ =  (3) 
2. Free Surface condition:  / 0   on  z=0z k∂Φ ∂ − Φ =  (4) 
3. Body boundary condition satisfied on the mean wetted body 

surface: 
 / 0   D nϕ∂ ∂ =      for diffraction (5) 
 /j jn i nϕ ω∂ ∂ =     for radiation (6) 

Where nj=λj.n=ujn1 + vjn2 + wjn3. n is the unit normal surface vector  
pointing out of the fluid domain into the body. λ is the mode shape 
function with Cartesian components u, v and w. It provides the 
following relations between generalized displacements(X) and 
generalized coordinates(q): 

=X λq  (7) 
T=q λ X  (8) 

4. Radiation condition, meaning that the waves are radiating away 
from the body. 

In case for shallow waters, boundary condition at sea bed should also 
be included:  
5. / 0   on  z=-hz∂Φ ∂ =  (9) 
The linearized pressure on the hull is found as: 

/p gz tρ ρ= − − ∂Φ ∂  (10) 
Integration of this pressure over the mean wetted body surface will give 
the wave induced forces and moments on the hull: 

S
p dS= ∫∫F n  (11) 

( ) 
S

p dS= ×∫∫M r n  (12) 

These expressions consist of hydrostatic, radiation and diffraction 
terms which in turn will be written as: 

( . ) ij j i iS
c g n w z dSρ= + ∇∫∫ λ  (13) 

2  /  ij ij j iS
a i b n dSω ω ρ ϕ ϕ− = − ∂ ∂∫∫  (14) 

 /  exc
i D iS

F n dSρ ϕ ϕ= − ∂ ∂∫∫  (15) 

By including all the above terms in Newton’s second law and using 
generalized coordinates, the general linear hydroelastic equation of 
motion for the floating structure in waves is written as: 

( )
6

2

1

( ) ( )
N

exc
ij ij ij ij ij ij j i

j

m a i b d c k q Fω ω
+

=

⎡ ⎤− + + + + + =⎣ ⎦∑  (16) 

where the additional matrices, m, d and k are the generalized structural 
mass, generalized structural damping, and generalized structural 
stiffness, respectively. Generalized mass and stiffness matrices are 
obtained by use of finite element packages like ABAQUS and ANSYS. 
Damping in the above equation is conveniently modeled by viscous 
damping. An even more simpler option is to represent the structural 
damping by Rayleigh or proportional damping as described by Bathe et 
al (1976). In this study, we chose the damping ratio of the first two 
flexible modes as 5%. 
 
Theoretically, an infinite number of flexible modes are needed to 
represent the structural behavior in vibration, but it is always common 
to include a finite number of them effectively to express the behavior in 
practical cases. The necessary efficient number of modes is often found 
by a convergence study.  
 
Analysis Procedure 
 
The software being adopted in our paper is a radiation/diffraction 
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program developed for the analysis of the interaction of surface waves 
with offshore structures, and is based on a three dimensional panel 
method, in which the radiation and diffraction velocity potentials on the 
body wetted surface are determined from the solution of an integral 
equation obtained by using Green’s theorem with the free surface 
potential as the Green function (Lee and Newman, 2004).  This 
software uses two methodologies in order to perform hydrodynamic 
analysis, namely “Low Order” and “High Order” panel methods. 
 
In the low order method, the geometric form of the submerged body 
surface is defined by flat quadrilateral elements (low order panels), and 
the solutions for the velocity potential and/or source strength are 
assumed constant on each panel. 
 
In the higher order panel method, the velocity potentials are represented 
based on continuous B-splines whose order is controlled by user 
specified parameters. The new method is more efficient and accurate in 
most cases. Various forms of geometric input are possible, including 
explicit representation. Additionally, representation of the geometries 
by CAD program is feasible, which makes the modeling phase even 
faster. Finally the pressure and velocity on the body surface in this 
method are continuous. This is particularly useful for the structural 
analysis purposes.  
 
Linear hydroelastic theory, based on analytically defined mode shapes 
has been implemented in this standard hydrodynamic analysis software. 
But when it comes to more generic vessel types, approximation of 
mode shapes by analytical mathematical functions will not be accurate 
enough. Therefore, a finite element method is applied to define the 
modes. 
 
In our research, the main idea is to provide a link between the structural 
points in the FEM software and panel points in the BEM solver, and 
transfer the information based on this relation. In this way mode shape 
data may be interpreted from the points located in and on the total 
surface of the structure in the FEM software to the points on the 
underwater geometry in the BEM solver. 
 
When Low Order Panels are applied and the boundary conditions are 
satisfied at centroid of each panel, it is sufficient to do the mode shape 
analysis in FEM in a way to obtain the mode data for the panel 
centroids. Fig. 1 illustrates the idea in our case.  
 
Assume that the wetted part of the box in the figure is discretized by 
four panels numbered 1 to 4. Consider only panel no. 1 and panel no.2. 
As is seen by the figure, now that we selected the hydrodynamic panel 
sizes on the wetted body surface, we are able to describe the position of 
the panel centroids denoted by point no. 1 and point no.2 in this case. 
So all needed to be done is to mesh the entire dry structure in FEM 
with suitable element type and sizes to obtain mode shape components 
u,v and w for these points. It is noted that the whole structure should be 
modeled in the FE method.  
 
Alternatively, information may be obtained by an interpolation scheme 
as seems to be used previously by Kim et al. (1999) This approach has 
also been applied in obtaining mode shape information for points in 
Higher Order Panels based on a two dimensional FEM model of the 
vessel structure.  
  
This standard software enables the users to write FORTRAN code 
subroutines and compile them as dynamic link libraries (dll files) which 
can be accessed by the software during runtime. By this means, two 
FORTRAN subroutines have been written. 

 
Fig. 1. Transferring information from FEM to BEM 
 
In the first one, mode shape data are interpolated based on a two 
dimensional scheme in a file which is analytically calculated by two 
dimensional Euler-beam theory. This is denoted hereafter as 2DFW 
approach which can be run both in Low and Higher order method.  The 
other technique works only in Low order and reads the mode shape 
data for panel centroids from a file containing three dimensional mode 
shape information. This approach is named 3DFWLO.  
 
In both methods, a separate file must be read which contains mode 
shape symmetry information. In this way, a reduction of computational 
efforts is achieved.   
 
Once the generalized response of the structure is found, by using Eq. 7, 
we are able to calculate the displacements for the points by which FEM 
model was defined. More information regarding bending moments, etc. 
is found by post-processing. 
 
CASE STUDY: AN OFFSHORE MAT 
 
In the case study analysis has been performed for a very large offshore 
mat structure. Results have been compared with experimental (Yago 
and Endo, 1996) and numerical studies of Fu et al. (2006).  
 
Structural Geometry 
 
The offshore mat is of a barge concept whose specifications are given 
in Table 1. 
Table 1. General specifications of the offshore mat 

Property Symbol Quantity 
Length (m) L 300  
Beam (m) B 60 
Height (m) T 2 
Draft (m) D 0.5 

Mass (tons) M 9.225 × 103

Bending Stiffness (kg.m2) EI 4.87 × 1010 
 
Structural data from ABAQUS 
 
For 3DWLO, three dimensional FEM analysis has been performed 
using shell elements in ABAQUS. Structural shell elements and 
hydrodynamic panels information is as shown by Table 2. Table 3 
provides information regarding the first 10 natural frequencies found by 
ABAQUS. Figs. (2~6) show some of the normalized mode shapes (7, 9, 
25, 30 and 38) found by ABAQUS. Information for mode shape 
number 22 is ignored since it is a horizontal bending mode and does 
not contribute to the results of interest herein. 
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Table 2. Element size information for FEM and BEM analysis 
Region FEM Shell Element 

Size(m) 
Hydrodynamic 

Panels 
Free Surface 1 × 1 2 × 2 
Sides 1 × 0.25 2 × 0.5 
Ends 1 × 0.25 2 × 0.5 
Bottom 1 × 1 2 × 2 

 
Table 3. First 10 natural frequencies of the offshore mat 

Mode No. Frequency 
(Hz) Mode number Frequency 

(Hz) 
7 0.15394 12 1.3771 
8 0.42462 13 1.5441 
9 0.48867 14 2.0571 

10 0.83287 15 2.1476 
11 0.99707 16 2.8243 

 
Fig. 2. Principal mode shape No. 7 (First Bending Mode, f7=0.15 Hz) 

 
Fig. 3. Principal mode shape No. 9 (First Torsion Mode, f9= 0.48 Hz) 
 

 
Fig. 4. Principal mode shape No. 25, f25= 4.8 Hz  
 

 
Fig. 5. Principal mode shape No. 30, f30= 6.37 Hz 

 
Fig. 6. Principal mode shape No. 38, f38= 9.5 Hz 
 
Description of Benchmarks 
 
As described in the analysis procedure, the method by Fu et. al. (2006) 
is compared with the present ones using different models as indicated 
in Table 4.  
 
Table 4.  Methodology and conditions for different approaches(2DFW= 
2D structural modeshapes + 3D higher order Panel method ) 

 No. Methods tested Symmetricity Mode shapes

1 Fu et. al. / 2DFW* /3DFWLO** Y=0 Bending 

2 Fu et. al. / 3DFWLO** Y=0 Bending and 
Torsion 

3 2DFW* / 3DFWLO** X=0, Y=0 Bending  
* 2D structural analysis in ABAQUS+3D higher order panel method   
** 3D structural analysis in ABAQUS+3D low order panel method  
 
Fig. 7 shows a quarter of the 2DFW geometry model. Evaluation for 
2DFW was done using higher order panel technique and maximum 
panel size of 10 meters.  
 

 
Fig. 7. Geometry model defined in MultiSurf for 2DFW approach 
 
Finally, analysis was done based on just bending mode shape data from 
ABAQUS and using only 2DFW and 3DFWLO approaches. But two 
symmetry planes were considered this time in order to get some sense 
about reduction of calculation time. This feature could not be evaluated 
by the approach of Fu et al. (2006). 
 
Results from WAMIT 
 
All the calculations were performed using a 2GHz processor. CPU time 
has been reported for the 3DFWLO and Fu et al. (2006) as shown by 
Table 5. 
 
First, principal coordinate responses (q) against a wide range of 
incident wave frequencies for head seas waves are plotted for modes no 
7, 8 and 10 (Figs. (8~10)). For lower modes, except for small 
intermediate ranges of incident wave frequencies, all of the approaches 
seem to lead to same results. However, the discrepancies between 
present and Fu (2005) results show up for higher modes of vibration. 
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Table 5. CPU time for different approaches  

Approach Symmetricity Total 
No. of Modes 

Elapsed analysis 
time in minutes 

(5 wave frequencies)
Y=0 37 161 

3DFWLO 
X=0, Y=0 37 46 

Y=0 37 195 
Fu et. al. (3D) 

X=0, Y=0 37 N/A 
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Fig. 8. Transfer function for the 7th mode in head seas 
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Fig. 9. Transfer function for the 8th mode in head seas 
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Fig. 10. Transfer function for the 10th mode in head seas mode 
 

As expected, results show that head seas waves do not excite the 
torsional modes e.g. 9th mode. Figs. (11~14) show generalized 
displacement for wave headings of 150 degrees and mode numbers 7, 8, 
9 and 10.  When using 2DFW, only bending modes are considered. As 
a result torsional principal responses cannot be predicted as shown by 
Fig. 13. Again discrepancies between results obtained by the standard 
software and Fu (2005) are found for higher mode shapes. 
 

Incident Wave Frequency (rad/sec)

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
G

en
er

al
iz

ed
 D

is
pl

ac
em

en
t (

q 7/A
)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

3DFWLO
2DFW
Fu (2005)

 
Fig. 11. Transfer function for the 7th mode and 30β °=  
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Fig. 12. Transfer function for the 8th mode and 30β °=  
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Fig. 13. Transfer function for the 9th mode and 30β °=  
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Fig. 14. Transfer function for the 10th mode and 30β °=  
 
Moreover, Figs. (15~19) show variation of the vertical hydroelastic 
displacement along the centerline of the structure. Comparison is made 
between 3DFWLO and Fu et. al. (2006) since it was believed that 
2DFW and 3DFWLO have the same accuracy according to the 
previous results and that 3DFWLO can additionally consider torsional 
modes. 37 mode shapes were accounted for in the study. Results for 
rigid body response are also provided. 

x/L

0.0 0.2 0.4 0.6 0.8 1.0

V
er

tic
al

 D
is

pl
ac

em
en

t (
X

3/A
)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

3DFEMWLO
Fu et. al.(2006)
Experiments 
Rigid body

 
Fig. 15. Vertical displacement along the structure for 0β = and wave 
length=60 m 
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Fig. 16. Vertical displacement along the structure for 0β = and wave 
length=120 m 
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Fig. 17. Vertical displacement along the structure for 0β = and wave 
length=180 m 

x/L

0.0 0.2 0.4 0.6 0.8 1.0

V
er

tic
al

 D
is

pl
ac

em
en

t (
X 3/A

)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

3DFEMWLO
Fu et. al.(2006)
Experiments 
Rigid Body

 
Fig. 18. Vertical displacement along the structure for 0β = and wave 
length=240 s 
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Fig. 19. Vertical displacement along the structure for 0β = and wave 
length=300 m 
 
Both numerical methods seem to be accurate for wavelengths 60, 120 
and 180. Discrepancies with experimental results for longer wave 
lengths may be due to nonlinearities in the model e.g. slamming and 
viscous effects which cannot be described by linear hydroelasticity 
theory or even due to errors in experimental equipment (model or 
measurements). The two methods seem to have the same accuracy. 
Response at fore and aft of the structure is different, which tends to 
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become equal for longer waves. This might be due to the scattering 
potential which causes diffraction forces to become different at the 
ends of the structure for short waves. Difference between rigid body 
response and hydroelastic response grow as the length of the waves 
increase. As waves become longer, the elasticity effect on dynamic 
response of the structure will also increase. This means that 
hydroelasticity becomes important as the waves become longer.  
 
SUMMARY AND CONCLUSIONS 
 
A frequency domain method for hydroelastic analysis of wave induced 
responses for arbitrarily shaped ocean structures was performed using 
standard software and introduction of structural data from FEM 
analysis. Analysis using both two and three dimensional mode shape 
data is possible. Results were compared against an alternative code, as 
well as experiments. Results show good agreement except in the 
intermediate ranges of incident wave frequency. Moreover, the analysis 
method is found to be time efficient, especially when used with 2D 
FEM data and higher order panel methods. It is evident that by 
introduction of 3D FEM data together with standard hydrodynamic 
analysis software, accurate linear hydroelastic analysis of more generic 
vessel types becomes feasible.  
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ABSTRACT
In this paper, a multi-body wave energy converter is studied in

the frequency domain. The device consists of a semisubmersible
platform and 21 buoys. A mode expansion method, with total
number of 27 modes, is used to formulate the dynamic motions.
Moreover, An idealized form of power take-off mechanism is con-
sidered. Ocean environment and its directionality is modeled by
using a JONSWAP wave spectrum with directional spreading ac-
cording to Mitsuyasu. The objective is to assess the performance
of the device in absorbing the wave energy and its dynamic behav-
ior in ocean waves with/without considering the effect of power
absorption mechanism. The current analysis method has been
found to be computationally efficient and easier to interface with
structural code compared to the available standard procedures
by means of multi-body analysis approach.

KEY WORDS: Wave energy converter; dynamic response;
mode expansion; frequency domain; multiple floating bodies;
power-offtake; multidirectional seas.

INTRODUCTION

There is a significant interest in ocean renewable energy. Off-
shore wind turbines and wave energy converters (WEC) are two
major types of the offshore renewable energy devices. The focus
in this paper is on the second category. Up to now there have
been numerous efforts on the study of wave energy converters
in waves. Most of them have been concerned with single body
motions. Only a few have focused on multi-body dynamics and
considering hydrodynamic interactions.

In this study, the wave energy converter consists of a semisub-
mersible and several buoys sliding along some guides attached
to the semisubmersible platform. This concept is known as the
FO3 platform (See Fig. 1). It was first proposed by Fred Olsen
Co. Dynamic analysis of such a concept is challenging even in the
frequency domain due to its multi-kinematics and hydrodynamic
interactions.

Fig. 1 FO3 the Wave Energy Converter. Courtesy of Fred
Olsen and ABB.

This device has been studied by Rogne (2007)who considered
the motions of the WEC in the vertical plane using the multi-
body analysis approach in WAMIT (2006). He assumed a uni-
directional wave and showed that the dynamic problem is sym-
metric about the x axis. He then solved the hydrodynamics sub-
problem by considering the platform and each buoy to move freely
in surge, sway and pitch, resulting to a total number of 42 dofs.
In this way, he obtained the hydrodynamic coefficients like added
mass and potential damping for each floating body. To solve the
entire dynamic problem, he performed a post processing and re-
duced the degrees of freedom from 42 to 16 implying 2 dofs for
surge and pitch of the platform and the buoys accounting for the
buoy-sliding, and 14 dofs for heave of the platform and 13 buoys.

Taghipour (2008) solved the problem in another way. He con-
sidered the entire WEC as a single floating body whose dynamic
motions were obtained by a mode expansion method, using the
16 modes directly. Such an approach has been frequently used
to study the dynamic response of flexible marine structures in
waves, referred to as hydroelasticity (see e.g. Newman (1994)).
The alternative method, while maintaining the same accuracy,
was found to be more efficient by a factor of 10-15. Yet, the
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Copyright © 2008 by The International Society of Offshore and Polar Engineers (ISOPE)
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problem was limited to unidirectional waves and body motions
in the vertical plane.

The objective of this paper is to

• Establish a method to study the performance of the WEC
in sea waves accounting for the wave directionality.

• Study the structure motions in waves.

• Observe the effect of power take-off mechanism on the
structure response.

• Shed some light on the absorbed energy by the device.

• Provide a basis for structural response assessment of the
WEC.

Again, a mode expansion method is used to derive the equations
of motion. Dynamic response in incident waves is evaluated in
the form of Response Amplitude Operators (RAOs). The device
performance in absorbing wave energy is indicated by formulating
the statistics of the absorbed power. More specifically, mean and
variance of the power output for each buoy is evaluated. Low- to
moderate- wave sea-states are considered.

The outline of the paper is as follows: The next section gives a
description of the problem, geometry and assumptions. It will be
followed with an explanation of the modes of motion and formu-
lation of their mathematical representations. Based on this de-
scription, the equations of motion are formulated. Finally, spec-
tral analysis of the absorbed power in the irregular sea waves is
presented followed by concluding remarks in the last section.

PROBLEM DESCRIPTION

The wave energy convertor (WEC) consists of one semisub-
mersible platform and 21 buoys, as shown in Fig. 2. All the
buoys are considered to have the same physical and geometrical
parameters as shown in Tab. 1 and Fig. 3. Relevant information
for the platform is given in Tab. 1. The geometry of the platform
pontoons is as shown in Fig. 4. Corresponding to each buoy, there
is a guide (shaft) which is connected rigidly to the platform. The
wave energy convertor has been designed such that the buoys can
move freely along their guides and their motion is transformed to
electricity by means of the power take-off machinery on the deck.

A right handed coordinate system (x,y,z) fixed with respect
to the mean position of the body is used, with positive z verti-
cally upwards through the center of gravity of the platform and
the origin in the plane of the undisturbed free surface. Forces,
moments, response and other vectorial quantities are evaluated
with respect to this frame. It is assumed that the WEC does not
undergo large motions and that the wave steepness is small, i.e.
linear hydrodynamic loading is assumed.

Table 1 Buoy and platform specifications

Parameter Buoy Platform Dim.

Mass, mb/ms 13.283 1007.3 [ton]

Draft 2.0 12.8 [m]

Vertical center of gravity, zo
g 0.0 2.0 [m]

Roll radii of gyration about Cg, rg
xx 1.4 16.29 [m]

Pitch radii of gyration about Cg , rg
yy 1.4 16.29 [m]

Yaw radii of gyration about Cg, rg
zz 1.6 16.0 [m]

Metacentric height, GMT,L 0.34 0.71 [m]

Fig. 2 WEC layout. The dimensions are in millimeters.

Fig. 3 The buoy geometry. The dimensions are in millime-
ters.

Fig. 4 Geometry of the platform columns. The dimensions
are in millimeters.

The Modes of Motion
The wave energy convertor has been designed such that the

buoys can move freely along the guides. Based on this design,
the following modes can be defined:

• System surge (platform and buoys) , ξ1,

• System sway (platform and buoys) , ξ2,

• (Independent) heave of the platform, ξ3(see Fig. 5),

• Roll of platform and buoys considering the buoys to slide
along the guides, ξ4 (see Fig. 5),
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• Pitch of platform and buoys considering the buoys to slide
along the guides, ξ5 (see Fig. 5),

• system yaw (platform and buoys), ξ6,

• (Independent) heave of each buoy, ξ7 . . . ξ(6+N) (see
Fig. 5).

These mode definitions can be put in mathematical terms as

λ1 = [1, 0, 0]T , everywhere,

λ2 = [0, 1, 0]T , everywhere,

λ3 =

{
[0, 0, 1]T , if x ∈ Ss,

0, elsewhere,

λ4 =

{
[0,−z, y]T , if x ∈ Ss,

[0,−z, (y − yg
bk

)]T , if x ∈ Sbk
,

λ5 =





[z, 0,−x]T , if x ∈ Ss,

[z, 0,−(x− xg
bk

)]T , if x ∈ Sbk
,

λ6 = [−y, x, 0]T , everywhere,

λi =





[0, 0, 1]T , if x ∈ Sbk
,

0, elsewhere.

(1)

where k=1...N and i=6+k. Now, the response X in the carte-
sian coordinates at each point (x y z) on the WEC can be evalu-
ated as

X = λξ. (2)

Fig. 5 Illustration of the modes of motion for the indepen-
dent bodies. The left figure illustrates the WEC ro-
tations by considering the sliding of the buoys along
the guides. The middle figure shows the indepen-
dent heave of the platform, while the buoys stay at
their deign draft. The right figure illustrates the
independent heave for buoy no. 1 (the red buoy),
while the platform and the rest of the buoys stay at
their design draft.

Generalized Inertia Forces
Corresponding to each mode of motion, a mass matrix can be

defined by using

Mij =

∫ ∫ ∫

V

ρλT
i λjdV

=

∫ ∫ ∫

Vs

ρsλi
T λjdV +

∑ ∫ ∫ ∫

Vbk

ρbk
λi

T λjdV,
(3)

where k=1...N and i, j=1...(6+N). This leads to

M11 = ms +
∑

mbk
,

M15 = M51 = msz
g
s +

∑
mbk

zg
bk

,

M16 = M61 = −msy
g
s +

∑
−mbk

yg
bk

,

M22 = M11,

M24 = M42 = −msz
g
s +

∑
−mbk

zg
bk

,

M26 = M62 = msx
g
s +

∑
mbk

xg
bk

,

M33 = ms,

M34 = msy
g
s ,

M35 = −msx
g
s ,

M44 = msr
2
xxo

s
+

∑
mbk

r2
xxo

bk
,

r2
xxo

s
= r2

xx
g
s

+ (y2
sg + z2

sg ), r2
xxo

bk
= r2

xx
g
bk

+ z2
bk

g ,

M55 = msr
2
yyo

s
+

∑
mbk

r2
yyo

bk
,

r2
yyo

s
= r2

yy
g
s

+ (x2
sg + z2

sg ), r2
yyo

bk
= r2

yy
g
bk

+ z2
bk

g ,

M66 = msr
2
zzo

s
+

∑
mbk

r2
zzo

bk
,

r2
zzo

s
= r2

zz
g
s

+ (x2
sg + y2

sg), r2
zzo

bk
= r2

zz
g
bk

+ (x2
bk

g + y2
bk

g ),

Mll = mbk
.

(4)

where l = 7 . . . (N + 6), k = 1 . . . N . All the other coefficients in
the mass matrix are zero. The final equation for the generalized
inertia forces reads: FI = Mξ̈.

Generalized Restoring Forces
The generalized restoring force vector is formulated as

Fres = −Cξ where

Cij = ρg

∫ ∫

S0

nj∇.(zλi)dS. (5)

Substituting for the modes of motion in Eq. 1 and adding for
the contribution from the gravity, C is found to be a diagonal
matrix:

C33 = ρgAWP
s

C44 = C55 = ρg(∇sGM s +
∑

∇bk
GM bk

)

Cll = ρgAWP
bk

, l = 7 . . . (N + 6), k = 1 . . . N.

(6)

assuming GM
L

= GM
T

= GM for the platform and the buoys.

Generalized Hydrodynamic Loads
Potential theory and the Boundary Element Method (BEM)

is utilized to obtain the hydrodynamic loads on the WEC. The
multi-body hydrodynamics of the platform and the buoys is de-
scribed by using the generalized modes approach, see e.g. New-
man (1994). The WEC (semi and 21 buoys) is then considered
as one body able to oscillate according to the mode definitions
given above.

The total velocity potential is written as sum of diffraction
and radiation potentials:

Φ = φD + φR = φD +

(N+6)∑

i=1

φiξ̇i, φD = φI + φS. (7)
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Each potential must satisfy the following conditions:

• Continuity (Laplace) equation.

• Free surface conditions (kinematic and dynamic).

• Radiation condition.

• Body boundary condition.

Attention is paid in satisfying the body boundary conditions
for the radiation potentials due to the modes. The radiation po-
tential at each point belonging to the WEC underwater geometry
should satisfy the following equation:

∂φi

∂n
= λj .n, λj = [uj , vj , wj ]

T , n = [nx, ny , nz]
T . (8)

where the modes are defined according to Eq. (1). Solution of
the potentials will then give the hydrodynamic pressure by using
the linearized Bernoulli equation. By integrating this pressure on
the mean wetted body surface, the generalized first-order pressure
forces corresponding to each mode of motion are evaluated in the
form of radiation (added mass and hydrodynamic damping) and
diffraction (wave-exciting) components:

F rad
i = −[iωAij + Bij ]ξ̇j = −iωρ

∫ ∫

S0

φj ξ̇jni dS, (9)

F exc
i = −iωρ

∫ ∫

S0

φDni dS, (10)

where i=1...(N+6).

Power Take-Off Mechanism
An idealized formulation for the generalized loads of the power

take-off mechanism is considered herein. The power take-off force
exerted by the machinery on each buoy is assumed proportional to
the relative vertical velocity of the buoy and the guide (platform)
at the buoy’s center of gravity in the form

F PTO
i = −buV rel

b
g
k

, (11)

where

V rel
b
g
k

= ξ̇i − (ξ̇3 + yg
bk

ξ̇4 − xg
bk

ξ̇5) (12)

by using Eqs. (1) and (2). Note that i = 7, . . . , (N + 6), k =
1, . . . , N. The total reaction force and moments on the platform
due to the power take-off will then be

F PTO
3 =

∑
F PTO

i

= bu

∑
(ξ̇i − ξ̇3 − yg

bk
ξ̇4 + xg

bk
ξ̇5),

F PTO
4 =

∑
yg

bk
F PTO

i

= bu

∑
yg

bk
(ξ̇i − ξ̇3 − yg

bk
ξ̇4 + xg

bk
ξ̇5),

F PTO
5 =

∑
−xg

bk
F PTO

i

= bu

∑
−xg

bk
(ξ̇i − ξ̇3 − yg

bk
ξ̇4 + xg

bk
ξ̇5).

(13)

The above force formulation can be put in the matrix form
FPTO = −Buξ with

B33 =
∑

bu,

B34 = B43 =
∑

yg
bk

bu,

B35 = B53 =
∑

−xg
bk

bu,

B3i = Bi3 = −bu,

B44 =
∑

y2
bk

g bu,

B45 = B54 =
∑

−yg
bk

xg
bk

bu,

B4i = Bi4 = −yg
bk

bu,

B55 =
∑

x2
bk

g bu,

B5i = Bi5 = xg
bk

bu,

Bii = bu,

. (14)

The output power obtained from each buoy is written as Pbk
=

−F PTO
bk

V rel
b
g
k

. By using Eq. (11) the alternative formulation of the

absorbed power will be obtained as

Pbk
= bu[V rel

b
g
k

]2, (15)

or,

Pbk
=

[F PTO
bk

]2

bu
. (16)

Equations of Motion
Newton’s second law is applied by equating the generalized

inertia forces and the sum of the generalized restoring, hydrody-
namic and power-take off forces:

FI = Fres + Frad + Fexc + FPTO. (17)

In this way, the complex amplitudes of the generalized WEC
motions ξ are obtained from the equation of the (N +6)×(N +6)
linear system:

[−ω2(M + A(ω) + iω(B(ω) + Bu) + C]ξ(iω) = Fexc(iω) (18)

Stochastic Description of Response and Power
It is interesting to obtain information about the statistics of

response and power in random sea waves. This is usually achieved
by describing the sea by means of a wave power spectral density
function and then evaluating the spectral density functions of the
objective variables by using the corresponding frequency response
functions. In this context, we have used JONSWAP spectrum to
define a fully developed wave environment of the North Sea-see
e.g. Chakrabarti (1990):

S(ω) = αg2ω−5 exp
[
−5

4

ω4
p

ω4

]
γ

exp (−[ ω
ωp
−1]2 1

2τ2 )

p ; (19)

with entries of α, γp and τ defined as

α = 16.942
[ Hs

gT 2
p

]1.375

, γp = 3.3,

τ =

{
0.07, if ω ≤ ωp,

0.09, if ω > ωp.

(20)
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The above spectrum describes a unidirectional sea wave. Direc-
tional characteristics of the ocean waves can be introduced by
using a spreading function:

S(ω, θ) = S(ω)Θ(θ|ω), (21)

where the spreading function is chosen here following the work
by Mitsuyasu et al. (1975) and Goda and Suzuki (1975)

Θ(θ|ω) = G0 cos2s(
θ − θ0

2
). (22)

In Eq. (22), θ0 is the mean wave direction and

G0 =

[∫ π+θ0

−π+θ0

cos2s(
θ − θ0

2
)dθ

]−1

,

s =

{
smax[ ω

ωp
]5, if ω ≤ ωp,

smax[ ω
ωp

]−2.5, if ω > ωp.

(23)

The spreading parameter smax is taken equal to 10 for wind
generated waves as recommended by Goda (2000). The spreading
function assumes that the energy distribution is symmetric about
the mean wave direction and lies in the range θ−θ0

2
= [−π

2
, π

2
].

Eq. (18) gives the response amplitude operators (RAO) of
WEC motions in waves for different wave headings and frequen-
cies. By using the generalized response RAOs and following
Eq. (12), one is able to obtain the RAO for the relative velocities,
denoted herein as HV rel

bk

. Since there is a linear relation between

the relative velocity and the wave amplitude, the power spectrum
of the relative velocity can be found as

SV rel
bk

(ω, θ) = |HV rel
bk

(ω, θ)|2S(ω, θ). (24)

Then, the statistics of relative velocity for each buoy in the
multidirectional ocean waves can be obtained:

σ2
V rel

bk

=

∫ +∞

−∞

∫ π

−π

SV rel
bk

(ω, θ)dωdθ. (25)

The statistics of extracted power for each buoy (k) can be
obtained based on Eq. (15) as (see e.g. Bendat (1998))

µPbk
= buσ2

V rel
bk

,

σ2
Pbk

= 2µ2
Pbk

.
(26)

with the alternative form corresponding to Eq. (16) as

µPbk
=

σ2
F PT O

bk

bu
,

σ2
Pbk

= 2µ2
Pbk

.

(27)

Then it is straightforward to show that the expected power
from the wave energy converter for that wave environment is

µWEC
P =

N∑

k=1

µPbk
(28)

NUMERICAL MODELING AND RESULTS

The hydrodynamic code WAMIT (2006) was used for evalu-
ation of the hydrodynamic loads by using the mode shape defi-
nitions. The underwater geometry of the WEC was modeled as
shown in Fig. 6. The guides were not considered in the mod-
eling assuming that they do not contribute significantly to the
linear hydrodynamic loads. The generalized modes in Eq. (1)
were introduced to WAMIT by using a Fortran code interacting
with the software during runtime. The corresponding matrices
for generalized mass, restoring and damping due to power take-
off mechanism were obtained from their corresponding equations
in (3), (6) and (14). The idealized power take-off coefficient bu

was taken equal to 100 kNs
m

. In this way, solution of Eq. (18) is
performed in the software. A range of frequencies from 0.25 to
3.6 rad/sec has been selected in obtaining the RAO results.

Fig. 6 Mean wetted surface model of the WEC in Multi-
Surf (2007).

Regular Waves
Response in the Following Seas

Fig. 7 shows the generalized coordinate response plots in the
following seas waves. The results have been plotted in the form of
response amplitude operators (RAOs) as a function of the incom-
ing wave frequency. For this wave heading, there is practically
no response in Sway, Roll and Yaw. The results show that for
this wave heading, buoys located symmetrically about x axis, will
show identical dynamic behavior. For instance, buoy 7 and 17 or
buoy 1 and 19 in Fig. 2 can be considered identical. Knowing
this, only the results corresponding to buoys above the x axis are
plotted in Fig. 7.

For comparison, the response plots have been drawn against
the calculations obtained from the multi-body analysis by Rogne
(2007). The results show excellent agreement.

In order to provide a better understanding regarding the effect
of power absorption on the WEC response behavior, the results
corresponding to no energy extraction are also plotted in the fig-
ure. These results are shown by dash-dotted lines. It is observed
that the power absorption has significantly reduced the buoys’ dy-
namic response mainly in the region of 1-2.7 rad/secs, while it has
caused an increase in the platform response in heave. It is also
observed that the energy absorption mechanism has smoothed
the platforms response around its natural frequency.
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To further test the model, the dynamic behavior of the WEC
subject to beam seas regular waves (incident waves along y axis)
was investigated. In this case, exactly same behavior as in Fig. 7
was observed with the difference that for this case the plots cor-
respond to system sway, platform heave, System roll, and heave
of the buoy# 14, 9, 4, 19, 15, 10, 5, 1, 20, 16, 11, 6 and 2,
respectively.

Response in the oblique seas

As a representative case of oblique seas, the results when the
incident waves approach the structure at a 45 degrees heading an-
gle are shown. The results have been plotted in Fig. 8. Identical
dynamic behavior of some of the buoys due to problem symme-
try is quite evident from the plots (They have been indicated by
dashed line and solid lines). One can also observe the effect of
energy absorption on the WEC response behavior by comparing
the results in this figure. The power take-off mechanism has again
reduced the high amplitude motions of the buoys (in the range of
1.5-3 rad/sec) while it has increased the response of the platform
in heave, roll and pitch.

Irregular Waves
The wave environment was modeled using the short-crested

seas as defined in the previous section. Under this consideration,
five different wave conditions relevant to a representative site in
the north sea were used as the input to the spectral analysis as
shown by Tab. 2.

Table 2 Wave conditions for a representative site in the
North Sea.

Sea state Parameters

Hs[m] Tp[sec]

C1 1.25 4.75
C2 1.75 5.25
C3 2.75 6.25
C4 3.25 6.75
C5 4.75 7.75

An example directional wave spectrum is plotted in Fig. 9 for
wave condition C3.
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Fig. 9 Directional spectral density function for wave con-
dition C3 and zero mean wave direction.

Absorbed-Power Statistics
The total expected absorbed power for the different wave con-

ditions given in Tab. 2 are presented in Tab. 3. The effect of power
absorption coefficient on the total expected absorbed power is in-
dicated in the table. The motivation toward investigating this
effect is explained in the following: Eq. (15) shows that the ab-
sorbed power is proportional to the square of the relative velocity
and the power absorption coefficient. At the same time, Figs. 7
and 8 showed that the power absorption coefficient has a reducing
effect on the buoy response. This trade-off raises the idea that
there may be an optimal value for the idealized power absorption
coefficient. The results in Tab. 3 suggest this optimal value to be
between 100-125 kNs

m
.

The total expected absorbed power was found to be indepen-
dent of the mean wave direction. However, the wave direction
influences the pattern in which power is absorbed by the buoys.
These results can be observed in the plots of Fig. 10. In this ob-
servation, wave condition C3 is assumed and the array of angles
is 0, 30, 45, 60 and 90 degrees.

Table 3 Expected absorbed power as a function of sea states
and the idealized power absorption coefficient. The
values are normalized with respect to the maximum
data in the table.

Sea state

bu C1 C2 C3 C4 C5

50 11 20 41 51 77
75 11 20 46 59 90
100 10 20 48 62 97
125 10 19 48 63 99
150 9 19 47 63 100
175 9 18 46 61 99
200 8 17 44 60 98

CONCLUDING REMARKS

This paper deals with dynamic analysis of a multi-body wave
energy converter by using a mode expansion method. The objec-
tive was to study the performance of the device in short-crested
ocean waves. Observations were made on the response of the
structure and the influence caused by the power absorption mech-
anism. Moreover, the ability of the structure in absorbing the
wave energy was investigated quantitatively by means of an ide-
alized power-take-off system. It was found that the absorbed
power is dependent on the sea state while it is not a function of
mean wave direction. Moreover, it is observed that the power
take-off implies damping that reduces the motions especially at
the natural frequency.

To validate the procedure, response transfer functions for the
following-seas regular waves were compared to the results by
Rogne (2007) in which a standard multi-body approach was uti-
lized. The results showed excellent agreement between the two
methods. However, in solving the above problem using standard
multi-body approach, similar to the one by Rogne (2007), the hy-
drodynamic problem must be solved separately for the platform
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Fig. 7 WEC principal coordinate response in the following-seas waves with/without consideration of power take-off. Note that
the results from the current method have been plotted on top of the alternative results by Rogne (2007). The dash-dotted
lines indicate the results in the absence of power absorption mechanism.

and the buoys considering each of them to have six degrees of
freedom –72 degrees in total. Then, postprocessing is required to
reduce the number of DOFs to 27 and to include the power-take-
off mechanism.

By using the current generalized modes approach, the size of
the problem is reduced considerably, since it is formulated as
such the unique WEC system will have 27 DOFs, with power-
take-off mechanism already included in the equations. There-
fore, the method becomes computationally more efficient than
the standard approach. The problem can be reduced even more
by accounting for symmetry conditions.

To perform dynamic structural analysis of the WEC in waves,
interfacing the information between hydrodynamic and struc-
tural software is vital. Exporting pressure data using the stan-
dard multi-body approach must be performed within the post-
processing stage described above by considering each body, each
single degree of freedom, the influence from the power take-off

system, and the DOF reduction procedure into account. This
complicated task requires a lot of book-keeping and calculation
and in practice may be found inapplicable. However, exporting
the information within the generalized modes approach is straight
forward to perform–like a single-body with different degrees of
freedom– and requires much less computational burden.
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Fig. 8 WEC principal coordinate response in the oblique-seas waves with/without consideration of power take-off. Dashed lines
correspond to the response of the buoy identical in response due to problem symmetry. The dash-dotted lines indicate the
results in the absence of power absorption mechanism.
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Fig. 10 Absorbed-power layout for the buoys assuming wave condition C3 and different mean wave directions. The Wave heading
angles are given in degrees. The data in each plot have been normalized by the power absorbed by the first buoy in that
plot.
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Abstract

Time-domain models of marine structures based on frequency domain data are usually built upon the Cummins equation. This type of

model is a vector integro-differential equation which involves convolution terms. These convolution terms are not convenient for analysis

and design of motion control systems. In addition, these models are not efficient with respect to simulation time, and ease of

implementation in standard simulation packages. For these reasons, different methods have been proposed in the literature as

approximate alternative representations of the convolutions. Because the convolution is a linear operation, different approaches can be

followed to obtain an approximately equivalent linear system in the form of either transfer function or state-space models. This process

involves the use of system identification, and several options are available depending on how the identification problem is posed. This

raises the question whether one method is better than the others. This paper therefore has three objectives. The first objective is to revisit

some of the methods for replacing the convolutions, which have been reported in different areas of analysis of marine systems:

hydrodynamics, wave energy conversion, and motion control systems. The second objective is to compare the different methods in terms

of complexity and performance. For this purpose, a model for the response in the vertical plane of a modern containership is considered.

The third objective is to describe the implementation of the resulting model in the standard simulation environment Matlab/Simulink.

r 2007 Elsevier Ltd. All rights reserved.

Keywords: Frequency-domain model; Time-domain model; Cummins equation; State-space models; Dynamic analysis

1. Introduction

Dynamic response of marine structures to wave excitation
is commonly analyzed in the frequency domain by a first-
order potential theory approach and by assuming the wave
process as Gaussian, see for instance Newman (1977) and
Faltinsen (1990, 2005). The response statistics is then
obtained using the well-established theory for Gaussian
processes. This approach is based on linear theory, which
implies that the wave steepness is small and also that the
response due to wave excitation is proportional to the wave
amplitude (Faltinsen, 2005). The frequency response func-
tions of the structure can be obtained by using the standard
hydrodynamic codes (e.g. WAMIT, 2006). This method is
particularly efficient since for each frequency considered, the

motion response is obtained by solving a set of simultaneous
linear equations with constant coefficients.
When nonlinear effects such as viscous forces, water

entry and exit are considered, however, the linearity
assumption is no longer valid. One approach to overcome
the difficulties of full nonlinear time-domain analysis is to
apply a higher order frequency-domain approach, e.g. by
using simplified bilinear and trilinear frequency response
functions based on Volterra functional representations
(Bendat, 1998). However, frequency-domain approaches
are limited to steady-state processes. Besides this fact,
higher order frequency-domain methods can be cumber-
some to implement and computationally inefficient.
A different approach consists of using a linear time-

domain model based on the Cummins equation which
will be referred to as a hybrid frequency–time domain
model throughout this paper. The resulting linear model is
a vector integro-differential equation which involves
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convolution terms. Nonlinear effects can be introduced to
this model at a later stage. In this regards, Wu and Moan
(1996) introduced a hybrid frequency time domain
approach by first solving the linear problem in the
frequency domain and then transforming the input–output
into time domain and accounting for nonlinear effects as
‘‘additional’’ loads.

The convolution terms in a time-domain model are not
convenient for analysis and design of motion control systems
(Fossen, 2002; Perez, 2002). Moreover, time-domain simula-
tions of linear transient or nonlinear problems with
convolution terms are computationally demanding and their
implementation in standard simulation packages is incon-
venient (Kashiwagi, 2004). For these reasons, different
methods have been proposed as approximate alternative
representations of the convolutions. Because the convolution
is a linear operation, different approaches can be followed to
obtain an approximately equivalent linear system in the
form of either transfer function and state-space models. This

process involves the use of system identification, and several
options are available depending on the way in which the
identification problem is posed. This raises the question
whether one method is better than the others.
Hence, the main purpose of this paper is to investigate

efficient alternative formulations of the dynamic equations
of motion that avoid convolution terms. Sections 2–4 of
this paper deal with description of the Cummins equation
and the convolution integrals. Different representations of
the linear systems, with focus on the state-space models, is
the subject of Section 5. Convolution replacement alter-
natives are investigated in Section 6. Sections 7 and 8 deal
with different identification approaches that are commonly
used to obtain the state-space models. Application and
discussion regarding the use of these methods for a simple
memory function is carried out in Section 9. Dynamic
response simulations for a container vessel is performed in
Section 10 by using state space models. Finally, comments
and conclusions are given in Section 11.

ARTICLE IN PRESS

Nomenclature

A;B; ~A; ~B constant added mass and damping matrices
C restoring matrix
AðoÞ frequency-dependent added mass
BðoÞ frequency-dependent damping
ĀðjoÞ Complex coefficient for alternative description

of the radiation force
B̄ðjoÞ Complex coefficient for alternative description

of the radiation force
Að1Þ infinite frequency added mass
A0c;B

0
c;C
0
c;D

0
c state-space model matrices (continuous

time)
A0d;B

0
d;C

0
d;D

0
d state-space model matrices (discrete time)

F Fourier transform
fexcðtÞ;FexcðjoÞ excitation force vector in time and

frequency domain
fRðtÞ;FRðjoÞ radiation force vector in time and fre-

quency domain
�fRðtÞ radiation force vector in time with no contribu-

tion from the infinite added mass
hðtÞ impulse response function (continuous time)
hdðtÞ impulse response function (discrete time)
HðjoÞ frequency response function
HðsÞ transfer function
Hk Hankel matrix
hFðtÞ; hMðtÞ wave to force, wave to motion IRF
HFðjoÞ;HMðjoÞ wave to force, wave to motion FRF
hFMðtÞ; hFVðtÞ force-to-motion and force-to-velocity

IRF
hFMðjoÞ; hFVðjoÞ force-to-motion and force-to-velocity

FRF
I identity matrix
j imaginary unit
KðtÞ retardation function

LðtÞ convolution kernel
M rigid body mass matrix
p0; p1; . . . ; q0; q1; . . . polynomial coefficients
PðsÞ;P0ðsÞ;QðsÞ;Q0ðsÞ polynomials
t time variable
ts sampling period
wi; si weight function
xðtÞ;XðjoÞ response vector in time and frequency

domain. x1 is surge, x2 is sway, etc.
z state variable
a; b; g constant coefficients
dðtÞ Dirac’s delta function
l matrix of convolution forces
o; s frequency and Laplace variables
f; e phase difference variables
h parameter vector
h% optimal parameter vector
htrue true value of the parameter vector
hinit initial value of the parameter vector
zðtÞ wave elevation
_g time derivative of variable g

ḡ amplitude of the variable g

ĝ estimated value of the variable g

g� conjugate transpose of the variable g

RðgÞ real part of the complex variable g

BEM boundary element method
dB decibel, xdB ¼ 20 log10ðjxjÞ
FRF frequency response function
IRF impulse response function
LS least square
MDOF multi degree of freedom
NL-LS nonlinear least square
RAO response amplitude operator
SDOF single degree of freedom
TF transfer function
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2. The Cummins equation and the frequency response model

Cummins (1962) considered the behavior of the fluid and
the structure in time domain. He assumed linear behavior
and considered impulses in the components of motion. This
resulted in a boundary value problem in which the
potential was separated into two parts: one valid during
the duration of the impulses and the other valid afterwards.
By expressing the pressure as a function of these potentials
and integrating it over the wetted surface of the vessel, he
obtained a vector integro-differential equation, which is
known as the Cummins Equation. For the case of zero
forward speed, this equation is of the following form:

½Mþ A� €xðtÞ þ

Z t

0

Kðt� tÞ _xðtÞdtþ CxðtÞ ¼ fexcðtÞ. (1)

The vector xðtÞ represents the perturbation with respect to
an inertial reference frame. The convolution terms in
Eq. (1) capture the effect that the changes in momentum of
the fluid at a particular time affects the motion at
subsequent times—this is known as fluid memory effect.
In case of zero forward speed, the retardation functions
will depend only on the geometry of the vessel (Cummins,
1962).

The model in Eq. (1) can also be considered in the
frequency domain (Ogilvie, 1964):

�o2½Mþ AðoÞ�XðjoÞ þ joBðoÞXðjoÞ þ CXðjoÞ ¼ FexcðjoÞ,
(2)

from which the following frequency response follows:

XðjoÞ ¼ ½�o2ðMþ AðoÞÞ þ joBðoÞ þ C��1FexcðjoÞ. (3)

FexcðjoÞ gives the linear forces due to the waves
zðtÞ ¼ z̄ cosðotÞ, and XðjoÞ gives the amplitude and phase
of the motion due to the wave excitations. From Eq. (3) we
can distinguish three following frequency response func-
tions (FRFs):

� Wave-to-force FRF:

HFðjoÞ ¼
FexcðjoÞ

z̄
. (4)

� Force-to-motion FRF:

HFMðjoÞ ¼ ½�o2ðMþ AðoÞÞ þ joBðoÞ þ C��1. (5)

� Wave-to-motion FRF:

HMðjoÞ ¼ HFMðjoÞHFðjoÞ. (6)

3. Relation between time and frequency domain models

3.1. Ogilvie relations

The relationship between the parameters of Eq. (1)
and those of Eq. (2) were established by Ogilvie

(1964):

AðoÞ ¼ A�
1

o

Z 1
0

KðtÞ sinðotÞdt,

BðoÞ ¼
Z 1
0

KðtÞ cosðotÞdt, ð7Þ

from which it follows that

KðtÞ ¼
2

p

Z 1
0

BðoÞ cosðotÞdo (8)

and

A ¼ lim
o!1

AðoÞ ¼ Að1Þ. (9)

Using these relations, Eq. (1) can be written as

½Mþ Að1Þ� €xðtÞ þ

Z t

0

Kðt� tÞ _xðtÞdtþ CxðtÞ ¼ fexcðtÞ.

(10)

A related form of the above by Wehausen (1967) is

½Mþ Að1Þ� €xðtÞ þ

Z t

0

Lðt� tÞ €xðtÞdtþ CxðtÞ ¼ fexcðtÞ,

(11)

where

KðtÞ ¼
d

dt
LðtÞ. (12)

The velocity formulation of Eq. (10) is more convenient for
numerical simulations since the velocity is part of the state
of the system whereas acceleration is not (Jefferys, 1984).

3.2. Time-domain properties of the convolutions

The following relations are satisfied by the convolution
terms:

� For t ¼ 0þ: It follows from Eq. (8), that

Kð0þÞ ¼
2

p

Z 1
0

BðoÞdoa0o1. (13)

� For t!1:

lim
t!1

KðtÞ ¼ lim
t!1

2

p

Z 1
0

BðoÞ cosðotÞdo ¼ 0, (14)

which follows from the Riemann–Lebesgue Lemma.

Eq. (14) expresses an important property that establishes
the input–output stability1 of the convolution terms.
Indeed, for each termZ t

0

Kikðt� tÞ _xkðtÞdt (15)
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to be bounded for any bounded excitation function _xkðtÞ, it
is necessary thatZ t

0

jKðtÞjdto1, (16)

which holds provided that Eq. (14) holds.

3.3. Frequency-domain properties of the convolutions

The frequency response of the convolutions are given by
using Eq. (7):

KðjoÞ ¼
Z 1
0

KðtÞe�jot dt

¼ BðoÞ þ jo½AðoÞ � Að1Þ�. ð17Þ

Then

� For o! 0: The potential damping, BðoÞ, tends to zero
as o! 0, and the difference Að0Þ � Að1Þ is finite, as a
result:

lim
o!0

KðjoÞ ¼ 0. (18)

� For o!1: The potential damping tends to zero as
o!1, and

lim
o!1

o½AðoÞ � Að1Þ� ¼

Z 1
0

KðtÞ sinðotÞdt ¼ 0,

which follows from Eq. (7) and the Riemman–Lebes-
gue Lemma. Thus,

lim
o!1

KðjoÞ ¼ 0. (19)

� Passivity of KðjoÞ: Passivity is an important property
of the physical systems, which establishes that there is
no energy generation within the system; that is, the
system can either store or dissipate energy. This
property should also be reflected in the mathematical
models. For linear systems, passivity is equivalent to
positive realness; i.e., the real part of the frequency
response function lies entirely on the right hand side
of the complex plane. The damping matrix is sym-
metric and positive-semi definite—BðoÞ ¼ BTðoÞ4 ¼ 0

(Newman, 1977). Hence, KðjoÞ is positive real ðKðjoÞþ
Kð�joÞT4 ¼ 0Þ, and thus passive (Damaren, 2000;
Kristiansen et al., 2005). This implies that the diagonal
elements of the matrix KðjoÞ are positive real, and the
off-diagonal terms need only to be stable (Unneland
et al., 2007).

4. Alternative representations of the radiation force

Within the scope of fluid memory effects, the identifica-
tion of state-space models can be posed for not only the
retardation functions, but also for the other representatives
of the radiation force. Therefore, we devote this section to

clarify these alternatives before explaining different con-
volution replacement approaches in Section 6.
The total hydrodynamic radiation force vector in the

frequency domain can be expressed as

FRðjoÞ ¼ �½BðoÞ _XðjoÞ þ AðoÞ €XðjoÞ�. (20)

Replacing the acceleration vector by the time derivative of
the velocity vector gives

FRðjoÞ ¼ � ½BðoÞ þ joAðoÞ� _XðjoÞ

¼ � B̄ðjoÞ _XðjoÞ. ð21Þ

Alternatively,

FRðjoÞ ¼ �
BðoÞ
jo
þ AðoÞ

� �
€XðjoÞ

¼ � ĀðjoÞ €XðjoÞ. ð22Þ

Eqs. (21) and (22) represent the complex coefficients B̄ðjoÞ
and ĀðjoÞ. By expressing Eq. (10) in the frequency domain,
it follows that

FRðjoÞ ¼ �½Að1Þ €XðjoÞ þ KðjoÞ _XðjoÞ�. (23)

In other words, the retardation function relates the velocity
vector to a portion of the radiation force. Then, the
following relations hold between Ā, B̄ and the frequency
domain representation of the retardation function K:

ĀðjoÞ ¼
B̄ðjoÞ
jo
¼ Að1Þ þ

KðjoÞ
jo

. (24)

5. State-space models for linear systems

Before proceeding with different representations of the
convolution terms and of the Cummins equation (Eq. (10)),
linear system representations are briefly revisited. This will
then be used throughout the rest of the paper.

5.1. Time-domain models

Let us consider a stable linear dynamic system with
scalar excitation uðtÞ (input) and scalar response yðtÞ

(output). The relationship between excitation and response
can then be characterized in three different ways as
indicated in the following.

� Ordinary differential equation (ODE) with high-order

derivatives:

dnyðtÞ

dtn
þ qn�1

dn�1yðtÞ

dtn
þ � � � þ q1

dyðtÞ

dt
þ q0yðtÞ

¼ pm

dmuðtÞ

dtm
þ pm�1

dm�1uðtÞ

dtm�1
þ � � � þ p1

duðtÞ

dt
þ p0uðtÞ.

ð25Þ

� Convolution:

yðtÞ ¼

Z t

0

hðt� tÞuðtÞdt, (26)
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from which it follows that hðtÞ is the impulse response
of the system.
� State-space representation:

_zðtÞ ¼ A0zðtÞ þ B0uðtÞ,

yðtÞ ¼ C0zðtÞ þD0uðtÞ, ð27Þ

where z is called the state vector and gives an internal
description of the system. The response of the system
to any excitation can be uniquely determined from the
value of the excitation and the initial value of the state
vector.

The three representations in Eqs. (25)–(27) are equiva-
lent (equating Eq. 26 to 25 and 27 is exact only in the limit
as n goes to infinity), and provide the same input–output
description of the system for zero initial conditions. Also, it
is simple to convert one model to the other. For example,
the ODE in Eq. (25) is transformed into a state-space
model (Eq. (27)) by using the following auxiliary variables:

z1 ¼ yðtÞ; z2 ¼
dy

dt
; . . . ; zn ¼

dn�1yðtÞ

dtn�1
, (28)

and for simplicity assume that pm ¼ pm�1 ¼ � � � ¼ p1 ¼ 0.
With these definitions,

_z1 ¼ z2,

_z2 ¼ z3

..

.

_zn ¼ p0uðtÞ � q0z1 � q1z2 � � � � � qn�1zn. ð29Þ

Then, z ¼ ½z1; . . . ; zn�
T, and

A0 ¼

0 1 0 � � � 0

0 0 1 0

0 0 0 . .
.

0

..

. ..
. ..

. ..
.

0 0 0 � � � 1

�q0 �q1 �q2 � � � �qn�1

2
66666666664

3
77777777775
; B0 ¼

0

0

..

.

p0

2
66664

3
77775,

(30)

and

C0 ¼ ½1 0 � � � 0�; D0 ¼ 0. (31)

The value n is the order of the system, which corresponds to the
highest order derivative of the response in Eq. (25). The order
of the vector z is also n. It should be noticed that the definition
of the state variables zi is not unique (Kailath, 1980).

The general solution of Eq. (27) is given by

yðtÞ ¼ CeA
0tzð0Þ þ C

Z t

0

eA
0ðt�tÞB0uðtÞdtþD0uðtÞ. (32)

This form of the solution provides a very attractive
way of solving or integrating ODEs (Egeland and
Gravdahl, 2002). It also follows from Eq. (32) that the

response to the impulse uðtÞ ¼ dðtÞ assuming zero initial
conditions is

hðtÞ ¼ C0eA
0tB0 þD0dðtÞ. (33)

5.2. Transfer functions and FRFs

By taking the Laplace transform of the Eq. (25), we
obtain

Y ðsÞ ¼ HðsÞUðsÞ,

where

HðsÞ ¼
PðsÞ

QðsÞ
¼

pmsm þ pm�1s
m�1 þ � � � þ p1sþ p0

sn þ qn�1sn�1 þ � � � þ q1sþ q0

(34)

is the transfer function.
The roots of the numerator polynomial PðsÞ in Eq. (34)

are the zeros of the system, and the roots of the
denominator are the poles. The order of the system is the
degree of the denominator polynomial (after canceling
common factors between numerator and denominator):
n ¼ degðQÞ, and the relative degree of the system is the
difference degðQÞ � degðPÞ ¼ n�m. The relative degree
has implications on the initial value of the impulse
response, which are of importance in this paper. The initial
value of the impulse response can be computed using the
Initial-Value Theorem of the Laplace transform:

hð0þÞ ¼ lim
s!1

sHðsÞ. (35)

From Eq. (34), it follows that

lim
s!1

sHðsÞ ¼ s
smpm

sn
. (36)

This limit will be different from zero only if m ¼ n� 1.
That is, hð0þÞa0 if and only if the system has relative degree

1.
The FRF of the system, which corresponds to the

Fourier transform of the impulse response hðtÞ can be
obtained from the transfer function:

FfhðtÞg ¼ HðsÞjs¼jo ¼ HðjoÞ. (37)

In the context of this paper, it is convenient to distinguish
the transfer function from the FRF as indicated in Eq. (37).
The relationship between the transfer function and a

state-space representation follows from the Laplace trans-
form of the state equations in Eq. (27):

HðsÞ ¼ C0ðsI� A0Þ�1B0 þD0. (38)

Note that the matrix D0 is different from zero only in cases
where the relative degree of the system is zero. In this case,
the TF in Eq. (34) can be expressed as

HðsÞ ¼
PðsÞ

QðsÞ
¼ Lþ

P0ðsÞ

Q0ðsÞ
; L ¼ lim

s!1
HðsÞ,

with the obvious definitions for P0ðsÞ and Q0ðsÞ. Then, the
matrices A0;B0;C0 are obtained from P0ðsÞ and Q0ðsÞ, and
D0 ¼ L. The existence of matrix D0 implies that there is a
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direct path between input and output in the model. All the
results reviewed in this section extend to the case where the
excitation and the response are vectors. For further details
see Kailath (1980) or Chen (1999).

6. Convolution replacement

Time-domain simulations of the dynamic response of
marine structures by direct evaluation of the convolution
integrals may be computationally demanding depending on
the time step, simulation length and degrees of freedom of
the model (Holappa and Falzarano, 1999; Kashiwagi,
2004). The state-space representation provides an attractive
alternative for simulation due to the simple form of its
solution i.e. Eq. (32). For zero input, uðtÞ ¼ 0, this indicates
that dynamic variables, in this representation, are ex-
pressed as linear combinations of exponential functions of
time. However, Ursell (1964) showed that the free vertical
motion of a floating body immersed on deep water decays
slower than exponentially to zero; it decays to zero as tn,
where n is a negative number. It may be implied that it can
only be an approximation to replace e.g. the general
convolution term in Eq. (1) by a state-space model. In most
cases the difference is, however, of academic interest only,
and the state-space model represents a very practical
approximation. In addition, state-space models are well
suited for the methods of analysis used in automatic
control (Fossen, 2002; Perez, 2002). For these reasons,
significant efforts have been dedicated to finding the
alternative representations of the convolution terms and
the Cummins equation in Eq. (10). These alternative
representations can be broadly grouped into the following
types:

(i) Replacement of the frequency-dependent added mass
and damping in Eq. (2) by constant coefficients:

½Mþ ~A� €xðtÞ þ ~B _xðtÞ þ CxðtÞ ¼ fexcðtÞ. (39)

(ii) Replacement of the convolution in Eq. (10) by a state-
space formulation:

½Mþ Að1Þ� €xðtÞ þ �fRðtÞ þ CxðtÞ ¼ fexcðtÞ,

_zðtÞ ¼ A0zðtÞ þ B0 _xðtÞ,

�fRðtÞ ¼ C0zðtÞ þD0 _xðtÞ. ð40Þ

(iii) Replacement of the force-to-motion response by a
state-space model:

_zðtÞ ¼ A0zðtÞ þ B0fexcðtÞ,

yðtÞ ¼ C0zðtÞ þD0fexcðtÞ, ð41Þ

with y ¼ ½x; _x�T.

The first approach is a low-order approximation as defined
by the size of the associated state vector as described in
Section 5. This form is the simplest possible approach in

which the frequency-dependent added mass and damping
values are directly replaced by constant matrices. The
accuracy of the method depends on how frequency
sensitive the added mass and damping are for the specific
problem. Such an approximation would normally be based
on radiation quantities corresponding to the modal
(extremum) or the zero-crossing frequency of the sea wave
spectrum. Such a simple method leads to relatively large
errors in modeling the system transient response due to a
single frequency excitation or system steady-state response
due to multiple frequency excitations (Holappa and
Falzarano, 1999; Govolato, 1959). Therefore, this method
will not be pursued in this paper. The other two methods
are higher order approximations.
Indeed, Tick (1959) suggested that the linear time-

domain equations of motion with frequency-dependent
coefficients can be represented by an ODE with high-order
derivatives:

� � � þ C3 €xðtÞ þ C2 €xðtÞ þ C1 _xðtÞ þ C0xðtÞ ¼ fexcðtÞ. (42)

This equation, however, can be efficiently solved by
converting it to a state-space model, as discussed in Section
5. Therefore, approaches 2 and 3 are mathematically
equivalent to Eq. (42). However, the difference lies in the
method used to obtain the parameters of each type of
model. This issue is discussed in the following section.
The second approach have been used by a number of

researchers within different areas. To the best of the
authors’ knowledge, state-space models were originally
introduced in the field of ocean engineering when
Schmiechen (1973) used it to study transient ship maneu-
vering. Then, Jefferys (1984), Jefferys and Goheen (1992),
Yu and Falnes (1995), Yu and Falnes (1998), Hals et al.
(2007), used this approach to model wave power devices.
Xia et al. (1998) and Taghipour et al. (2007) used this
approach in the hydroelastic analysis of marine structures.
Holappa and Falzarano (1999), Kristiansen and Egeland
(2003), Jordán and Beltrán-Aguedo (2004), Kristiansen et
al. (2005), McCabe et al. (2005), Sutulo and Guedes-Soares
(2005), Fossen (2005), Perez and Fossen (2006) used this
approach to model different marine structures in waves.
Sutulo and Guedes-Soares (2005) however used a formula-
tion slightly different from Eq. (10). Their final model is
expressed as a state-space representation for the total
radiation force, instead of just the convolution part.
The third approach considers the replacement of the

complete model from force-to-motion instead of replacing the
convolution term in Eq. (10). This approach was originally
proposed by Cummins (1962) in a convolution form:

xðtÞ ¼

Z t

0

hFMðt� tÞ fexcðtÞdt. (43)

Motivated by this, Perez and Lande (2006) proposed a model
of the form

_xðtÞ ¼

Z t

0

hFVðt� tÞ fexcðtÞdt, (44)

ARTICLE IN PRESS
R. Taghipour et al. / Ocean Engineering 35 (2008) 685–705690



where hFVðtÞ is the impulse response from force to
velocities, which in the frequency domain can be obtained
from

HFVðjoÞ ¼ joHFMðjoÞ, (45)

where HFMðjoÞ is given by Eq. (5). When the model
Eq. (44) is formulated in state-space form and integrators
are added, Eq. (41) results.

7. Identification methods for convolution replacement

Fig. 1 shows the components defining an identification
method in the context of this paper. Every identification
method consists of selecting a series of data, choosing a
model structure (model type and order) and a fitting
criterion. The unknown parameters in the prospective
model are obtained by a parameter estimation method and
using the specified fitting criteria (Ljung, 1999). The
objective of system identification is to obtain the lowest
order model possible that is able to reproduce the behavior
of the system for the desired purpose while maintaining
stability of the resulting model.

In the present context, the idea is to replace the
convolution terms by alternative models based on the
following types of data:

� Complex hydrodynamic coefficients: ĀðjoÞ and B̄ðjoÞ.
� The retardation functions KðtÞ, and its frequency

response KðjoÞ.
� The force-to-motion FRF: HFMðjoÞ.

Based on these data and parameter estimation methods
described in the next section, there are different ways of
considering the system identification problem. The alter-
native identification methods are schematically illustrated
in Fig. 2 and can be divided into two main groups:

� frequency-domain identification;
� time-domain identification;

depending upon which type of data is used.

The top path in Fig. 2 shows the approach that starts
from the hydrodynamic coefficients AðoÞ and BðoÞ, and
computes the complex coefficients ĀðjoÞ or B̄ðjoÞ, which
give two different representations of the radiation forces—
see Eqs. (21) and (22). The identification can then be
performed in the frequency domain, where a rational
transfer function ðĤðsÞÞmodel is fitted to the corresponding
FRF. Once this is done the TF obtained is converted to an
ODE with higher order derivatives, and then to a state-
space representation. Söding (1982), Xia et al. (1998),
Sutulo and Guedes-Soares (2005), among others, consid-
ered this approach.
The second approach uses the rigid body and hydro-

dynamic coefficients (M, AðoÞ, BðoÞ, C) to compute either
the force to motion or the force-to-velocity FRF, HFMðjoÞ
or HFVðjoÞ based on Eqs. (5) or (45), respectively. The
identification is then performed in the frequency domain,
where a rational transfer function ĤðsÞ is fitted via
regression techniques. The state-space representation for
the complete model (from excitation force-to-motion) can
then be obtained from ĤðsÞ. Perez and Lande (2006)
proposed the application of this approach.
The third approach in Fig. 2 uses the frequency response

KðjoÞ of the convolution terms, which can be computed
from Eq. (17) using AðoÞ and BðoÞ. The identification is
then performed in the frequency domain, where a rational
transfer function ĤðsÞ is fitted to KðjoÞ. The estimated ĤðsÞ

can then be converted to a state-space model. The
approach was applied e.g. by Jefferys (1984), Holappa
and Falzarano (1999), Jordán and Beltrán-Aguedo (2004),
McCabe et al. (2005), and Perez and Fossen (2006). These
researchers have the same starting point, i.e. KðjoÞ, but
they differ slightly in the method used for the identification
and how they arrive to the final state-space model.
The fourth approach in Fig. 2 is a time-domain

approach which estimates a state-space model for the
convolution terms using the retardation functions KðtÞ.
This approach was used by Yu and Falnes (1995), Yu and
Falnes (1998), Duclos et al. (2001), Kristiansen and
Egeland (2003), and Kristiansen et al. (2005).
Added mass and damping serve as the basic elements of

the hybrid frequency–time domain models (because they
construct the convolution kernels). In evaluation of such
quantities, it is important to pay attention to the irregular

ARTICLE IN PRESS

Data for Identification

Model Structure 
(Model type and order)

Criteria to fit

Parameter
Estimation

Method

Identification Method

M (θ)

Fig. 1. Components defining the identification method in the context of
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frequencies, panel size, the truncation frequency, and the
resolution of the frequency-dependent data. Ignoring these
parameters can fundamentally violate the quality of the
identification data (convolution kernels) that in turn affects
the hybrid frequency–time domain simulations.

In the following section we will discuss three parameter
estimation methods that can be used to obtain the
unknown model parameters in the identification problems
described above.

8. Parameter estimation methods

In this section, we will describe three methods by which
the unknown model parameters resulting from the
identification methods are obtained:

(i) Impulse response curve fitting.
(ii) Realization theory.
(iii) Regression in the frequency domain.

The performance and use of each method will be discussed
in Section 9.

8.1. Impulse response curve fitting

This method consists of a state-space representation

_zðtÞ ¼ A0ðhÞzðtÞ þ B0ðhÞuðtÞ,

yðtÞ ¼ C0ðhÞzðtÞ, ð46Þ

where the coefficients are parameterized in terms of the
vector of parameters h. The parameters are then estimated
such that the impulse response of Eq. (46) approximates
the impulse response of the true system (the retardation
function).

This approximation can be characterized, for example, in
the least-squares (LS) sense:

h%
¼ argmin

h

X
i

wijhðtiÞ � ĥðti; hÞj
2, (47)

where

ĥðt; hÞ ¼ Ĉ0ðhÞ expfÂ0ðhÞtgB̂0ðhÞ, (48)

and ‘‘argmin’’ means the minimizing argument, and wi are
weighting coefficients. The above problem is nonlinear in
the parameters h and can be solved using Gauss–Newton
type of algorithms—see, for example, Nocedal and Wright
(1999). The application of these optimization methods
requires an initial condition for the parameter h.

Companion forms can be used as a particular represen-
tation for Eq. (46). The advantage of these representations
is the small number of parameters needed: for a system
with order n, at most 2n parameters are needed to have a
full model parametrization (the actual number of para-
meters depend on the relative degree of the system). For

example, the specific form

Â0 ¼

0 0 0 . . . �q0

1 0 0 . . . �q1

0 1 0 . . .

..

. ..
. . .

. ..
.

0 0 . . . 1 �qn�1

2
66666664

3
77777775
; B̂0 ¼

p0

p1

..

.

pn�1

2
666664

3
777775, (49)

Ĉ0 ¼ ½0 0 . . . 0 1�. (50)

is known as the observer companion form that corresponds
to TF in Eq. (34) with the relative degree equal to 1. In this
context, the vector of the unknown parameters in Eq. (46) is

h ¼ ½q0; . . . ; qn�1; p0; . . . ; pn�1�
T. (51)

Note, however, that pn�1 can be obtained as

pn�1 ¼ lim
s!1

sHðsÞ ¼ hð0þÞ. (52)

Therefore, the number of parameters in Eq. (51) is reduced
by 1

h ¼ ½y1; y2 . . . ; y2n�1� ¼ ½q0; . . . ; qn�1; p0; . . . ; pn�2�
T. (53)

8.2. Realization theory

Realization theory deals with the problem of obtaining a
minimal realization (one for which the size of the matrix A0

is minimal) from its Markov parameters (Ho and Kalman,
1966). It consists of finding the order of the system and the
actual matrices (A0;B0;C0 and D0) from a matrix assembly
of the samples of the impulse response.
The realization problem is easier to solve for a discrete-

time system than it is for a continuous-time system and
therefore such an estimation is commonly carried out in
discrete time. The reason for this is that the impulse
response of a discrete-time system is given by the Markov
parameters of the system:

hdðtkÞ ¼ C0dA
0k�1
d B0d þD0d,

where tk ¼ kts for k ¼ 0; 1; . . . with ts being the sampling
period. In the present context the realization problem is to
obtain a minimal state-space realization

xðtkþ1Þ ¼ Â0dxðtkÞ þ B̂0duðtkÞ,

yðtkÞ ¼ Ĉ0dxðtkÞ þ D̂0duðtkÞ,

for model described by its impulse response:

yðtkÞ ¼
X1
l¼1

hdðtlÞyðtk�lÞ. (54)

Note that Eq. (54) is a discrete-time convolution. The
solution of the realization problem consists of two parts:

(i) Find the McMillan degree of the system, which is the
order of a minimal realization.

(ii) Find the matrices Â0d; B̂
0
d; Ĉ

0
d; D̂

0
d.
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A key concept in this respect is the evaluation of the
Hankel matrix of the Markov parameters, and its
factorization as a product of extended observability and
controllability matrices (Ho and Kalman, 1966):

Hk ¼

h1 h2 . . . hk

h2 h3 . . . hkþ1

..

. ..
. ..

.

hk hkþ1 . . . h2k�1

2
6666664

3
7777775

¼

C0

C0A0

C0A0
2

..

.

C0A0k�1

2
6666666664

3
7777777775
½B0 A0B0 A02B0 . . . A0k�1B0�. ð55Þ

There are several algorithms to obtain the realization. The
most commonly used one is the singular value decomposi-
tion (SVD) of Hk as proposed by Kung (1978). In this
approach, the order of the system and the state-space
parameters are determined from the number of significant
singular values and the factors of the SVD, respectively.

The SVD gives

Hk ¼ USV�, (56)

where S is a diagonal matrix containing the singular values
in descending order. In theory, the number of the non-zero
singular values give the rank of Hk, which is the order of
the system or McMillan degree. Due to precision of the
computations S and the fact that the impulse response we
are using may not be generated by a pure linear system, the
matrix containing the singular values can be considered as

S ¼
S1 0;

0 S2;

" #
,

where S1 contains large singular values and S2 contain
those that are equal or close to zero. The McMillan degree
is then determined by the dimension of S1 ¼ n� n.

After finding the McMillan degree, the SVD can be
further factored as

Hk ¼ ½U1 U2�
S1 0

0 S2

" #
½V�1 V�2� ¼ U1S1V

�
1. (57)

Then matrices of the realization can be determined as
follows (Kung, 1978):

A0d ¼ S�1=21

U11

U12

" #T
U12

U13

" #
S1=2
1 ,

B0d ¼ S�1=21 V�11,

C0d ¼ U11S
1=2
1 ,

D0d ¼ hð0Þ,

where

U1 ¼

U11

U12

U13

2
64

3
75; V1 ¼

V11

V12

V13

2
64

3
75

with the dimensions of Uii and Vii being n� n.
Once the parameters of the discrete time model have

been obtained, the model can be converted to continuous
time using the bilinear transformation (Al-Saggaf and
Franklin, 1987). The bilinear transformation guarantees
the stability of the continuous-time realization provided the
discrete time system is stable. The method described in this
section is implemented in Matlab in the function imp2ss
from the robust control toolbox.

8.3. Transfer function estimation using regression in the

frequency domain

From non-parametric data of the FRF HðjoÞ of a
system, we can use frequency domain regression to
estimate a rational parametric model ĤðsÞ. There are
different methods to perform this. Here, we will only
concentrate on the LS method for single input single
output (SISO) transfer functions. For other methods see
Pintelon and Schoukens (2001).

8.3.1. Nonlinear LS with rational approximations

Let the estimate Ĥ be a SISO rational transfer function
of order n, and relative degree n�m:

Ĥðs; hÞ ¼
Pðs; hÞ

Qðs; hÞ
¼

pmsm þ pm�1s
m�1 þ � � � þ p0

sn þ qn�1sn�1 þ � � � þ q0

, (58)

with the vector of parameters defined as

h ¼ ½pm; . . . ; p0; qn�1; . . . ; q0�
T. (59)

The frequency-domain identification problem consists of

(i) Finding the order and relative degree of Ĥ;
(ii) Finding the parameters that give the best LS fitting to

the frequency response:

h%
¼ argmin

h

X
i

wi HðjoiÞ �
Pðjoi; hÞ

Qðjoi; hÞ

����
����
2

. (60)

Once the order and relative degree is chosen, the above
NL-LS can be solved in the same way as for Eq. (47).

8.3.2. Quasi-linear regression

The quasi-linear regression presents an alternative that
linearizes the problem in Eq. (60). Indeed, if we choose the
weights in Eq. (60) as

wi ¼ jQðjoi; hÞj
2, (61)

the problem reduces to

h%
¼ argmin

h

X
i

jQðjoi; hÞHðjoiÞ � Pðjoi; hÞj
2, (62)
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which is affine in the parameter h; and therefore, it satisfies
the normal equations of linear LS. This linearization for
fitting complex-value functions was proposed by Levy
(1959).

Eq. (62) is simpler to solve than Eq. (60), but, as
discussed by Sanathanan and Koerner (1963), the fitting
can be poor in some cases: if the data extends over a several
frequency decades, a poor fitting obtained at low frequen-
cies result. Poor fitting can also occur if QðsÞ has resonant
poles close to the imaginary axis. The accuracy of the
fitting can be improved by solving Eq. (62) iteratively with
different weighting coefficients.

The iterative method works by using the polynomial Q

corresponding to the previous iteration as the weight
(Sanathanan and Koerner, 1963). That is, the problem in
Eq. (60) reduces to

hk ¼ argmin
h

X
i

si;kjQðjoi; hÞHðjoiÞ � Pðjoi; hÞj
2, (63)

where

si;k ¼
1

jQðjoi; hk�1Þj
2
.

Usually after a few iterations (10–20), Qðjoi; hkÞ �

Qðjoi; hk�1Þ; and therefore, Eq. (60) is recovered. Depend-
ing on the data to be fitted, it may as well happen that the
model obtained through the linearized or, for that matter,
through the iterative linearized fitting is unstable. In this
case, one can reflect the unstable poles about the imaginary
axis.2

The function invfreqs of the signal processing tool-
box in Matlab solves the linear problem Eq. (62) with the
option of using a vector of weighting coefficients. There-
fore, it is straightforward to implement the iterative
procedure starting with si;1 ¼ 1.

This method can provide reasonably good fits. However,
in some cases, the NL-LS can lead to better approxima-
tions. The later option is also implemented in the function
invfreqs, and uses the parameters obtained from the
linearized problem as an initial condition for solving the
NL-LS problem. The solution thereby implemented uses
the Gauss–Newton algorithm.

From now on, we focus on the identification methods
that use the retardation functions and the parameter
estimation methods described in this section to obtain
their model parameters.3 These identification methods have
been applied to the convolution replacement problems by
Yu and Falnes (1995), Kristiansen and Egeland (2003) and
McCabe et al. (2005), respectively. The methods are easy to
implement and are flexible in the sense that they allow
models with different types and orders. The first two
methods identify an state-space model from the time series

of the retardation functions (KðtÞ) and the last method
identifies a TF from the FRF of the retardation functions
(KðjoÞ).
The parameter estimation method corresponding to each

of these three identification problems potentially clarifies the
identification data and the model type within the context of
this paper. As a result, we hereafter refer to the identifica-
tion method by the name of its representative (characteriz-
ing) parameter estimation method. For instance, by
realization theory we mean an identification method that
uses the retardation function time series, realization theory,
and state space model as its data, parameter estimation
method and model type (structure), correspondingly.

9. An example to illustrate the basic features of the

identification methods

9.1. Application example

Herein, we consider a simple retardation function as an
example to compare the performance of the different
identification methods. The example is based on pure
analytical relations and satisfies all the properties of the
convolution terms given in Section 3. It is standard practice
in system identification to compare different estimators with
scenarios for which the values of the true quantities to be
estimated are known and this is the motivation for this
example. We should mention, however, that the added mass
and damping depicted show resemblance to practical cases
when there is hydrodynamic interaction e.g. in sections of
catamarans (Faltinsen, 1990). By assuming a frequency-
dependent added mass and damping of the form:

AðoÞ ¼ gþ
ða2 þ b2 � o2Þðbþ 1Þ

ða2 þ b2 � o2Þ
2
þ 4a2o2

, (64)

BðoÞ ¼
2aðbþ 1Þo2

ða2 þ b2 � o2Þ
2
þ 4a2o2

. (65)

The frequency retardation function from Eq. (17) then is

KðjoÞ ¼
joðbþ 1Þ

ðjoþ aÞ2 þ b2
, (66)

which corresponds to the following time-domain retardation
function:

kðtÞ ¼ ð1þ bÞe�at cosðbtÞ �
a
b
sinðbtÞ

� �
. (67)

Note that parameter g does not contribute to the formation
of the retardation function as it is the value of added mass at
infinite frequency. Fig. 3 shows the added mass and
damping plots drawn against the frequency of oscillations
when the above parameters are chosen as: a ¼
0:2;b ¼ 2; g ¼ 0:5.
Using the Laplace transform, Eq. (66) can be expressed as

KðsÞ ¼
3s

s2 þ 0:4sþ 4:04
. (68)
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2A complex pole pair in the right half plane of a system’s pole-zero plot

generates an exponentially increasing component in the homogeneous

response; thus defining the system to be unstable. Reflecting such a pole

about the imaginary axis guarantees a stable system.
3Third and fourth identification methods described in Section 7.
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In Fig. 4 the IRF and the FRF of Eq. (68) have been
plotted by markers. Note that the FRF is plotted in
logarithmic scale and the magnitude of the FRF is
given in decibels: 20 log10jKðoÞj. The reason for plotting
the data in this manner is that by simple inspection
of the plots, one can infer the order and the relative
degree of the system by looking at the asymptotes for o!
0 and for o!1. These plots are known as Bode diagrams
in the field of electrical and control engineering (Oppenheim
et al., 1997). Note also that Eq. (68) has relative degree 1.
This was commented by Jefferys (1984) as a property
for retardation function TFs, which follows from Eqs. (13)

and (36):

lim
s!1

sKðsÞ ¼ kð0Þ ¼
smþ1pm

sn
¼ 3. (69)

From Eqs. (8) and (69) with the constraint that the relative
degree is 1, it follows that for the convolutions in the
Cummins equation:

pm ¼
2

p

Z 1
0

BikðoÞdo. (70)

9.2. Performance of different identification methods

Fig. 4 shows the performance of the different methods
for the example specified by Eqs. (66) and (67). As we can
see, all the methods give a reasonable approximation for
both the impulse and frequency response of the system in
this example.

9.2.1. Impulse response curve fitting

The method that fits the impulse response performs
very well for this example. The application of this method
to obtain a continuous-time state-space model for each
entry of retardation function matrix KðtÞ was proposed
by Yu and Falnes (1995, 1998) and uses an observer
companion form (Eq. (49)). In the example considered,
the nonlinear least square problem of Eq. (47) was solved
with the function lsqnonlin of the optimization
toolbox in Matlab, which uses a Gauss–Newton type
method. The weighting coefficients were chosen wi ¼ 1 for
all i. By using the formulation in Eq. (53), we sought
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a parametric TF as

Ĥðs; yÞ ¼
3sþ y3

s2 þ y2sþ y1
.

The initial condition for the parameters was

hinit ¼ ½1; 1; 1�T,

and the estimated parameter values were

ĥ ¼ ½4:0398; 0:4000; �0:0012�T,

which compares well with the true parameters.

htrue ¼ ½4:040; 0:4000; 0:000�T.

This method can be quite time consuming depending on
the value of the inial parameters hinit, and the quality of the
results may also be affected by it. For the example
considered, good results were obtained, but for data of
real marine structures the method was found difficult to
use, since there is no easy way to have good estimates for
hinit and for the order of the model. As discussed by Yu and
Falnes (1998), in the case of high-order systems the
weighting coefficients wi in Eq. (47) are important, but
there is no clear guidelines for choosing them.

9.2.2. Realization theory

The application of the identification method based on
realization theory to the convolution terms in the Cummins
equation (Eq. (10)) was proposed by Kristiansen and
Egeland (2003) and Kristiansen et al. (2005). This method
is easy to implement in Matlab using the function imp2ss.
Depending on the impulse response data used, it may be
difficult to determine the rank of Hk; i.e, it may be difficult
to distinguish which singular values are most significant.
The algorithm implemented in imp2ss sets a threshold
and ignores singular values smaller than this threshold: the
default threshold ignores singular values smaller than 1%
of the largest singular value. If the threshold is not set
properly, this algorithm can result in very high-order
models. In that case model order reduction is required.
This goes beyond the scope of this paper. A more detailed
discussion of different methods for model order reduction
in this context may be found in Unneland et al. (2005),
Unneland and Egeland (2006), and Unneland et al. (2006).

Note also that the conversion from continuous to
discrete form requires that the data used in the algorithm
be scaled by the sampling time since

hdðtkÞ ¼

Z tkþts

tk

hðtÞdt � tshðtkÞ.

Fig. 5 shows the singular values obtained by the SVD
decomposition based on the discretization of the impulse
response of the example considered in this section shown in
Fig. 4. The impulse response was sampled with ts ¼ 0:2 s.
From Fig. 5 it is clear that the order of the system is 2 since
there are only two significant singular values. The use of
the function imp2ss with the standard tolerance gives a
model with 96 states, and therefore model order reduction

is required. However, if the tolerance is set properly based
on the singular values, the following model is obtained
after converting to continuous time:

Â
0
¼
�0:0000 �2:0370

2:0370 �0:4172

� �
; B̂

0
¼
�0:0047

1:7657

� �
, (71)

Ĉ
0
¼ ½0:0047 1:7657�; D̂

0
¼ ½0:3167�. (72)

Note the matrix D̂
0
appears because of the conversion from

discrete to continuous used. This implies that the model
does not have the proper relative degree, which for this
example is 1. This difference in relative degree is clearly
observed in the frequency response plots of Fig. 4. In some
cases, ignoring D̂

0
can result in better approximations.

9.2.3. Identification in the frequency domain

The method of identification in the frequency domain
gives good results. The application of this method to the
identification of the convolution terms in the Cummins
equation was considered, for example, by McCabe et al.
(2005), and Perez and Fossen (2006).
This method has the advantage of using linear LS, and if

the results are not accurate, the non-linear LS problem can
be solved either by using Gauss–Newton methods or by
using an iterative method based on quasi-linear regression.
The solution of the quasi-linear problem can be used as an
initial condition for the parameters when using the
Gauss–Newton method. This is an advantage with respect
to the method of fitting the impulse response for which we
had no initial estimate for the parameters. This approach is
implemented in the invfreqs function in Matlab.
For example described by Eq. (68), the parameter

estimation based on the quasi-linear regression gave good
results, so there was no need to proceed with the iterative
linearized method or with the NL-LS method. The method
is fast, easy to implement and accurate.
For the problem of fitting TFs to replace the convolu-

tions on the Cummins equation in Eq. (10), the relative
degree is known before hand: the relative degree is 1. This
leaves only one unknown parameter to be chosen which is
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the order of the system. Due to the requirement of having a
zero at zero frequency, see Eq. (18), it follows that the
minimum order that could be used to fit convolution terms
is nmin ¼ 2. This fact can be used by starting with the lowest
order model and then increase the order until a good fitting
is obtained. If the order of the system is increased beyond a
certain value, the fitting can worsen significantly, and the
numerical error may become significant because the excess
of poles and zeros will be placed in a way that they cancel
each other. This is known as overfitting (Ljung, 1999).

Finally, it should be mentioned that the scaling of the
input data is important for numerical stability of the
algorithms used. Poor scaling, can in some cases provide
inaccurate models for all the methods.

10. Comparison of time-domain response simulations for a

container vessel

10.1. Specification of the case

Numerical studies are performed in this section for a
container vessel at zero forward speed. The specifications
of the ship are given in Table 1. Fig. 6 shows the body plan
of the hull.

Two different scenarios are analyzed:

(i) The objective of the first one is to examine the steady-
state part of the time-domain response of the container
vessel by using two different state-space models. The
focus is on the models obtained by identifying the
retardation functions based on the realization theory

and frequency domain regression methods as described
in Sections 7 and 8. Simulation results are compared
with the harmonic response generated based on the
frequency domain RAOs for heave and pitch modes.
This is done by assuming harmonic wave excitation
force in a head seas condition. It is expected that the
results of the time-domain simulations match the
harmonically generated responses when the transients
have died out.

(ii) In the second scenario, response of the vessel released
from a displaced condition is simulated by using each

of the state-space models. Again, the focus is on the
realization theory and the frequency domain identifica-

tion methods as described in Section 8. The results of
these simulations are compared with those solving for
the convolution integrals. This will give an idea about
the quality of the identifications. Observations of the
CPU time will shed some light on the efficiency of the
simulations using state-space models.

WAMIT (2006) is used as the BEM program for
evaluation of the hydrodynamic quantities and Matlab/
Simulink is used to identify state-space models and
performing the simulations in the time domain.

10.2. Evaluation of frequency-dependent hydrodynamic

quantities

The vessel’s underwater geometry was modeled in
MultiSurf (2006) as is shown in Fig. 7. In solving the
boundary value problem in WAMIT (2006), a high-order
panel (B-Spline) technique was applied. Twenty-seven
patches were used to represent the wetted ship hull and
14 were used to represent the interior free surface.
Additional modeling for the interior free surface is
performed in order to remove the irregular frequencies.
The maximum panel size was chosen equal to 6m.
Calculations were made for 135 frequencies ranging
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Table 1

Vessel specifications

Quantity Dimension Value

Mass kg 7.6656E7

Length overall m 294.008

Beam m 32.26

Height m 24

Draft m 11.75

Pitch gyration radius m 69.44

CG coordinatesa m (�4.165 0 12.87)

Water density kg/m3 1025

aMeasured from midships and keel.

Fig. 6. Body plan of the container vessel.

Fig. 7. Underwater geometry of the ship modeled in MultiSurf.
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from 0.02 to 2.7 rad/s. The results show no res-
ponses in sway, roll and yaw, which make sense for head
seas waves. Moreover, it was found that there are
practically no vessel motions for wave frequencies above
1.2 rad/s, see Fig. 8.

The port-starboard symmetry in the ship geometry
implies 18 nonzero coefficients in the hydrodynamic
added mass and damping matrices. In practice, it is
difficult to compute the radiation quantities up to very
high frequencies where their contributions to the cal-
culation of the retardation functions become negligible.
The reason for this could be due to the limitations in the
panel size which in turn increase the computer time
drastically. In addition, the accuracy of the calculations
in BEM software may become questionable past a certain
wave number. Therefore, the calculations are enforced to
be truncated at a specific wave frequency. As mentioned
above, such a truncation was performed at 2.7 rad/s in our
calculations.

In most of the cases, one may find it applicable to obtain
the radiation quantities for high frequency by fitting a
polynomial curve to the data at the tail of the radiation
plots and then extrapolate the numerical data based on this
tail fit. In this case study, we have used this approach to
approximate the damping values at higher frequencies
prior to the calculation of the impulse response functions.
Typical curve fits at the tail of the damping plots are shown
in Fig. 9 for B33, B35 and B55. The extrapolated data for B35

corresponds to a longer tail than the other two damping
plots. Therefore, calculation of K35 is expected to be more
uncertain.

10.3. Identification of the state-space models

As explained above, the focus is on two methods for
obtaining the state-space models: realization theory and
frequency domain identification. Calculation of the retarda-
tion functions in the time domain is performed by using
Ogilvie’s formula, Eq. (8). A trapezoidal integration scheme
is used for evaluation of the integrals. These data will serve
as the input for the realization theory identifications (see
Section 8.2). Based on the observations of the retardation
function plots, it was found that there is practically no
contribution to the memory forces after 25 s. Therefore, the
IRFs are evaluated for a time interval of 0 to 25 s with
sampling period equal to 0.1 s as shown in the top plots in
Figs. 10–12. The sampling period of 0.1 s was found to be
adequate for obtaining reasonable identifications by the
realization theory. Then, state-space models are identified
for each retardation function. System orders were found
from the number of significant singular values similar to
what was done in Section 9. The quality of the identifica-
tions is visualized and monitored by using three different
plots corresponding to the value of the retardation function
in the time domain (Eq. (8)) and its magnitude and phase in
the frequency domain (Eq. (17)). A similar approach has
been applied for identification of the state-space models by
using the method of regression in the frequency domain.
For this case, the input was the FRF of the retardation
functions, Eq. (17). The NL-LS technique was used for
identification of the state-space parameters.
Identification for state-space models by using the

realization theory requires a retardation function sampling
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time that is often longer than the simulation step. State-
space identifications by using the method of regression in
the frequency domain do not even require such a
calculation. Both of these facts are beneficial regarding
the use of state-space models because the identification
procedure is also carried out only once for a given model
and does not need to be repeated with the variation of the
simulation steps. That means, if a smaller step length is
required in the dynamic simulation, for example due to
inclusion of high-frequency mode shapes in the time-
domain hydroelastic analysis of very large floating
structures, state-space models can conveniently avoid the
refinement of the retardation functions and thus the extra
computational time that is often spent to recalculate or
interpolate the data of the retardation functions.

The identification results show a trade off between the
stability and accuracy of the identifications in the methods
of regression in the frequency domain. This means that an
increased model order can cause the identified model to
become unstable and at the same time, allowable orders
may not be able to accurately represent the convolution.
This matter has been observed by Jordán and Beltrán-
Aguedo (2004).

The identification results based on the two methods are
plotted in Figs. 10–12. The order of each state-space model
was found to be between 4 and 8 for this example. The
actual orders are reported in each plot. The retardation
functions in both methods are approximated successfully
by relatively low-order systems.

The results show that the identifications based on
the realization theory could not accurately represent
the magnitude and phase of the retardation functions in
the low-frequency domain range, although this happens
for a small part of the retardation function. It is found
that ignoring the parameter D̂c in the identifications
can improve this matter to some extent. The results
shown in the plots of Figs. 10–12 ignore this parameter.
It is also observed that the method of regression in
the frequency domain cannot represent the retardation
function data at very low time ranges, while this pro-
blem does not exist for the other approach. We now
pose the question whether these differences and discrepan-
cies in the identified data will affect the final dynamic
simulations. The answer will be pursued in Sections 10.5
and 10.6.

10.4. Model in Simulink

Fig. 13 shows the model implemented in Simulink.
Wave forces are taken as input and output is the res-
ponse for each mode of motion. The identified SDOF
state-space models in the previous stage have been
assembled in an MDOF model. A Runge Kutta method
is chosen to solve the differential equations. Time step-
ping is controlled by the parameter time step, taken
by default equal to 0.01 s. The initial conditions for
the velocity and response were set to zero which is
consistent with the objective in the first scenario to
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investigate the response of the structure initially at
rest due to harmonic incident wave forces. Different initial
conditions were used for the simulation of the second
scenario.

10.5. Scenario 1: Steady-state wave-induced response

Typical time-domain response plots for heave and pitch
modes at two different wave frequencies have been plotted
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in Figs. 14 and 15 for the wave frequencies o ¼ 0:64 and
1:5 rad=s.

It is observed that the simulations seem to match very
well with the harmonically generated response based on the

RAOs after a suitable amount of time. The two identifica-
tions simulate the results similarly. This is despite the
discrepancies observed between the two methods during
the identification phase—as discussed in Section 10.3.

10.6. Scenario 2: Response of the vessel released from a

displaced condition

In this simulation, it was assumed that the ship is in the
calm water. A displaced condition in heave and pitch
corresponding to 1m and �5	 is considered. The objective
is to simulate the transient response of the vessel after it is
released from this condition when:

(i) Simulations are performed by numerically integrating
the convolutions in Simulink.

(ii) State-space models are identified by the realization
theory and simulations are performed in Simulink.

(iii) State-space models are identified by the method of
regression in the frequency domain and simulations
are performed in Simulink.

Results of the simulations for the three alternatives
above are shown in Fig. 16 for heave and pitch modes. The
results show that simulations based on the two state-space
models agree well with the one that integrates the
convolutions. Despite the difference in the quality of the
two identifications observed in Section 10.3 (Figs. 10–12),
no specific difference is observed between the response
simulations. This shows that the two methods are equally
accurate and requirement of a very accurate fit during the
identification process seems to be of less importance.
In Table 2 mean CPU time records within 10 individual

simulation runs have been reported for the different
simulation cases (i)–(iii). To integrate the convolutions in
Simulink, trapezoidal integration method was coded in C
and was embedded as an S-function. This is believed to be
the closest the authors could get to draw a fair comparison
of the CPU time records for the two simulations.
Simulations were run on a computer with 1.8GHz CPU
and 1GB physical memory. Simulation length is chosen to
be 30 s and the ship has two degrees of freedom. Two
different simulation steps were chosen in this study: 0.01
and 0.001 s. For simulation step of 0.01 s, it is observed that
simulations using the state-space models run about 8 times
faster than the simulations using direct integration of the
convolutions. By refining the simulation step to 0.001 s, this
difference changes to about 80 times. This may imply that
by increasing the simulation length or the resolution of the
time steps, one should expect larger differences between the
CPU time records of the two simulations.
It may also be worthwhile to give a note regarding the

memory consumption of the simulations based on the
state-space models and convolution integration. Let us
consider an SDOF system of order n whose impulse
response function shows negligible values after say tmemory,
and assume a simulation step equal to tstep. Integrating the
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convolution (Eq. (26)) for this system at every time step
with any desired excitation would require storing a number
of tmemory=tstep data points. By using the state-space
representation instead, one needs to save only n data
points, equal to the value of the state. It is because the
history of the system is contained in the value of the state.
This is reflected in Eq. (32), which implies that to compute
the response at a time t40 we only need the state zðt ¼ 0Þ
and the excitation for t40. It is usually the case that

n5
tmemory

tstep
. (73)

This simple argument evidences that the state-space
representation can offer a significant save in memory.
The actual saving depends on the dynamics of the system
and the sampling rate used in the simulations. Note also
that a change in the sampling step does affect the amount

of data to be saved to compute the convolutions, but it
does not change the data needed to be saved to compute
the response for a state-space model.

11. Concluding remarks

In this paper, different alternatives to replace the
convolution terms in the Cummins equation have been
reviewed. By this way, the integro-differential equations of
motion have been written in the form of differential
formulations. The emphasis has been on the methods that
replace the convolutions by the state-space models. It was
discussed how to obtain the replacing models via system
identification techniques based on the hydrodynamic data
from the standard software. Identification methods were
categorized depending on the input data used to pose
the identification problem. A comparison was made of
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retardation functions that were identified by using the
following parameter estimation methods:

� Impulse response curve fitting.
� Realization theory.
� Regression in the frequency domain.

The theoretical basis of each method was reviewed.
Identifications by these three methods were compared in
a simple example. Then the realization theory and
frequency domain regression methods were compared as
applied to a modern container vessel. Matlab and its built-
in functions were used as a platform for coding the
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identification method and Matlab/Simulink was used to
implement the time-domain simulations. Two scenarios
were simulated. One was the dynamic response of the ship
due to regular wave-induced excitations and the other was
the transient response of the ship after it was released from
a displaced condition.

Although some discrepancies were observed between the
results of the realization theory and the frequency domain
regression at the identification stage, it was found from the
dynamic simulations that both methods were equally
accurate in simulating the vessel response. Further
substantiation regarding the accuracy and efficiency of
the simulations using state-space models can be found in
Taghipour et al. (2007).

With respect to the computational time, it was found
that models based on the state-space formulations needed
less computational burden than the models solving for the
convolutions. In addition, state-space representation may
offer a significant save in the memory usage.

It was also observed that requirement of a very accurate fit
seems to be of less importance. This can be attributed to the
feedback structure of the model, which filters out some of the
dynamics associated with the convolution terms. This matter
has been discussed by Perez and Lande (2006) and lead to
the proposal of identifying a model for force-to-motion
transfer function rather than the retardation function. This
analysis, however, goes beyond the scope of this paper.

The equations of motion described in this paper can be
extended to account for the flexibility of marine structures.
State-space identification methods discussed in the paper
are able to account for the fluid memory effects of the
elastic models. This way hydroelastic analysis of marine
structures is possible by modification of the Cummins
equation as presented in Taghipour et al. (2007).
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Abstract
In this study we use a hybrid frequency-time domain

model to study the dynamics of a two-body wave-energy
converter with hydraulic power take-off subject to phase
control. Both bodies - a buoy and a semi-submersible
platform - are restricted to move in the heave mode only,
and the power is extracted from their relative motion.

The geometry of the buoy and the platform is chosen
so as to obtain so-called force compensation, i.e. the ver-
tical wave excitation forces on the two bodies are opposite
and approximately equally large. The effect of force com-
pensation is studied by varying the geometry of the plat-
form in order to reveal its effect on the system dynamics
and power absorption. Furthermore, one-body oscillation
is compared to two-body oscillation for power absorption,
and the effect of viscous damping of the platform motion
is studied.

Simulation results are given both for regular and ir-
regular waves, and they show that the platform geometry
and degree of force compensation strongly influences
the performance of the system. It is further shown that
flow losses in a hydraulic power take-off system can
be substantial, and should thus be thoroughly assessed.
Also, the large potential increase in power output using
phase control is demonstrated.

Keywords: Bond graph, numerical simulation, ocean waves,
renewable energy

Nomenclature
β [Pa] = bulk modulus of hydraulic oil
ζ [m] = wave surface elevation
λ [m] = wave length
ρ [ kg

m3 ] = density
τ [Nm] = torque
τ [s] = time integration variable

c© Proceedings of the 7th European Wave and Tidal
Energy Conference, Porto, Portugal, 2007

φ [ m2

s
] = velocity potential

ω [ rad
s

] = angular frequency
a = Dp/Dp,0, pontoon diameter factor
Ã, B̃,

C̃, D̃

}
= linear system matrices

A [kg] = added mass matrix
A [m2] = area
b = Hp/Hp,0, pontoon height factor
B [ Ns

m
] = damping coefficient matrix

B [ Ns
m

] = damping coefficient
C [ N

m
] = hydrostatic stiffness matrix

Cd = drag coefficient (pontoons)
Cd = discharge coefficient (valves)
da [m] = absorption width
D [m] = diameter
Dm [ m3

rad
] = hydraulic motor displacement

e = effort, here: pressure [Pa]
F [N] = force vector
F [N] = force
g [ m

s2
] = acceleration of gravity

I1-I5 = irregular-wave sea states
J [kg m2]= moment of inertia
J [ W

m
] = wave energy transport

K [ N
m

] = retardation function
m [kg] = mass
M [kg] = mass matrix
p [Pa] = pressure (for fluids)
p [ kgm

s
] = momentum (for bodies)

P [W] = power
PH = passive hydraulic power take-off
PHL = latching hydraulic power take-off
PL = passive linear power take-off
PTO = power take-off
q = generalised displacement: volume for hydraulics
Rm [ Pas

m3 ] = linear loss factor for hydraulic motor
R1-R5 = regular-wave sea states
t [s] = time
T [s] = period
v [m] = velocity
V [m] = velocity in frequency plane
V [m3] = volume
x [m] = vertical excursion from equilibrium position



X [m s] = vertical excursion in the frequency plane
z = radiation force state vector

Subscripts

0 = initial or default value,
abs = absorbed
A, B,
C, D

}
= accumulator A, B, C or D

b = buoy
control = used for phase control
D = diffraction
exc = excitation
g = generator
H = hydraulic
HP = high pressure
j = component index
l = load
LP = low pressure
nl = non-linear
p = pontoon
rad = radiation
rel = relative between buoy and platform
s = semi-submersible platform
v = valve
visc = viscous
wp = water plane
z = z direction

Superscripts

∞ = infinite frequency
D = diffraction
v = velocity
R = radiation (modified)

Introduction
There are two crucial criteria for a wave energy device to be

viable. The first one is that it must give payback of investments
in order to be realised, and this will of course depend both on
how well the technology performs and on the market with possi-
ble adaptation actions from governments. The second one is that
it must at least during its lifetime be able to return more energy
than was spent in manufacturing, installing, operating and even-
tually decommissioning it. The task for technology providers
is thus to increase the power output-to-cost ratio, whether we
speak about energy or financial cost.

This article concerns the power part of this fraction, by con-
sidering an example system of a heaving buoy and platform con-
nected through a power take-off (PTO) mechanism. The appli-
cation of closed-loop control is usually regarded as a necessary
means of improving performance of oscillating-type wave en-
ergy converters. Here we pursue the ideas of phase control by
latching [1, 2] and investigate how this feature influences the
power output for an example system by comparing it with more
passive approaches, still having optimised parameters.

Budal [3] and Falnes [4] investigated the principle of force
compensation for heaving two-body devices, and numerical re-
sults are here presented to support their qualitative discussions.
Submerged plates or pontoons experience downward vertical
excitation forces under the influence of a passing wave crest.
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Figure 1: Schematic view of the wave energy converter. Only
heave motion of the two bodies is considered, and the power is
taken out from their relative motion. The velocities at points p1
to p4 are used for calculating the viscous damping. Only head
seas waves are considered.

This leads to the possibility of having, within a limited fre-
quency range, close to equally large but opposite excitation
forces on a floating column and an attached submerged struc-
ture. The total force is thus approximately zero over that range.
This force compensation is exploited in the design of offshore
platforms in order to reduce wave induced motions. In our ex-
ample system this effect gives opposite forces on the buoy and
the platform, and we study this effect on the system dynamics
and power output.

A dynamic model is the basis for understanding the be-
haviour of wave energy converters, such as energy absorption,
mean and extreme loads and their effect on the mechanical and
structural system. In this study the bond graph method has been
used in the modelling work, and this is a very suitable tool for
the modelling of wave energy devices, as discussed in [5].

1 System configuration
The example system consists of a four-legged semi-

submersible platform and a cylindrical buoy with hemispherical
bottom, both subject to head seas waves and moving in heave
as shown in Figure 1. Their geometries have been chosen such
that we are close to the above-mentioned force compensation for
the relevant range of wave periods, which we have defined to be
from 5 to 12 s. As indicated in Figure 2, the platform has cylin-
drical pontoons attached to its legs, and the cylindrical buoy has
a straight submerged part of height 3 m, indicating a maximum
excursion relative to the mean free surface of ±3 m. Figure 3
shows a projection sketch of the system for the default dimen-
sion settings. See also Table 3. The eigen periods of the system
are Ts = 13.65 s (the platform mode), T0 = 9.08 s (the com-
mon mode of bodies locked together) and Tb = 2.77 s (the buoy
mode). We studied two hydraulic systems for power take-off
(Figure 5 and 6). In both cases the system is pretensioned by the
initial hydraulic pressure. Compared to the Archimedean mass
of the submerged volume, the mass is therefore reduced for the
buoy and increased for the platform in order to have the same
equilibrium position for the two bodies as before. This is given
in Table 1.

A variation of the force-compensation level is made by vary-
ing the pontoon diameter Dp while keeping both the total dis-
placement and the column diameter constant. This means a
changing pontoon height Hp, which has been achieved by ad-



Table 1: Characteristic values and parameter settings for the
system, with and without latching. The minus sign (-) indicates
that the parameter is not relevant, and equal sign (=) indicates
that the parameter value is the same for the two systems.

Passive hydraulic PH Latching hydraulic PHL
Quantity Value Value
β 1.3 · 109 Pa =
ρH 850 kg/m3 =
ρw 1025 kg/m3 =
ωs 0.46 rad/s =
ωb 2.26 rad/s =
ω0 0.69 rad/s =
Cd 0.9 =
Dm 1.2 · 10−5 m3/rad =
Jg 2.5 kg m2 =
ms 239.2 Mg 259.6 Mg
mb 35.42 Mg 15.04 Mg
pA,0 - 20 MPa
pB,0 10 MPa 30 MPa
pC,0 10 MPa 10 MPa
pD,0 10 MPa 20 MPa
Piston area 0.02 m2 0.02 m2

Pretension 200 kN 400 kN
Rm 2 · 108 Pa s/m3 =
τg 50 Nm 220 Nm
VA,0 - 0.2 m3

VB,0 0.8 m3 0.5 m3

VC,0 0.55 m3 0.2 m3

VD,0 0.005 m3 0.0875 m3

Vs 213.5 m3 =
Vb 54.45 m3 =
Valve areas 0.002 m2 =

justing the draft of the pontoon, while keeping the column height
Hc constant. We first take Dp,0 as the diameter and Dp,0 as the
height of the pontoon for the default case (3). If we define a
diameter factor a = Dp/Dp,0 for change in diameter and a
height factor b = Hp/Hp,0 for change in height, we get that the
submerged platform volume V ∝ D2

pHp = a2 b Dp,0 Hp,0.
The requirement of keeping the volume constant then yields
a2b = 1. We first try a 20 % increase/decrease in the diame-
ter as shown in Table 3. The resulting excitation force coeffi-
cients for the platform and the buoy are shown in Figure 4. The
frequancy domain parameters are calculated by the boundary-
element method code WAMIT [6].

Figure 2: 3D view of submerged parts of the buoy and platform.

Table 2: Dimensions for the buoy and platform in the default
case, i.e. with a = 1.

Symbol Value Dimension
[m]

Db 4.0 Buoy diameter
Rb = Db/2 2.0 Buoy radius
Hb 3.0 Height of buoy’s straight part
db = Hb + Rb 5.0 Buoy draught
Dc 1.7 Column diameter
Rc = Dc/2 0.85 Column radius
Hc 7.9 Column height
Dp 4.75 Pontoon diameter
Rp 2.375 Pontoon radius
Hp 2.0 Pontoon height
dp = Hc + Hp 9.9 Platform total draught
Ldist 12.0 Distance between column centres

Table 3: Parameter variations keeping the pontoon volume con-
stant. The corresponding results for the excitation force coeffi-
cients are shown in Figure 4. We have chosen the default values
Dp,0 = 5.50 m and Hp,0 = 2.50 m for the pontoon diameter
and height, respectively. The pontoon diameter factor a gives
the ratio of the actual diameter to the default diameter, such that
Dp = a Dp,0. The pontoon height factor b gives the ratio of the
actual height to the default height, such that Hp = b Hp,0.
a b = 1/a2 Dp Hp

1.0 1.0 4.75 2.000
1.20 0.694 5.70 1.389
0.80 1.563 3.80 3.125

1.1 PTO mode of operation

The power take-off (PTO) consists of a passive hydraulic
system as studied also by Eidsmoen [7], and is shown in Fig-
ure 5. The PTO is located between the buoy and platform taking
out power from their relative motion through a hydraulic ram
(see also [5]). We will refer to this type of PTO using the label
PH. In the case of latching control, an extra accumulator (A) is
included in the system along with a control valve, as proposed
by Budal [8] and shown in Figure 6. We label this system PHL.

For the passive hydraulic system (PH, see Figure 5) the rel-
ative distance starts changing once the relative force is strong
enough to either pump to the high pressure reservoir (accumula-
tor B) or suck from the low pressure reservoir (accumulator C).
Then, during the following relative translation, hydraulic liquid
flows between the storage accumulators and the piston. Accu-
mulator D is included in order to account for the compressibility
of oil in the hydraulic piston.

For the latching hydraulic system (PHL, see Figure 6) the
piston pumps liquid to accumulator A during relative motion be-
tween the bodies and upward motion of the piston. Finally the
control valve will close at zero relative velocity. While keeping
the bodies at almost fixed distance by the closed valve, the force
from the piston will decrease the pressure in the piston chamber
and eventually get large enough to open the check valve from
accumulator C, such that liquid can flow. This results in an in-
creased pressure difference between B and C due to falling pres-
sure pC , as well as a downward motion of the piston. When the
control valve opens again, the pressure difference between the
piston cylinder and accumulator A will accelerate the downward
motion. Eventually the relative distance between the platform
and buoy will reach a maximum as the liquid is drawn from ac-
cumulator A and the piston chamber pressure falls. Here the
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Figure 3: Projected 2D view of the buoy and platform with
default dimensions. A complete list of dimensions is given in
Table 2.

control valve will again be closed at zero velocity. Now the
same sequence will follow, but this time with the piston force
building a high pressure and pumping liquid into accumulator
A.

The benefits of these hydraulic system used in the power
take-off is that they store energy such that the power delivery
to the electric generator can be evened out. Also they have an
inherent protective mechanism limiting the relative motion. As
the wave energy transport increases and waves get larger, the
pressure level in B (C) will increase (decrease). Then a larger
force is needed to move the piston toward the chamber ends.

A third option implemented for the power take-off is through
an ideal linear load force, which is proportional to the relative
velocity of the buoy and platform. This PTO is denoted by PL.

As a reference case, the platform was considered to be fixed.
For this case, only the moving buoy is able to absorb power.

2 Mathematical model
We assume a two degree of freedom system by considering

the semi-submersible platform and the buoy to move indepen-
dently in heave. Additionally, we assume the hydrodynamic ex-
citation and radiation forces, as well as the hydrostatic stiffness
forces, to be linear. Thus we assume that the platform and buoy
do not undergo large amplitude motions. The forces due to the
viscous damping of the pontoon motion and the hydraulic sys-
tem are, however, nonlinear.

Below we first give the state-space description of the model
following after derivation of equations from the bond graph
model of the system, as shown in [5]. The equations are com-
mented and motivated in a qualitative fashion, with a more de-
tailed description of some of the terms, before conformity with
the more classical form of the equation of motion is shown. For
a more complete treatment please consult the given reference.

The complete model is determined by a set of state space
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Figure 4: Excitation force coefficients (top) and the correspond-
ing phase angles (bottom) for the three different configurations
given by the parameter variation in Table 3.
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Figure 5: Schematic diagram of the passive hydraulic system,
which is labelled PH [8, 9, Manuscript C]. The system con-
sists of a hydraulic piston (left), gas accumulators (B, C and
D), check valves, a motor and an electric generator (G).

equations, i.e. coupled first-order differential equations. First,
letting q, e, p, x and F be time-dependent variables, the body
dynamics are given by

ṗs = ms ẍs = Ap eD + Frad,s + Fexc,s

+Fviscous,s − ρ g Awp,s xs (1)

ẋs =
ps

ms
(2)

B
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D

 G 

A

Platform

Buoy

Figure 6: Schematic diagram of the hydraulic system with
latching control, as proposed by Budal [8] (PHL). Compared
to the PH system, this system contains an additional gas accu-
mulator (A) and a control valve.



for the semisubmersible platform, and

ṗb = mb ẍb = −Ap eD + Frad,b

+Fexc,b − ρ g Awp,b xb (3)

ẋb =
pb

mb
(4)

for the buoy. These four equations comprise all body forces and
motions included in the model. The momentum of the verti-
cal body motions is denoted p, and x is the vertical position.
The masses ms and mb are the physical masses of the semisub-
mersible platform and the buoy, respectively. The meaning of
the constants are found by conferring with the nomenclature list.
The Ap eD terms in Equations 1 and 3 gives the coupling to the
hydraulic PTO, and the radiation force Frad contains both the
added mass and wave damping forces. Moreover, the excitation
force Fexc includes the Froude-Krylov and diffraction forces,
and Fviscous represents viscous damping on the platform pon-
toons. Finally, the ρ g Awp x terms give the hydrostatic stiffness
forces. Both and Frad and Fviscous are further discussed below.

The state equations for the hydraulic system are:

V̇A = CdAv,control

√
2

ρ
|eD − eA| sign(eD − eA) (5)

V̇B = CdAv,HP

√
2

ρ
max[(eD − eB), 0]−Dm

pg

Jg
(6)

V̇C = Dm
pg

Jg
− CdAv,LP

√
2

ρ
max[(eC − eD), 0] (7)

V̇D = Ap(
pb

mb
− ps

ms
)

−CdAv,LP

√
2

ρ
max[(eC − eD), 0]

−CdAv,HP

√
2

ρ
max[(eD − eB), 0]

−CdAv,control

√
2

ρ
|eD − eA| sign(eD − eA) (8)

with

ei = e0,i

(
V0,i

V0,i − Vi

)k

, i ∈ {A, B, C, D}

In accordance with bond graph notation, e here represents ef-
fort, which for the hydraulic system is the pressure, V is the
fluid volume in the different accumulators, and pg is the angular
momentum for the generator.

Equations 5 to 8 relates the change in accumulator liquid
levels to the pressure differences over the valves and the motor
in the system, where the accumulators are modelled assuming
isentropic expansion and compression. The check valves and the
control valves are all modelled according to the orifice equation
(pressure loss proportional to the square of the flow rate) giving
rise to the square roots in the equations.

The last state equation concerns the coupling between the
motor and the generator:

ṗg = τg + Dm(eB − eC)− D2
mRm

Jg
pg, (9)

where the electric generator is simply modelled as a constant
torque on the motor shaft, given by the first term on the right
hand side. The second term is the torque due to the pressure
difference across the hydraulic motor. The loss in the motor is
taken to be proportional to the flow as given by the last term of
Equation 9.

The coupling between the hydraulic power take-off and the
oscillating bodies is given by the first term on the right-hand side
of Equation 8, and the Ap eD terms in Equations 1 and 3.

Equations 1 to 9 give the total mathematical description of
our model. We see that the model has nine state variables which
can be determined by the nine state equations. For the system
without latching control the terms containing the state variable
qA simply vanishes, leaving eight state variables and eight equa-
tions.

The radiation force terms Frad in Equations 1 and 3 are given
by Cummins [10]:

Frad(t) =

[
Frad,s(t)
Frad,b(t)

]
= A∞ ẍ(t) + FR(t)

where A∞ is the matrix of added mass at infinite frequency and
x is the position vector;

x(t) =

[
xs(t)
xb(t)

]
,

A∞ =

[
A∞ss A∞sb

A∞bs A∞bb

]

and

FR(t) = −
∫ t

0

K(t− τ) ẋ(τ) dτ,

The retardation function K appearing in this convolution inte-
gral can be related to the frequency-domain potential damping
as

K(t) =
2

π

∫ ∞

0

B(ω) cos(ωt)dω,

with

B =

[
Bss Bsb

Bbs Bbb

]
.

The off-diagonal coupling terms represent the hydrodynamic in-
teractions between the semi and the buoy.

These radiation forces can be approximated by a linear state-
space model, in which case we can write the convolution term
as [11]:

ż(t) = Ã z(t) + B̃ẋ(t)

FR ≈ C̃ z(t) + D̃ẋ(t) (10)

We then need to solve for the additional state vector z, whose
length depends on the complexity of the retardation function and
the required accuracy.

Now, viscous damping due to the pontoon motions is mod-
elled in the usual way as

Fviscous,s = Bnl(ẋs − vz) |ẋs − vz| (11)

where
Bnl =

π

8
ρCdDp

2, (12)

and vz is the water particle velocity in the z direction. Values
for the drag coefficient Cd is chosen based on an experimental
work by Sauder and Moan [12], where the viscous forces were
measured for different forcing amplitudes and frequencies. In
the present work a default value of Cd = 2 has been used, with
a variation from 1 to 8 to study its effect.

The water particle velocity vz is here evaluated as the av-
erage of the water particle velocities at points p1, p2 for force
evaluations for columns 1 and 2 and at points p3 and p4 for
columns 3 and 4, respectively (see Figure 1). The description



of the velocities is carried out by a potential flow formulation,
writing the total velocity potential in the frequency domain as

φ = φD +
∑

j

φjẊj , j = s, b. (13)

The water particle velocity in the z direction at a point in the
fluid domain is then obtained by

Vz =
∂φ

∂z
=

∂φD

∂z
+

∑

j

∂φj

∂z
Ẋj (14)

The second term on the right hand side of Equation 14 is the
water particle velocity in z direction due to radiation, and in the
time domain it becomes

vR
z (t) =

∑

j

∫ t

0

Kvz
j (t− τ)ẋj(τ)dτ, (15)

where

Kvz
j (t) =

1

π

∫ ∞

0

[<(
∂φj

∂z
) cos(ωt)−=(

∂φj

∂z
) sin(ωt)]dω.

(16)
Again, the convolution terms can be represented by a state

space model in the same manner as for the radiation force, giv-
ing

ż(t) = Ãvz,j z(t) + B̃vz,jẋ(t)

vR
z,j(t) ≈ C̃vz,j z(t) + D̃vz,jẋ(t) (17)

Regarding the diffraction component ∂φ/∂z of the water
particle velocity in z direction we use the following formula-
tion:

vD
z (t) =

n∑

j=1

vD
j sin(ωjt + εj), (18)

where vD
j and εj are the magnitude and phase of the water par-

ticle velocity at a specific point due to the jth wave component.
It is obtained from the spectral density function of the sea waves
and the transfer function of the water particle velocity corre-
sponding to the incident wave component j.

The mathematical model described above comprises a cou-
pled system of first order differential equations. The equations
of motion for mechanical systems are more often presented as
second order differential equations. By combining and rearrang-
ing Equations 1 to 4 we arrive at the following matrix equation,
probably more familiar to some of the readers1:

[M+A∞]ẍ(t)+

∫ t

0

K(t−τ) ẋ(τ) dτ+Cx(t) = F(t), (19)

where, in this case

A∞ =

[
A∞ss A∞sb

A∞bs A∞bb

]
,

C =

[
ρ g Awp,s 0

0 ρ g Awp,b

]
,

F(t) =

[
Fexc,s + FH + Fvisc

Fexc,b − FH

]
,

M =

[
ms 0
0 mb

]
,

and FH = Ap eD . This is the form in which equations 1 to 9 has
been implemented and solved in our numerical Simulink [13]
model.

1We refer to this model as a hybrid frequency-time domain model.
See [11] for details.

2.1 Power take-off and control alternatives

Two of the PTO alternatives has already been mentioned. Al-
together, three alternative mechanisms have been tested:

PH Passive hydraulic system with optimised parameters

PHL Hydraulic system with latching control by a shut-off
valve

PL Simple resistor power take-off, with PTO load force pro-
portional to velocity: Fl = Rl ẋrel. The force Fl enters
in the equations instead of the Ap pD term. The load re-
sistance is set to Rl = 1.24 Ns/m, chosen as described in
Section 3.

For latching control, the operation of the control valve is based
on knowledge about the values of the excitation forces up to
about two seconds into the future. In the simulations, these are
taken to be known in advance as we pre-calculate the excitation
force time series, whereas in reality they must be predicted by a
combination of measurement and signal processing.

The control algorithm closes the control valve at zero relative
velocity. With a given natural period Tb for the buoy, it then
checks for a maximum of the excitation force in the interval
[t + Tb/4, t + Tb/2], and opens the control valve when this
maximum is Tb/4 ahead and the force is in the right direction.
The result is that the relative velocity will be in phase with the
excitation force.

3 Simulation results
Simulations have been run for five different regular waves

and five different irregular wave sea states chosen such that the
wave energy transport is equal for equal index, as shown in Ta-
ble 4. For each irregular wave sea state, the same wave elevation
time series has been used in the simulations, so that no stochas-
tic variation is introduced between simulation runs for different
system configurations. The length of the time series have been
taken to be 1000 s, and the dominating wave period is typically
around 8 s. We thus expect reasonably good estimates of the av-
erage quantities. However, we cannot expect to achieve good
representation of extreme values, as this requires a much larger
number of oscillation cycles.

Table 4: Chosen sea states for numerical simulation. The com-
binations of regular wave period T and height H has been cho-
sen such that the wave energy transport J matches the one for
an irregular Pierson-Moskowitz sea state of peak period Tp and
significant wave height Hs.

Regular wave T [s] H [m] J [kW/m]
R1 6.00 1.31 10.1
R2 8.00 0.65 3.4
R3 8.00 1.31 13.5
R4 8.00 1.96 30.3
R5 10.00 1.31 16.8

Irregular wave Tp [s] Hs [m] J [kW/m]
I1 6.00 2.00 10.1
I2 8.00 1.00 3.4
I3 8.00 2.00 13.5
I4 8.00 3.00 30.3
I5 10.00 2.00 16.8

A very simple scheme has been followed for choosing the
initial and operational parameters of the system. Once the di-



mensions of the system have been determined by limiting pres-
sures and forces, the energy absorption is mainly governed by
the applied generator torque τg , or the load resistance Rl in
the case of the PL machinery. These are assumed here to be
non-varying parameters. In the case of latching control, also the
time constant for unlatching plays an important role. All these
parameters where optimised by variation through a number of
runs with wave R3 (cf. Table 4), leading to the identification of
their best setting. These values where then used for all runs, also
with other wave inputs.

Both for the passive and latching hydraulic system we see the
occurrence of a resonance oscillation due to the compressibility
of the piston cylinder (oil and other), represented by accumula-
tor D. This occurs when the fluid pressure is within the range
where both check valves to accumulator B and C are closed.

In the following tables, the simulation results are analysed in
terms of the following quantities:

Puseful is the power delivered at the generator output.

Pabs is the power absorbed from the waves.

Ploss = Pabs − Puseful.

xmax and xmin are the maximum and minimum relative excur-
sions between the platform and the buoy.

Pvisc is the power dissipated at the pontoons of the platform.

da is the absorption width, defined as da = Pabs/J , where J
is the wave energy transport.

Results for the hydraulic system in regular and irregular
waves are shown in Table 5, and some examples of the motion
response are shown in Figures 7 to 10. Results for latching con-
trol are only presented for regular waves, as latching algorithms
for irregular waves are currently under investigation.

Table 5: Power output obtained by the hydraulic system, with
and without latching control in regular waves R1 to R5. For
the passive system (without latching) results are also given for
irregular waves I3 to I5. The generator output Puseful is given
together with the absorption width da and the power Ploss lost
in the hydraulic system.

Wave PTO Puseful da Ploss/Pabs

[kW] [m]
R1 PH 1.01 0.10 0.012
R2 PH 1.52 0.45 0.018
R3 PH 6.83 0.55 0.076
R4 PH 10.84 0.41 0.117
R5 PH 3.43 0.21 0.039
R1 PHL 12.44 1.72 0.027
R2 PHL 3.75 1.28 0.010
R3 PHL 10.02 0.78 0.028
R4 PHL 16.26 0.57 0.045
I1 PH 4.08 0.42 0.071
I2 PH 1.35 0.42 0.035
I3 PH 5.31 0.42 0.081
I4 PH 10.01 0.36 0.130
I5 PH 4.71 0.30 0.081

The effect of viscous damping on the platform pontoons have
been investigated by varying the drag coefficient at four levels.
Increased drag will force the platform pontoons to closer follow
the motion of the water. Table 6 presents results for the I3 wave
time series.

The level of force compensation was varied as shown in Fig-
ure 4 for irregular wave and hydraulic power take off PH. The

Table 6: The effect of varying the viscous damping on the plat-
form pontoons. The drag coefficient Cd has been chosen in steps
between 1 and 8, and the resulting effect on useful power output
Puseful, extreme platform excursions xs,max and xs,min, and rel-
ative viscous loss Pvisc

Pabs
for irregular wave I3 input and passive

hydraulic power take-off PH is shown.
Cd Puseful xs,max xs,min Pvisc/Pabs

[kW] [m] [m]
1.0 5.47 0.74 -0.78 0.040
2.0 5.31 0.71 -0.77 0.073
4.0 5.05 0.67 -0.75 0.125
8.0 4.77 0.65 -0.69 0.188

result in terms of power output and maximum excursion is given
in Table 7.

Table 7: The effect of force compensation between the buoy
and the platform. The pontoon diameter factor a (see Table 6)
has been varied from 0.8 to 1.2 resulting in changes in power
yield and maximum of relative excursion xrel,max. Input wave
is I3 and the PTO is passive hydraulic (PH).

a Puseful Pabs xs,max xrel,max

[kW] [kW] [m] [m]
0.8 6.30 7.00 0.90 1.59
1.0 5.31 5.69 0.71 1.13
1.2 3.49 4.02 0.62 1.04

In order to assess the performance of the hydraulic power
take-off, a comparison to power output using a simple linear
power take-off (PL) as described above was done. Results are
presented in Table 8.

Table 8: Comparison of useful power output for a simple linear
power take-off (PL) and the hydraulic system (PH) for different
wave inputs.

Wave PTO Puseful Pabs

[kW] [kW]
R3 PL 7.81 7.81
R3 PH 6.83 7.38
I2 PL 1.67 1.67
I2 PH 1.35 1.41
I3 PL 6.32 6.32
I3 PH 5.31 5.69
I4 PL 13.49 13.49
I4 PH 10.01 10.86

Also comparison with the case of a fixed platform has been
made for the passive hydraulic power take-off PH. This is simply
done by setting its velocity equal to zero. This is reported in
Table 9.

4 Discussion
From Table 5 we see that the absorption width (calculated

on the basis of absorbed power) of the system varies from about
0.1 to 0.55 m for the passive hydraulic system, which should
be compared to the actual horizontal extension of 4 m for the
buoy and 1.7 m for each of the columns. The theoretical max-
imum absorption width for a point absorber is known to be
da ≤ λ/2π, which in this case is about 16 m for the R3 wave.
We would expect a well-designed converter system based on the



Table 9: Comparison of output for the system with both bodies
moving and only the buoy moving. The power take-off was PH,
and the last column gives the power Ploss lost in the hydraulic
system.

Wave Platform Puseful Pabs Ploss/Pabs

[kW] [kW]
R3 fixed 7.72 9.12 0.15
R3 moving 6.83 7.38 0.08
I2 fixed 1.25 1.31 0.07
I2 moving 1.35 1.41 0.03
I3 fixed 6.61 7.81 0.15
I3 moving 5.31 5.69 0.08
I4 fixed 11.44 14.27 0.24
I4 moving 10.01 10.86 0.13
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Figure 7: Motion response for the buoy and platform (up-
per) and relative motion (lower) for an ingoing regular wave of
height 1.31 m and period 8 s (R3) using the passive hydraulic
power take-off (PH).

point absorber to have an absorption width comparable or even
larger than its own extension. This is not achieved with the PH
system. It should be remembered that for the reported results,
the PTO parameters have been optimised for the R3 wave. This
means better performance is expected for other sea states.

In regular waves, the absorption width increases significantly
for the latched system, reaching up to 1.72 m for the R1 wave
(where the upper limit is about 9 m). Figure 9 shows how the
phase relation is improved compared to the passive case in Fig-
ure 8.

For the PH configuration in irregular waves, the performance
is somewhat decreased for wave inputs I3 and I4 compared to
R3 and R4, but slightly improved for input I1 and I5 compared
to R1 and R5. Here, the equally indexed sea states (for in-
stance I3 and R3) have the same wave energy transport. The
increased performance is understandable, since the irregular sea
state gives the system some waves closer to the frequency for
which its parameters have been optimised than the pure sinu-
soidal wave.

Looking at power losses in the hydraulic system (Table 5),
we observe that they become very large for the most energy-
rich sea states (R4 and I4). The lion’s share of the loss is due to
the motor resistance, which has been modelled as a linear resis-
tive load. This is a simplification that, with our current model,
gives unrealistically large losses when the rotational speed of
the motor is high. On the other hand, the valve losses are more
accurately modelled, and with the chosen valve diameters these
are about 1.3 % of the absorbed power for the I4 sea state. This
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Figure 8: Excitation forces and velocities for the buoy and plat-
form (upper) and for the relative motion (lower). The incoming
wave is regular with a height of 1.31 m and a period of 8 s (R3),
and the power take-off is PH. The wave elevation at the central
axis of the buoy is given by ζ.
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Figure 9: Forces and velocities for the hydraulic latching power
take-off (PHL). Absolute (upper) and relative (lower) quantities
for an incoming regular wave with height 1.31 m and period 8 s.

is still a quite high value, showing that such losses may become
important if they are not seriously taken into account in the di-
mensioning of the equipment.

Table 6 shows the effect of increasing the viscous damping
on the platform pontoons. The power output decreases slowly
but steadily as the viscous damping is increased. This is in ac-
cordance with claims that shapes should be rounded and vis-
cous losses avoided. Although the platform tend to oscillate in
phase with the buoy (cf. Figure 10), reducing the viscous loss
gives both increased power output and increased oscillation am-
plitudes.

One of the goals has been to assess the effect of varying the
force compensation between the platform and the buoy. From
Table 7 it is clear that this variable has a strong effect on the
power output. According to the presented results, the power
output increases when the opposing wave force on the platform
is decreased, i.e. when the diameter of the pontoon is decreased
(referred to as undercompensation of the wave force on the plat-
form relative to the force on the buoy). Then both the excitation
force on and the added mass of the platform decreases. Again,
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Figure 10: Motion response for the passive hydraulic power
take-off (PH) in regular wave I3. The lowermost figure gives the
power output (with a differing time scale). The wave elevation
at the central axis of the buoy is given by ζ.

the platform motions are larger for the best performing geome-
tries.

The simulation results in Table 8 indicate that the hydraulic
power take-off (PH) performs inferior to an idealised linear
power take-off (PL), both in terms of useful and absorbed power.
In addition to losses in the PTO system, which are not present in
the case of the PL configuration, this is due to less beneficial am-
plitude and phase of the of the buoy and platform motion, giving
rise to the difference in absorbed power. On the contrary, when
the pontoon diameter factor a is chosen to be 0.8 (see Table 7)
the picture changes. Then the amplitude and phase relations are
improved such that the PH system performs better than the PL
system for the I3 sea state.

Finally, (cf. Table 9) shows that the output is larger when the
platform is not allowed to move, except for the I2 sea state. This
exception examplifies that having the two bodies moving may
give better absorption than achieved with just the buoy mov-
ing. As we have seen, the platform geometry (here: the a fac-
tor) largely influences the power absorption and, by choosing it
right, the performance with the platform moving could probably
be improved compared to the case with fixed platform.

5 Conclusion
A two-body, heaving wave-energy converter with a hydraulic

power take-off system has been studied with and without latch-
ing control. The first body is semisubmersible platform giving
force reference to the the second body, which is a cylindrical
buoy with hemispherical bottom. For the default platform ge-
ometry, the system performance shows to be somewhat inferior
to what obtained by a simple linear load force for power take-
off. The power output was shown to increase considerably us-
ing a latching control strategy for the hydraulic power take-off
in regular waves. Flow losses in the hydraulic system may be-
come large, and must be thoroughly assessed during the design
process for such a system.

Taking out power from the relative motion between two
heaving bodies instead of from one body with fixed reference
(if possible) can be beneficial in terms of power output if the
geometry and parameters are chosen right. If not, having two
oscillating bodies instead of only one might only represent an
extra cost. The system presented here performs better if the op-
posing excitation force on the platform is made smaller than the
excitation force on the buoy (undercompensation).

Further work will assess the effect of latching control in ir-
regular waves.
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Motion Analysis of the FO3 Platform in
the Vertical Plane

Reza Taghipour

August 7 2007

Abstract

A modeling approach for FO3 wave energy
converter (WEC) is presented in this re-
port. The method is based on the gener-
alized modes and therefore exploits prob-
lem symmetry. Comparison with standard
way of modeling suggests that the current
approach results in significant savings in
simulation time.

Description of the
Problem

Fig. 1 shows the top view of the WEC. The
WEC consists of a semisubmersible plat-
form and 21 buoys. The buoys can slide
along some guides that are connected in a
relatively stiff manner to the deck of the
semisubmersible. The objective is to rep-
resent the dynamic equations of motion for
the bodies.

For an incident wave progressing along
the x direction i.e. a following-seas wave
condition, the problem will have symme-
try about the xz plane. Buoys #1 to 8
will have their mirrors, buoys #14 to 21.
Buoys #9 to 13 will have no mirrors. This

fact simplifies the problem since now there
are a total number of 16 original d.o.f.s for
the WEC:

Figure 1: Layout of FO3 WEC.

• System surge (platform and buoys),
ξ1,

• (Independent) heave of the platform,
ξ2,

• Pitch of platform and buoys consider-
ing the buoys to slide along the guides,
ξ3,

• (Independent) heave of each buoy,
ξ4 . . . ξ16.
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The above modes define the following
mathematical functions:

λ1 = [1, 0, 0]T , everywhere,

λ2 =

{
[0, 0, 1]T , if x ∈ Ss,

0, elsewhere,

λ3 =





[z, 0,−x]T , if x ∈ Ss,

[z, 0,−(x− xg
bk

)]T , if x ∈
{

Sbk

Smk

λi =





[0, 0, 1]T , if x ∈
{

Sbk

Smk

0, elsewhere.

(1)

where k=1...13 and i=3+k. Ss, Sbk
and

Smk
denote the geometry of the semisub-

mersible platform, the kth buoy and its
mirror (if applicable), respectively. The
multi-body hydrodynamic problem of the
WEC is described by using the general-
ized modes approach, as explained by e.g.
Newman (1994). The WEC (semi and 21
buoys) is then considered as one body that
can oscillate according to the mode defini-
tions given above. The defined modes ex-
hibit symmetry about the x axis, thus one
needs to consider only half of the WEC
geometry as illustrated by Fig. 2.

Using these definitions and assumptions,
the generalized mass and restoring coeffi-
cient matrices will be written as Eqs. (2)
and (3). One must note that there is no
vertical force transfer from the buoys to
the platform except for the power take-off

Figure 2: The underwater geometry of the
FO3.

machinery.

M =




M11 0 M11 0
0 M22 0

M51 0 M33

M44

. . .
0 M16 16




(2)

where

M11 = ms +
13∑

k=1

pk mbk
,

M13 = M31 = msz
g
s +

13∑

k=1

pk mbk
zg

bk
,

M22 = ms,

M23 = −msx
g
s ,

M33 = msr
2
yyo

s
+

13∑

k=1

pk mbk
r2
yyo

bk

,

r2
yyo

s
= r2

yyg
s

+ (x2
sg + z2

sg), r2
yyo

bk

= r2
yyg

bk

+ z2
bk

g ,

Mii = pk mbk
.

C =




0 0
C22

C33

C44

. . .
0 C16 16




2



(3)

where

C22 = ρg AWP
s

C33 = ρg(∇sGM s +
13∑

k=1

pk ∇bk
GM bk

)

Cii = ρg pk AWP
bk

.

In Eqs. (2) and (3), i = 4 . . . 16, k =
1 . . . 13. The entry pk is the coefficient de-
noted by the mirror symmetry of the kth

buoy mode. pk can be either 1 or 2. It
is equal to 1 when the kth buoy does not
have a mirror about xz.

An idealized formulation of the power
take-off force is considered. The power
take-off force on each buoy is assumed pro-
portional to the relative vertical velocity of
the buoy and the guide (platform) at the
buoy’s center of gravity:

F PTO
i = −bu[ξ̇i − ξ̇2 + xg

bk
ξ̇3], (4)

Note that i = 4, . . . , 16, k = 1, . . . , 13. The
total reaction force and moments on the
platform due to the power take-off machin-
ery will then be

F PTO
1 =

13∑

k=1

F PTO
i

= bu

13∑

k=1

(ξ̇i − ξ̇2 + xg
bk

ξ̇3),

F PTO
3 =

13∑

k=1

−xg
bk

F PTO
i

= bu

13∑

k=1

−xg
bk

(ξ̇i − ξ̇2 + xg
bk

ξ̇3).

(5)

The power take-off force formulation in
Eqs. (4) and (5) define a power ab-
sorption damping matrix in the following
form:

Bu =




0 0 0 0 . . . 0
0 B22 B23 B24 . . . B2n

0 B32 B33 B34 . . . B3n

0 B42 B43 B44 0
...

...
...

. . .
0 B16 2 B16 3 0 B16 16




(6)

where

B22 =
13∑

k=1

pk bu,

B23 = B32 =
13∑

k=1

−pk xg
bk

bu,

B2i = Bi2 = −pk bu,

B33 =

13∑

k=1

pk x2
bk

gbu,

B3i = Bi3 = pk xg
bk

bu,

Bii = pk bu,

.

Following the hydrodynamic methodology
in WAMIT (2006), the total velocity po-
tential is written as sum of diffraction and
radiation potentials:

Φ = φD+φR = φD+

16∑

i=1

φiξ̇i, φD = φI+φS.

(7)

Each potential must satisfy the following
conditions:

• Continuity (Laplace) equation.

3



• Free surface conditions (kinematic
and dynamic).

• Radiation condition.

• Body boundary condition.

Attention is paid in satisfying the body
boundary conditions for the radiation po-
tentials due to the modes. The radiation
potential at each point belonging to the
WEC underwater geometry should satisfy
the following equation:

∂φi

∂n
= λj.n,

λj = [uj , vj, wj]
T , n = [nx, ny, nz]

T .
(8)

where the modes are defined according
to Eq. (1). Solution of the potentials
will then give the hydrodynamic pressure
by using the linearized Euler-Bernoulli’s
equation. By integrating this pressure on
the mean wetted body surface, the gen-
eralized first-order pressure forces corre-
sponding to each mode of motion are eval-
uated in the form of radiation (added mass
and hydrodynamic damping) and diffrac-
tion (wave-exciting) components:

F rad
i = −[iωAij + Bij ]ξ̇j

= −iωρ

∫ ∫

S0

φj ξ̇jni dS,
(9)

F exc
i = −iωρ

∫ ∫

S0

φDni dS, (10)

where i=1...(N+6).

The equations of motions for each compo-
nent in the WEC is written as

− ω2ξ(iω)[M + A(ω)] + iωξ(iω)[B(ω)

+ Bu] + Cξ(iω) = Fexc(iω)

(11)

Results

The results of the current approach have
been compared to the study by Rogne
(2007) in Figs. 3. The idealized power
take-off coefficient bu was taken equal to
100 kNs

m
. One can clearly observe from

the plots that the results are in well agree-
ment.

Considering the computational time, the
method used by Rogne (2007) consumed
about 6 hours to calculate the hydrody-
namic loads only (in WAMIT). One must
add the post-processing time to the hydro-
dynamic calculations time to obtain the to-
tal simulation time. However, the hydro-
dynamic calculations stage is dominant in
comparison to the total simulation time.
Using the current approach, the total sim-
ulation time has been reduced by a factor
of about 10 . This factor increases if the
modes of motion are further reformulated
to allow double plane symmetry for the
problem. This is feasible if one decomposes
the current modes into a series of symmet-
ric and antisymmetric modes.

Concluding Remarks

In this report, a mode expansion approach
was used to study the linear steady-state
response of the FO3 wave energy converter
in the frequency domain. The approach
exploits symmetry about the xz plane.
Moreover, it reduces the d.o.f.s required to
analyze the motions. Therefore, it leads
to a significant save in the simulation time
which has been suggested by comparing
the numerical results.
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Figure 3: Comparison of the results of motions for each component in the WEC. The
comparison is made between the current approach (dashed red lines) and the
study by Rogne (2007) (solid blue lines).
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Structural Analysis of A Cantilever Column
Subjected to Wave-Induced Loads by
Interfacing WAMIT and ABAQUS–A

Comparison Study

Reza Taghipour, A. Arswendy

Nov 9 2007

Abstract

An interface code has been developed to share the pressure information between WAMIT and
ABAQUS. In this report, a validation of the interface code is presented. comparisons are made
between structural response obtained by analytical and numerical studies. First, a clamped
circular cylinder at a distance equal to half the length of a monochrome wave is considered.
Wave-induced pressure and external and internal loads in the cylinder will be evaluated and
compared. In a second attempt, the transfer functions of the internal loads will be examined for
the same geometry. The numerical results are obtained by interfacing WAMIT and ABAQUS.
The analytical solutions are carried out by assuming long wave theory and using Morison’s
formula. Linear wave-induced loads and responses are targeted throughout the work.

1 Introduction

The problem is defined in Fig. 1. When the wave length is four times the distance of the cylinder
from the origin, the horizontal wave-induced forces and moments are expected to be larger than
the vertical wave-induced forces. This condition resembles a semisubmersible where the wave
length is two times the distance between the two columns. The objective is to compare the
following quantities from analytical formulations and numerical calculations:

1. Wave-induced pressure at P1 and P2,

2. Forces acting on the cylinder at the origin of the global coordinate system (point O),

3. Moments acting on the cylinder at the origin of the global coordinate system,

4. Internal Stresses at P3 and P4,

5. Moment/Stress change along the cylindrical axis,

6. Frequency response functions of the axial force and bending moments at two different
sectional cuts: one close to the support and one close to the still water level (SWL).
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The phases are given in degrees with respect to the wave at the origin of the coordinate
system which is described as

ςa = A cos(ωt) (1)

Outer Ø 3.5, t=0.06 m

X

X

Y

Z

L=16

8

10

Circular Column

Incident Regular

Wave

Cantilevered at

the top

A

=4L
P1

SWL

P2

O

Z=-5m

P4

P3

Figure 1: Sketch of the problem.

In the following, the analytical solutions are first established. Then, we compare the results
of numerical calculations by WAMIT and ABAQUS to conclude the comparisons.

2 Analytical Calculations

Assuming a potential flow formulation, one may find the following derivations for the velocity
potential, wave profile, horizontal and vertical components of the fluid particle velocity and
acceleration in the fluid domain, and dynamic pressure as below (e.g. Newman (1977)):

φ =
gA

ω
ekz sin(kx− ωt) (2)

ζ = A cos(kx− ωt) (3)

u = Aωekz cos(kx− ωt) (4)

a1 = Aω2ekz sin(kx− ωt) (5)

w = Aωekz sin(kx− ωt) (6)

a3 = −Aω2ekz cos(kx− ωt) (7)

pd = ρgAekz cos(kx− ωt) (8)
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2.1 Pressure at P1 and P2

By using Eq. (8) and knowing that [x, y, z]p1 = [14.25, 0,−5] and [x, y, z]p2 = [17.75, 0,−5], we
obtain the analytical solution of pressure as

P̄Analytical
d,P1

=
Pd

ρg
= 0.612 cos(ωt− 80.15◦), (9)

P̄Analytical
d,P2

=
Pd

ρg
= 0.612 cos(ωt− 99.84◦). (10)

The pressure phases are close to -90 degrees corresponding to the location of the cylinder
with respect to the origin.

2.2 Forces

2.2.1 Horizontal Force

We use Morison’s formula (e.g. Faltinsen (1990)) to evaluate the horizontal wave-induced forces
on the cylinder. Such a formulation considers only the undisturbed wave loads and neglects the
wave scattering effects. In this way, the horizontal ’inertia term’ force acting on a cylinder strip
is

dFx = ρ
πD2

4
Cma1dz, Cm = 2.0; (11)

where a1 is the horizontal fluid particle acceleration at the center of the disc by using Eq. (5).
The force is then

Fx = ρCmAω2 πD2

4

∫ 0

−10
ekzdz sin(

π

2
− ωt)

which leads to
F̄Analytical

x =
Fx

ρg
= 12.033 sin(

π

2
− ωt) = 12.033 cos(ωt) (12)

This result implies that the shear force observed at the sectional cut in the SWL would be
12.033 cos(ωt + 180◦).

2.2.2 Vertical Force

The vertical wave-induced force can be found by integrating the hydrodynamic pressure acting
on the bottom of the cylinder. Assuming a long wave (λ >> D), the formulation is simplified
to multiplying the pressure at the center of the cylinder bottom by its corresponding area:

Fz = Pd
(x=16,y=0,z=−10)S = ρgA

πD2

4
e−10k cos(

π

2
− ωt) (13)

which leads to

F̄Analytical
z =

Fz

ρg
= 3.6 cos(ωt − π

2
) = 3.6 cos(ωt− 90◦) (14)

This results implies that the axial force observed at the sectional cut in the SWL would be
3.6 cos(ωt + 90◦).
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2.3 Moments

2.3.1 Contribution From The Horizontal Force

The force acting on the cylinder strip in Eq. (11) gives a moment about the origin (point O) as

dMFx
y = zdFx (15)

which gives the moment as

MFx
y = ρCmAω2 πD2

4

∫ 0

−10
zekzdz sin(

π

2
− ωt), (16)

Substituting for the variables, we get

M̄Fx
y,Analytical =

My

ρg
= −50.48 cos(ωt), (17)

2.3.2 Contribution From The Vertical Force

The moment at the origin due to the vertical force on the cylinder’s bottom is

MFz
y = −LFz, (18)

which gives

M̄Fz
y,Analytical =

My

ρg
= −57.6 cos(ωt− π

2
) = −57.6 sin(ωt) (19)

2.3.3 The total moment

We calculate this moment for sake of comparison with WAMIT results. The software computes
the loads at the origin of the coordinate system (point O in Fig. 1). The total analytical moment
about point O is derived by summing the results from Eqs. (17) and (19):

M̄Analytical
y =

My

ρg
= M̄Fx

y + M̄Fz
y = −50.48 cos(ωt)−57.6 sin(ωt) = 76.6 cos(ωt+131.23◦) (20)

2.4 Stress at P3 and P4

For sake of generality, we first consider a cut at an arbitrary level, say zd with respect to the
still water level. The normal stress at this cut is contributed by the axial force and the bending
moment observed at the cut.

2.4.1 Contribution From The Vertical Force

The vertical force causes an axial stress at the section as

σFz = −Fz

A
(21)

where A = π(D− t)t = 0.65 m2, is the sectional area of the cylindrical shell section (see Fig. 1).
Note that the negative sign means a compressive stress due to a external force on the cylinder
in the positive vertical direction.

The value of the stress contribution from the vertical force is

σFz
Analytical = −55.7 cos(ωt− 90◦) = 55.7 cos(ωt + 90◦) = −55.7 sin(ωt) kPa. (22)

Eq. (22) shows that the vertical force contributes to the imaginary component of the stress
along the cylinder.
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2.4.2 Contribution From The Bending Moment

We need to first calculate the bending moment acting on the section. The value of the bending
moment is found in a way similar to Eq. (16):

My =

{
ρCmAω2 πD2

4

∫ zd

−10(z − zd)ekzdz sin(π
2 − ωt), if zd ≤ 0,

My(zd = 0) + zd Fx(zd = 0), if zd > 0.
(23)

The result has been plotted in Fig. 2 (left plot). The values are plotted with respect to the
distance from the support for ease of comparison with ABAQUS results. The bending stress is
found according to:

σMy = −Myc

I
(24)

where I = π
64 (D4

o −D4
i ) = 0.96 m4 in this case. Note that a positive external moment on the

cylinder in y direction will cause a compressive stress at point P3. After substituting for the
variables corresponding to point P3, we arrive at

σ
My,P3

Analytical = 925.3 cos(ωt) kPa (25)

Eq. (25) shows that the bending moment contributes to the real component of the axial stress
in the cylinder. The value of the stress at point P4 will be the same as Eq. (25) with a different
sign:

σ
My ,P4

Analytical = 925.3 cos(ωt + 180◦) kPa (26)

In order to have a better understanding of the change of bending moment and stress in the
circular cylinder, Fig. 2 shows the plots of the moment and stress along the line parallel to the
cylinder axes passing through point P3. The results are plotted with respect to the distance
from the support for ease of comparison with ABAQUS results.

The plot shows that the bending moment and the stress due to the bending moment are
maximum at the support, which makes sense. The moment and stress change linearly in the
longitudinal direction as one moves away from the support. This linear behavior will change
to a nonlinear exponential behavior when sectional cuts are made under the water level. The
exponential variation continues until the moment/stress reaches its minimum value (zero) at
the other end. The zero moment/stress at the free end is evident.

2.4.3 The total Stress

The total stress at P3 is found by summing the results from Eqs. (22) and (25):

σtot
P3,Analytical = σFz

P3
+ σ

My

P3
= 925.3 cos(ωt)− 55.7 sin(ωt) = 926.97 cos(ωt + 3.5◦) (27)

The total stress at P4 will be 180 degrees out of phase with the stress at P3 (phase=176.6◦).
The curve of the real and imaginary components of the stress along the line parallel to cylinder

axis passing through point P3 has been plotted in Fig. 3. The plot shows that at most of the
sectional-cuts through the length of the structure, the imaginary component of the stress looks
constant along the cylinder and is less than its real component. It is in the last two meters of
the cylinder (this is roughly 10% of the length) that the imaginary component has a dominant
contribution to the total axial stress. As mentioned before the real and imaginary contributions

5
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Figure 2: Results by analytical formulation of bending moment and bending stress along a line
parallel to the cylinder axis and passing through point P3.

are related to the bending moment and the vertical force acting on the cylinder, respectively.
The smaller value of the vertical force in comparison to the bending moment explains the
difference in the stress components.

Study of the amplitude and phase of the analytical stress along the cylinder (Fig. 4) reveals
that the stress phase at the support is completely in phase with the wave at the origin (Phase=0
degrees). The phase increases along the cylinder until it comes to its maximum value at the
bottom, a 90 degrees phase difference with respect to the wave at the origin. The amplitude of
stress has its maximum at the support and changes along the cylinder until it finds its minimum
value in the free end. These facts can be explained as in the following:

The stress in the cylinder support is mainly governed by the bending moment caused by the
horizontal force. Because the horizontal force is in phase with the wave at the origin, therefore
the stress at the support will be in phase with the wave at the origin as well.

The bending moment decreases gradually along the cylinder length until it becomes zero at
the free end. On the other hand, the axial (vertical) force is acting with a constant amplitude
along the cylinder and its value becomes dominant compared to the bending moment as one
reaches the free end of the cylinder. At the free end, the global acting force is purely a vertical
force. That means the stress will be affected by the axial force and moment along the cylinder
and the phase of the stress would be 90 degrees out of phase with the wave at the origin just
because the stress will be governed purely by the vertical force close the free end.

3 Numerical results from WAMIT

WAMIT evaluates the wave-induced loads by considering incident, scattered and motion induced
(radiated) waves. Since the cylinder is mounted, thus there would be no motion induced waves
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Figure 3: Real and imaginary components of the analytical stress along a line parallel to the
cylinder axis and passing through point P3.

in this case. This is while the scattered wave effects cannot be addressed by Morison’s formula.
The underwater geometry of the circular cylinder has been modeled in WAMIT by using the
higher order B-Spline technique option in the software. The order of the B-Splines is taken as
third-order. The maximum panel size is chosen equal to 1 meter.

3.1 Pressure at P1 and P2

The results from WAMIT for the dynamic pressure at points P1 and P2 are given in Eqs. (28)
and (29), respectively:

PWAMIT
d,P1

=
Pd

ρg
= 0.627 cos(ωt− 68.89◦), (28)

Comparison with Eq. (9) shows a difference of about 2% in the amplitude and about 10 degrees
in phase of the pressure.

PWAMIT
d,P2

=
Pd

ρg
= 0.609 cos(ωt− 108.83◦). (29)

Comparison with Eq. (10) shows a difference of less than 1% in the amplitude and about 10
degrees in phase of the pressure.

The differences in the pressure at the two points could be due to the small scatter effects of
the wave around the cylinder which cannot be considered by the analytical derivations.
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Figure 4: Amplitude and phase of the total axial stress along a line parallel to the cylinder axis
and passing through point P3.

3.2 Forces

3.2.1 Horizontal Force

The horizontal pressure computed by WAMIT is given in Eq. (30):

F̄WAMIT
x =

Fx

ρg
= 11.94 cos(ωt− 1.14◦) (30)

Comparison with Eq. (12) shows a difference of less than 1% in the amplitude and about 1
degree in phase of the force. The difference here can be explained again by the small scatter
effects of the wave around the cylinder.

3.2.2 Vertical Force

The vertical force result by using WAMIT is given in Eq. (31):

F̄WAMIT
z =

Fz

ρg
= 3.17 cos(ωt− 88.6◦) (31)

Comparison with Eq. (14) shows a difference of about 12% in the amplitude and about 1 degree
in phase of the force. As explained in Section 2.2.2, the formulation of the analytical vertical
force neglects the varying pressure over the bottom of the cylinder which can be captured by
the numerical code. This fact could be the cause of the differences.
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3.3 Moments

The calculated moment on the cylinder about point O obtained by WAMIT is given in Eq. (32):

M̄WAMIT
y =

Fz

ρg
= 71.83 cos(ωt + 134◦) (32)

Comparison with Eq. (20) shows a difference of about 6% in the amplitude and about 3 degrees
in phase of the moment. The difference could be due to variation of wave-induced pressure
around the cylinder which leads to differences to forces and moments.
The above concludes a reasonably well agreement between the results of the analytical solutions
and the calculated numerical values by WAMIT.

4 Numerical results from ABAQUS

The ABAQUS model of the single column consists of two parts, DRY and UGEO, which rep-
resent the parts above and below the still water level, respectively. These two parts are tie
constrained together in ABAQUS. Observing from Fig. 1, the Dry and UGEO parts are 8 and
10 meters long, respectively. The model has been meshed with linear shell elements with reduced
integration (S4R elements in ABAQUS). Two element size configurations have been established
in order to minimize end and support effects on the body. The two mesh sizes are referred to
as SCM1 and SCM2. SCM is short for single column model. The two mesh configurations have
been shown in Fig. 5. Tab. 1 shows the element sizes corresponding to each of the conditions.
Moreover, Fig. 6 shows a deformed shape of the cylinder obtained by the ABAQUS for the
SCM3 mesh.

iewport: 1     ODB: m:/FO3/Analysis November ...alysis 4/SC_R_Lin_t60.o

Step: Step−1
Increment      1: Step Time =    1.000

ODB: SC_R_Lin_t60.odb    ABAQUS/STANDARD Versio

12

3

ewport: 2     ODB: m:/FO3/Analysis November ...ysis 4/SC_R_LinM2_t60.o

Step: Step-1
Increment      1: Step Time =    1.000

ODB: SC_R_LinM2_t60.odb    ABAQUS/STANDARD Vers

12

3

Figure 5: The different mesh configurations. Left figure: course mesh. Right figure: fine mesh

Table 1: The different mesh configurations.

Element Size SCM1 SCM2

Dry Part 666.67 × 171.71mm 333.33 × 171.71mm
UGEO Part 625.00 × 171.71mm 312.50 × 171.71mm

9



(Avg: 75%)
SNEG, (fraction = −1.0)
S, S22

−2.375e+03
−1.979e+03
−1.584e+03
−1.188e+03
−7.924e+02
−3.968e+02
−1.208e+00
+3.944e+02
+7.900e+02
+1.186e+03
+1.581e+03
+1.977e+03
+2.372e+03

Step: Step−1
Increment      1: Step Time =    1.000
Primary Var: S, S22
Deformed Var: U   Deformation Scale Factor: +2.798e+03

ODB: SC_R_Lin_t60.odb    ABAQUS/STANDARD Version 6.6−1    Thu Nov 22 10:13:45 W. Europe Standard Time 2007

12

3

Figure 6: The deformed column as a result of the the wave loads.

4.1 Integrated Force Check

One level of the verification is made by comparing the numerical results from WAMIT and
ABAQUS. In fact, the structure reaction forces obtained by the FE analysis should match
WAMIT’s integrated pressure forces in each of the x, y and z directions with a sign difference.
The comparison is shown in Tab. 2. The differences are close to zero. This shows that the
interfacing procedure has successfully transformed the pressure information from WAMIT to
ABAQUS.

Table 2: Comparison of the reaction forces from ABAQUS with external load calculations in
WAMIT. The ABAQUS mesh configuration is SCM1 (Linear shell elements, coarse
mesh). The forces are given in Newtons.

Axis Real Component Imaginary Component

ABAQUS (Reaction Force) WAMIT (Force) e% ABAQUS (Reaction Force) WAMIT (Force) e%

X -119818.2500 120066.6231 0.21 2378.5006 -2383.8243 0.22
Y -0.0283 0.0000 - -0.0047 0.0000 -
Z -788.0534 787.8181 0.03 31851.5886 -31841.3669 0.03

4.2 Stress Results

The second level of comparison is made between the results by ABAQUS (through interfacing)
and the ones obtained by analytical formulations. In the first place, the comparisons are made
for the results corresponding to linear shell elements with mesh configurations as explained
in Fig. 5 and Tab. 1. In an attempt to improve the calculations, the numerical results using
quadratic shell elements of the same size as the linear shell elements-coarse mesh (SCM1) have
also been reported. This is referred to as SCM3 mesh. Under this consideration, the real and
imaginary stress results have been plotted in Fig. 7. Moreover, Tab. 3 shows the comparison of
numerical and analytical stress (Eq. (24)) results at different sectional cuts along the column
axis.
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Figure 7: Comparative study for the real and imaginary components of the axial stress along a
line parallel to the cylinder axis and passing through point P3. Theory represents the
results obtained by the analytical solution. The rest of the plots correspond to numer-
ical calculations by importing the pressure information from WAMIT to ABAQUS.
SCM1 and SCM2 represent the results from linear shell elements in ABAQUS with
coarse and fine mesh configurations, respectively. SCM3 corresponds calculations by
using quadratic shell elements of the equal size as SCM1.

Local end effects have been observed for elements close to the support, the intersection be-
tween the dry and wetted surface, and the cylinder bottom. Away from these disturbances,
numerical results using coarse and fine mesh capture about 90% of the analytical stresses in
average. The results show that the discrepancies will not improve significantly by increasing
the mesh or improving the element types (quadratic shell instead of linear shell). Therefore,
the stress extraction policy has been to avoid the 4 elements adjacent to the ends.

Table 3: Comparison of the stress results from ABAQUS with analytical solutions. The unit is
kPa. z=0 represents the still water level.

Cut Level Analytical SCM1 e% SCM2 e% SCM3 e%

z= 6.67 ma 2397.76 2274.01 5.2 2289.51 4.5 2168.02 9.6
z=-1.250 mb 675.873 605.584 10.4 602.445 10.9 605.268 10.5

aClose to the support.
bClose to the SWL, i.e. intersection between the dry and wet part.
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5 Frequency Response Function Plots

As the last study, we compare the plots of the frequency response functions of the axial force
and the bending moment at two different cross sections: one close to the SWL and another
close to the support. The comparison is made between ABAQUS calculations and the results
obtained the analytical solution of the internal loads (Eqs. (14) and (23)).

Fig. 8 illustrates the results for the cut sections close to the SWL. The results show reasonable
agreement. One can see from the plot of the axial forces (left figure) that the axial force tends
to increase as the wave length increases. It tends to vanish as the waves become shorter.

The plot of the bending moment (right figure) shows that the moment tends to decrease for
long or short waves. It has a maximum at wave length of about 32 meters which is a wave
of length equal to two times the distance between the origin and the column. There are some
discrepancies between analytical solution and numerical calculation for the value of the bending
moment. The differences increase as the wave length decreases. One should be aware that in the
analytical solutions, long wave theory is used which is not valid as the waves become shorter.

Fig. 9 presents the results of the axial force and bending moment at the cut section close
to the support. The results corresponding to the numerical calculations and analytical studies
are in good agreement for the axial forces. In fact, this is because the axial forces vanish for
waves longer than 20 meters although the scattering effects become dominant. However, the
differences are significant for the bending moments as the waves become shorter. Results of
the analytical and numerical solutions agree that a maximum bending moment occurs at this
section for a wave length of about 27 meters.
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Figure 8: Comparison of the axial force (left figure) and bending moment (right) obtained by
ABAQUS and analytical solutions. Triangles represent the numerical results, circles
show the results of the analytical solutions. Sectional cuts are made at z=-0.9375
meters i.e. close to SWL.
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Figure 9: Comparison of the axial force (left figure) and bending moment (right) obtained by
ABAQUS and analytical solutions. Triangles represent the numerical results, circles
show the results of the analytical solutions. Sectional cuts are made at z=5.625 meters
i.e. close to the support.

6 Concluding Remarks

In this report, different studies compared the numerical calculations by ABAQUS and WAMIT
with analytical solutions. The derivations of the analytical solutions have been made by assum-
ing long wave theory. Moreover, Morison’s formula is used to obtain the loads.

As long as the assumptions made for the analytical solutions are valid, the analytical and
numerical results agree well within 10% difference. However, local end effects–occurring at
about 4 elements close to the ends– disturb the numerical results close to the structure ends
and must be avoided.

As the waves become shorter, differences increase between the numerical and analytical re-
sults. In this respect, solution by analytical derivations becomes questionable as the assumption
of the calculations will be violated. It must be noted that Morison’s equation is applicable only
when diffraction (scattering effects) are small i.e. D

λ < 1
5 . This fact has been captured by the

results of this analysis.
The comparisons showed clearly that the interfacing procedure has successfully transformed

the pressure information from WAMIT to ABAQUS. They also validated the numerical results
of the structural response. It was also found that linear shell elements denoted as SCM1 are
already enough to provide reasonable calculations.
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Appendix: Description of the Frequency Components

A harmonic function x(t) is commonly described as

x(t) = ℜ
[
(xr + i xi)eiωt

]
(33)

One can expand the above equation in terms of sine and cosine components as

x(t) = ℜ
[
(xr + i xi)(cos ωt + i sin ω t)

]
= xr cos ωt− xi sin ωt (34)

Alternatively,
x(t) = xa cos(ωt + xp) = xa cos xp cos ωt− xa sin xp sin ωt (35)

That means the harmonic variable x(t) can be decomposed in two sine and cosine components
where the amplitude of the sine is the negative of the imaginary part of x when it is considered
in the form of Eq. (33). The amplitude of the cosine component is the real part of the x when
it is considered in the form of Eq. (33).
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