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Abstract
Strain-induced magnetoelectric coupling in thin film heterostructures is a popular
topic in the emerging field of multiferroic materials. Normally such heterostructures
are grown with a (001) orientation, but (111)-oriented structures may exhibit in-
creased coupling at the interfaces. In this study, the electrical transport properties
of (111)-oriented ferroelectric-ferromagnetic BTO/LSMO heterostructures were in-
vestigated in order to explore the possible effects of magnetoelectric coupling.

An experimental technique was established that enabled important transport
properties to be measured, such as resistivity, magnetoresistance, carrier density
and mobility. Van der Pauw’s method formed the basis for the measurements,
but a simplified version was employed which utilized data from a single bonding
configuration. Because of additional simplifications and other potential errors, the
technique was considered to be best suited for qualitative investigations.

A one-band model was adopted when analyzing the Hall measurements, but
the process was complicated by the presence of the anomalous Hall effect. To
circumvent the anomalous contributions, the slope in the linear region of the Hall
resistance was used as a measure of the ordinary Hall effect. Overall, the Hall
measurements were found to be most accurate in the region 100 – 275 K. At higher
temperatures, the complexity of the Hall effect prevented qualitative results from
being obtained by the use of simple models. Below 100 K instrument limitations
was the main issue.

To improve the accuracy in future work, the following suggestions were pro-
posed: A complete implementation of van der Pauw’s method, usage of metal
masks for gold contact formation, and an automated method of optimizing curve
fits and instrument parameters.

Between 50 – 400 K, the resistivities ranged from 0.3 mΩ · cm to 80 mΩ · cm,
which is comparable to known values for (001)-oriented LSMO. A reference sample
exhibited a magnetoresistance close to −45 % at 3 T, which surpasses the findings in
similar studies. Between 100 – 275 K, the carrier densities were calculated as 1 – 2
holes/unit cell, which is in agreement with reports on (001)-oriented LSMO. An up
to 10-fold increase of the resistivities was observed for samples with LSMO grown
on top of BTO rather than directly on the STO substrates. Furthermore, the metal-
insulator transition temperatures and magnetoresistance peak temperatures were
up to 70 K lower for these samples. This was believed to be caused by lower LSMO
film quality due to non-ideal epitaxial growth of the BTO layers. Even though the
transport properties differed significantly between the heterostructures, no clear
signs of strain-mediated magnetoelectric coupling were observed.
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Sammendrag
Multiferroiske materialer som utviser tøynings-indusert magnetoelektrisk kobling i
tynnfilm heterostrukturer er et lovende forskningsområde i rask fremvekst. Van-
ligvis blir slike heterostrukturer grodd med en (001) orientering, men det er mulig
at (111)-orienterte strukturer kan inneha en større grad av kobling ved grensesjik-
tene. I denne studien ble de elektriske transportegenskapene til (111)-orienterte
ferroelektriske-ferromagnetiske BTO/LSMO heterostrukturer undersøkt for å ut-
forske mulige effekter av magnetoelektrisk kobling.

En eksperimentell teknikk ble etablert som gjorde det mulig å måle viktige
transportegenskaper som resistivitet, magnetoresistans, bærertetthet og mobilitet.
Målingene var basert på van der Pauws metode, men en forenklet versjon ble benyt-
tet hvor data kun ble inkludert fra én enkelt lednings-konfigurasjon. Kombinert
med andre feilkilder medførte dette at teknikken ble regnet for å være best egnet
til innledende og kvalitative studier.

En modell som kun tar hensyn til ett enkelt ledningsbånd ble brukt til å analy-
sere Hall målinger, men den anomale Hall effekten gjorde tolkningen av målingene
komplisert. Stigningstallet til den lineære delen av Hall resistansen ble brukt som
et mål på den ordinære Hall effekten for å unngå anomale bidrag. Generelt ble det
påvist at Hall-målingene var mest nøyaktig i temperaturintervallet 100 – 275 K.
Ved høyere temperaturer er Hall effekten for avansert til å kunne analyseres ved
bruk av enkle modeller. Under 100 K var hovedproblemet instrumentbegrensninger.

Følgende endringer ble foreslått for å kunne utbedre nøyaktigheten i framtidig
arbeid: En komplett implementasjon av van der Pauws metode, bruk av metall-
masker for deponering av gullkontakter og en automatisert metode for å optimalis-
ere kurvetilpasninger og instrumentparametre.

Mellom 50 – 400 K varierte resistiviteten fra 0.3 mΩ · cm til 80 mΩ · cm, som er
sammenlignbart med kjente verdier for (001)-orientert LSMO. Magnetoresistansen
til en referanseprøve ble målt til −45 % ved 3 T som er høyere enn rapporterte
verdier i lignende studier. I området 100 – 275 K ble bærertettheten målt til 1 – 2
hull/enhetscelle. Dette er i samsvar med kjente verdier for (001)-orientert LSMO.
En opp mot tidobling av resistiviteten ble påvist for prøver med LSMO grodd på
toppen av BTO, i stedet for direkte på STO substratet. Disse strukturene hadde
også opp mot 70 K lavere temperaturer for toppunktet til magnetoresistansen og
overgangen mellom metallisk og isolerende fase. Dette ble sett på som et mulig tegn
på lavere filmkvalitet på grunn av ikke-ideell epitaktisk vekst av BTO-lagene. Til
tross for at transportegenskapene varierte betydelig for ulike heterostrukturer, ble
det ikke observert noen sikre tegn på tøynings-indusert magnetoelektrisk kobling.
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1. Introduction

1.1 Motivation
Today consumers have grown accustomed to significant performance increases as
they upgrade their cellphones and computers every few years. In accordance with
Moore’s law [1], the industry has continuously fulfilled these expectations by de-
creasing component dimensions. Back in 1960, Nobel laureate Richard Feynman
envisioned the success of Moore’s law even before its existence when he stated
that “There’s plenty of room at the bottom” [2]. Subsequently, device miniatur-
ization and the introduction of nanotechnology has proved his vision to hold true.
However, scaling benefits are expected to diminish as the critical sizes reach the
quantum regime and the fundamental physical limits [3]. Therefore, researchers
have started the search for alternative solutions that can keep up with consumer
demands, without Moore’s law being the main driving force.

In 2010 the phrase “More than Moore” was born [4]. This phrase refers to a
new trend suggesting that future advances might result from incorporation of new
functionalities rather than downscaling. Similarly to Feynman’s famous words, this
foreshadowing may mark the beginning of a new era. Oxide materials are strong
candidates for this new trend since they display an unmatched variety of electronic
properties, such as ferromagnetism and ferroelectricity. Furthermore, they may
exhibit exotic effects such as giant and colossal magnetoresistance [5], or high TC

superconductivity [6]. Many of these effects and properties have already been
utilized in applications such as magnetic and ferroelectric random access memories
(MRAM and FeRAM) [7,8], spintronics [9] and hard disk read heads [10].

Nowadays one of the most popular topics within oxide electronics is multifer-
roics, which are materials that exhibit at least two ferroic orders simultaneously,
e.g. ferromagnetism and ferroelectricity [11]. The ferroic orders may be coupled
through the magnetoelectric effect, implying that magnetic properties can be con-
trolled electrically and vice versa [12, 13]. If multiferroic materials are realized
with a strong magnetoelectric coupling, novel devices are expected to follow with
higher performance and lower power consumption than the current generation of
components [14,15].
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2 Chapter 1. Introduction

1.2 Background
A major challenge within the field of multiferroics, is to find materials that exhibit
strong magnetoelectric coupling at room temperature. Over the past few years,
perovskite thin film heterostructures have proved to be one of the best candidates
in order to overcome this challenge [16]. Normally such heterostructures are grown
with a (001) orientation, but the growth of high-quality and atomically flat (111)-
oriented perovskite oxides films have recently been accomplished [17,18]. Compared
to (001)-oriented heterostructures, a larger number of oxygen atoms are shared
between the octahedra at the interfaces, which suggests that the magnetoelectric
coupling might be stronger.

In this work a potential magnetoelectric coupling were to be studied between fer-
roelectric BaTiO3 (BTO) and ferromagnetic La0.7Sr0.3MnO3 (LSMO), when grown
as heterostructures on (111)-oriented SrTiO3 (STO) substrates. LSMO doped with
30 % Sr2+ is known to be a spin-polarized half-metal, with electrical transport prop-
erties that depend on the arrangement of the oxygen atoms. Therefore, interaction
with the BTO layers at the interfaces is expected to alter its properties. In other
words, observations of abnormal transport behavior may indicate a magnetoelec-
tric coupling1. Evidence of such interface coupling have already been observed as
discontinuous jumps in the resistivity for (001)-oriented BTO/LSMO samples [19].

Consequently, the first main goal of this work was to establish a technique
that can be used to characterize important transport properties such as resistivity,
magnetoresistance and carrier density. Specifically this requires an experimental
procedure to be optimized, and a set of tools to be developed that can analyze the
data automatically.

The second goal was to utilize this technique to carry out a series of measure-
ments on a selection of sample structures. By comparing the obtained results,
the objective was to discover general trends and come up with potential explana-
tions. In essence, solving both of these goals would help determine if (111)-oriented
BTO/LSMO heterostructures can help improve the magnetoelectric coupling in
multiferroic composites.

1.3 Outline
Following this introduction, chapter 2 will provide a theoretical background for the
chosen materials and an overview of the physics related to the relevant transport
properties. This includes a general introduction of the Hall effect and a few details
that are specific for LSMO, such as the anomalous Hall effect and the colossal
magnetoresistance. Furthermore, an overview is given for multiferroic materials
and the magnetoelectric effect. Section 2.4 reviews state of the art research related
to LSMO as a stand alone material, and when used in heterostructures.

Chapter 3 introduces the experimental techniques and procedures that were
established, such as gold contact formation, wire bonding and electrical transport

1A study of the potential magnetic changes was performed by others in parallel to this work.



1.3 Outline 3

measurements. Since the entire procedure was based on van der Pauw’s method,
this method has been explained thoroughly.

Chapter 4 presents the results and discusses them continuously. This chapter is
divided into two parts where the first focuses on the establishment of the technique,
and the second on the obtained results for the heterostructures.

Finally, a conclusion is given in chapter 5. This part suggests how the devel-
oped techniques can be used in future work, and summarizes the investigations of
potential magnetoelectric coupling in BTO/LSMO-based heterostructures.





2. Theory

2.1 Perovskite Manganites – La1−xSrxMnO3

Perovskite manganites is a class of materials exhibiting a large variety of mag-
netic and electronic properties such as ferromagnetism, antiferromagnetism, charge
and orbital ordering, and magnetic-field driven metal-insulator transitions [20].
The general formula is RE1−xAExMnO3 where RE is a trivalent rare earth ion
(La3+, Pr3+ or Nd3+) and AE a divalent alkaline earth ion (Sr2+, Ca2+, Ba2+ or
Pb2+) [21]. Depending on the exact content of the ions, the material properties
and temperature characteristics may vary significantly. La1−xSrxMnO3 (LSMO) is
one of the compounds within this class, and specifically La0.7Sr0.3MnO3 was used
as the ferromagnetic layer in this study1. The following parts give an overview of
LSMO and its related properties.

2.1.1 Crystal Structure
LSMO is synthesized by doping the parent compound LaMnO3 with Sr2+. The unit
cell of bulk LSMO is a distorted perovskite, often described as pseudo-cubic with
a lattice parameter and unit cell angle of 3.87Å and 90.26° respectively [22, 23].
Using a more complete description, the unit cell is characterized as rhombohedral
with space group R3̄c and lattice constants ar = 5.471Å and αr = 60.43° [24, 25].
A simplified illustration of the unit cell is shown in Fig. 2.1, where the Mn ions sits
in the middle of an oxygen octahedron and the La/Sr ions occupy the corners of
the cube. Normally these octahedra are slightly distorted

2.1.2 Electrical Transport in LSMO
Undoped LaMnO3 is an A-type antiferromagnet and a Mott insulator. According
to the classical band model by Bloch-Wilson, Mott insulators are expected to be
electrically conducting [26]. In reality however, they are insulating due to electron-
electron interactions that are not accounted for in the classical band model [27].
Despite the fact that the parent compound is insulating, adding dopants can turn

1The short term LSMO may refer to both the general formula and the specific composition
utilized in this work. In this chapter it is used to describe the general compound.
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6 Chapter 2. Theory

Figure 2.1: Simple representation of the LSMO unit cell, where the distortion of
the oxygen octahedra has been neglected.

LSMO into a spin-polarized half-metal for certain doping concentrations [28]. Sub-
stituting La3+ with Sr2+ changes the manganese valence from Mn4+ in undoped
LaMnO3 to a mixture of Mn3+ and Mn4+ in LSMO [29]. Upon doping, the mixed
manganese valence promotes electron hopping from Mn3+ to a vacant position in
a neighboring Mn4+. This hopping motion takes place via the 2p orbitals of the
oxygen atoms. Such electron movement was first described by Zener in 1951, and
is referred to as the double exchange mechanism [30]. The simultaneous hopping
from Mn3+ to O2− and from O2− to Mn4+ is illustrated in Fig. 2.2.

In LSMO the spins are strongly coupled in accordance with Hund’s rules [31].
Effectively this means that the hopping probability and the electrical conductance
is at a maximum when the manganese spins are parallel. Moreover, the hopping
motion and the double exchange interactions are suppressed when the spins are
misaligned [32]. In other words, the electrical transport and ferromagnetic interac-
tion both depend on the alignment of spins, and therefore they are closely linked.
Evidence of this connection can be observed when comparing the metal-insulator
transition temperature TMI , to the Curie temperature TC . An example of these
transition temperatures is shown in Fig. 2.3. The metal-insulator transition tem-
perature is defined as the peak of the resistivity vs. temperature curve, while TC

denotes the paramagnetic to ferromagnetic transition. This plot also represents
the expected resistivity characteristics for thin film La0.7Sr0.3MnO3 samples.

As can be seen, TMI lies at slightly larger temperatures than TC , which corre-
spond to the general behavior for LSMO. Understanding why TMI and TC do not
coincide perfectly has led to several investigations. Possible explanations involve
factors such as polaron formation, Jahn-Teller distortions, oxidizing conditions or
strain [34, 35]. Today it is commonly accepted that the double exchange mech-
anism cannot provide a complete description of the electrical transport in doped
manganites alone, but it is still regarded as the main mechanism.
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Figure 2.2: Illustration of the double exchange mechanism responsible for many of
the transport properties in LSMO.

Figure 2.3: Typical resistivity characteristics for La0.7Sr0.3MnO3 grown on (001)-
oriented STO substrates. The metal-insulator transition temperature (~370 K)
and the Curie temperature (~360 K) are marked for the 40 nm sample. The inset
summarizes the TMI values for the other samples. Adapted from [33].
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2.1.3 Effect of Doping Concentration
Modifying the doping concentration of Sr2+ in LSMO can give rise to varying
degrees of magnetic orderings or transport states. Table 2.1 summarizes different
doping regimes and the corresponding properties. As can be seen, LSMO is only
metallic for doping concentrations in the range 0.2 ≤ x ≤ 0.5, and the maximum
TC value is reached between x = 0.3 and x = 0.35. Doping within this range
also ensures the lowest resistivity values and highest metal-insulator transition
temperatures. The ideal doping level is often referred to as x = 1/3, where bulk
LSMO is a 100 % spin-polarized half-metal and has a TC ~370 K [36]

For doping concentrations x < 0.5 the conduction band is more than half filled
and is referred to as hole-doped (electron-doped for x > 0.5). This means that holes
are the dominant charge carriers in the half-metallic state [29]. Taking x = 0.3 or
La0.7Sr0.3MnO3 as an example, theoretical considerations implies that there are
0.3 holes/unit cell.

Table 2.1: Overview of the electrical transport and magnetic ordering at different
doping levels of La1−xSrxMnO3. Adapted from [28,37].

Doping Transport Magnetic ordering
x ≤ 0.1 insulating A-type antiferromagnetic

0.2 ≤ x ≤ 0.5 metallic ferromagnetic
0.5 ≤ x ≤ 0.75 insulating CE-type antiferromagnetic
0.75 ≤ x ≤ 0.85 insulating C-type antiferromagnetic ferromagnetic
0.9 ≤ x ≤ 1.0 insulating G-type antiferromagnetic

2.1.4 The Colossal Magnetoresistance Effect
A contributing element to the popularity of manganites, is the fact that they ex-
hibit the colossal magnetoresistance effect (CMR). Generally, magnetoresistance is
the property of a material to change its resistance by the application of an external
magnetic field. This effect was first discovered and explained by William Thomson
in 1856 [38]. During Thomson’s initial experiments, he was never able to observe
a larger change than a decrease of about 5 % [39]. In contrast, mixed valence man-
ganites were found to display resistances changing by several orders of magnitude
during the 1980s. As an example, Jin et al measured magnetoresistances on the or-
der of 1000 % in La1−xCaxMnO3 (LCMO) at 6 T [40]. Furthermore, the proposed
mechanism for the large changes was fundamentally different from the ordinary
effect. Naturally this discovery received attention from a researches all over the
globe, who have hoped to utilize the effect for applications such as magnetic sensors
and spintronics [41]. To distinguish the newly discovered type of magnetoresistance
from the first, the term colossal was added and the CMR effect was born.

The existence of the CMR effect in LSMO can be explained by the double
exchange mechanism and its dependence on spin alignment. Close to TC , the
magnetization decreases rapidly as the parallel alignment of spins becomes less
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pronounced. As explained previously, this also suppresses the carrier hopping, and
leads to an increased resistance. By exposing the material to an externally applied
magnetic field, the spins realign to a parallel configuration. In essence the hopping
rate increases and the resistance drops, hence a CMR effect is observed.

Quantitatively the CMR effect is measured as the relative ratio between the
resistance in an applied field, R(H), and at zero field, R(0). In the literature
comparing absolute values of the CMR ratio can be a bit problematic as the utilized
formulas tend to vary. One of the most common definitions that is also used in
this work is

MR = R(H)−R(0)
R(H) . (2.1)

Using this formula the magnetoresistance becomes negative if an applied field in-
duces a decreased resistance.

2.2 BaTiO3

In this work BTO was used as the ferroelectric material in the heterostructures,
hence a short overview is given below. Since its discovery, BTO has been one of
the most studied ferroelectric materials because of its simplicity and high degree of
symmetry [42]. Today BTO is not only used for research purposes, but has been
utilized in various electronic applications such as multilayer capacitors, positive
temperature coefficient (PTC) thermistors, piezoelectric transducers and several
other electro-optic devices [43,44].

In its cubic and paraelectric phase, BTO is a centrosymmetric perovskite with
the general ABO3 (Pm3̄m) formula. It has Ba2+ at the A-sites (corners), Ti4+ at
the B-site (center) and O2− at the face centers [45]. The cubic phase is shown in
Fig. 2.4a with an octahedral symmetry of the oxygen atoms. In its bulk form, a first
order phase transition occurs at 393 K, where the unit cell is distorted along one of
the main axes and becomes tetragonal [47]. An example of the tetragonal unit cell
(P4mm) is shown in Fig. 2.4b. As opposed to the cubic phase, the tetragonal phase
is not centrosymmetric, which gives rise to ferroelectricity. Going from the cubic to
the tetragonal state, the cations (predominately Ti4+) are displaced with respect
to the oxygen atoms, and a spontaneous electrical polarization results along the
axis of elongation. In accordance with the requirements for any ferroelectric, the
application of an external electric field may switch the direction of the displacement
so that the polarization is reversed.

In addition to the tetragonal state at room temperature, two other ferroelectric
phases exist at lower temperatures [48]. If the temperature is decreased to 278 K,
the unit cell becomes orthorhombic (Amm2), which means that it is elongated
along a face diagonal ([011]-direction). Further drops in temperature results in
a rhombohedral phase (R3m) at 183 K, where the structure is elongated along a
body diagonal ([111-direction]). Schematic representations of the distorted unit
cells in the orthorhombic and rhombohedral phase are shown in Fig. 2.4c and 2.4d
respectively.
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(a) (b)

(c) (d)

Figure 2.4: The cubic paraelectric phase of BTO is shown in (a), and the tetragonal
ferroelectric phase in (b). The resulting spontaneous polarization for the tetragonal
phase is shown, but the displacements of the atoms are greatly exaggerated for
illustrative purposes. Schematics of the orthorhombic and rhombohedral phases
are shown in (c), and (d) and were taken from [46].

The phase diagram for BTO is shown in Fig. 2.5 and summarizes the mentioned
transitions and phases. An important feature of this diagram is that each phase
transition slightly changes the lattice parameters.

2.3 Multiferroic Materials
During the last decade, increasing scientific interest has been given to so-called mul-
tiferroic materials exhibiting at least two out of five ferroic orders: ferroelectricity,
ferromagnetism, antiferromagnetism, ferroelasticity or ferrotoroidicity [49]. In this
treatment the focus will be on materials with ferroelectric and (anti)ferromagnetic
properties.

By itself, the mere existence of two or more ferroic orders is not necessarily
useful for applications. However, if for example the ferroelectric and ferromagnetic
properties are strongly coupled as a result of the magnetoelectric (ME) effect, many
potential applications can be imagined. The following sections give an overview of
the magnetoelectric effect and related materials.

2.3.1 The Magnetoelectric Effect
In short, the ME effect can be explained as the appearance of an electric polariza-
tion P by the application of a magnetic field H. Analogously, the application of
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Figure 2.5: Phase diagram showing the variation of crystal structure and lattice
parameters for BTO as a function of temperature. Adapted from [19].

an electric field E can induce a magnetization M [12, 50,51].
The first signs of this effect was observed in 1888 by Röntgen when he discovered

that a dielectric became magnetized when put in motion in an electric field [52].
17 years later, the reverse effect was observed by Wilson [53]. In 1894 Pierre
Curie predicted the intrinsic ME effect in stationary crystals based on symmetry
considerations [12,54]. During the following years and even decades, none of the ex-
periments conducted to demonstrate the ME effect were successful. Dzyaloshinskii
was the first to observe both the direct and converse ME effect, when he studied
single crystals of antiferromagnetic Cr2O3 in 1961 [55].

Multiferroic ME materials are commonly divided into single-phase materials
[16,56–58] and composites [59–61]. Initially, the majority of the researched materi-
als were single phase compounds. Subsequently, the focus was shifted towards two-
phase composites, multi-phase laminates and most recently thin film heterostruc-
tures [59]. The following parts highlight the differences between single-phase and
multi-phase ME materials.

Single Phase Compounds

Since the first observation of the magnetoelectric effect in Cr2O3, over ten different
single phase ME compounds have been investigated to a large extent. The ME
effect in such compounds can be explained as an intrinsic effect where two ferroic
properties are connected directly. Based on Landau theory, an expansion of the free
energy F (E,H) can be used to describe the ME effect in single phase compounds.
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For a system with an applied magnetic field H and an electric field E whose ith
components are denoted by Ei and Hi, the expression of the free energy becomes
[12,62]:

F (E,H) = −PS
i Ei −MS

i Hi −
1
2ε0εijEiEj −

1
2µ0µijHiHj

−αijEiHj −
1
2βijkEiHjHk −

1
2γijkHiEjEk − . . . . (2.2)

In the first two terms on the right hand side, PS and MS denote the spontaneous
polarization and magnetization respectively. The third term describes the electrical
response from an electric field and the fourth term the magnetic equivalent. The
quantities ε0 and µ0 are the permittivity and permeability of free space, whereas
εij(T ) and µij(T ) are second-rank tensors describing the relative permittivity and
permeability respectively. The fifth term is perhaps the most important part, which
describes the linear dependence between the electric and magnetic field through a
magnetoelectric coupling factor αij(T ). The two final terms represent higher order
contributions via the magnetoelectric coupling coefficients βijk and γijk, which are
third-rank tensors.

By differentiating equation (2.2), the polarization can be found as

Pi(E,H) = − ∂F
∂Ei

= PS
i + ε0εijEj + αijHj + 1

2βijkHjHk + γijkHiEj + . . . (2.3)

Similarly, the magnetization becomes

Hi(E,H) = − ∂F

∂Hi

= MS
i + µ0µijHiHj + αijEi + βijkEiHj + 1

2γijkEjEk + . . . (2.4)

Oftentimes, only the linear term is included when describing the ME effect. This
results in two simple expressions showing that a magnetic field can induce a change
in polarization, and that an electric field can induce a change in magnetization:

∆P ≈ αij∆H (2.5)

∆M ≈ αij∆E (2.6)

The ME coupling factor αij appearing in these two expressions is often taken as a
measure of the coupling strength when comparing different materials. Normally, it
is given in the SI units sm−1. Another commonly cited quantity is the magnetoelec-
tric voltage coefficient αE = ∂E/∂H, normally given in the units Vcm−1Oe−1 [63].

Today, the most promising candidate for single-phase multiferroic devices is
BiFeO3 (BFO) [64]. This material is a perovskite with both ferroelectric and an-
tiferromagnetic properties that are coupled even at room temperature2 [65]. The

2BiFeO3 has a Nèel temperature of 640 K and a Curie temperature of 1100 K in its rhombo-
hedral state.
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first publications on BFO focused on bulk crystals, but thin films have become more
popular recently [66]. Although single-phase compounds such as BFO seem promis-
ing, there are still no known single-phase multiferroics with strong ME coupling
at room temperature. Fundamentally, there are several possible reasons as to why
there are so few single-phase multiferroics. In an article back in 2000, Hill inves-
tigated a few possible explanations such as symmetry incompatibilities, electronic
differences and what she called “d0-ness” [61]. The latter proposal was considered
to be the most important factor. More specifically the “d0-ness”involved the fact
that the B cation in ferroelectric oxides mostly have a formal charge corresponding
to the d0 configuration, while magnetic moments are dependent on partially filled
d-orbitals.

To circumvent these problems researchers started looking towards multiferroic
composites, which is the topic of the next part.

2.3.2 Multi-Phase Compounds and Composites
By combining a ferromagnetic and ferroelectric material, a multi-phase multifer-
roic material may result. Intrinsically neither of the phases are multiferroic, but
the interaction between them can lead to an extrinsic ME effect. As opposed to
single-phase compounds, this makes the choice of materials more flexible and allows
both the ferromagnetic and ferroelectric material to be chosen so that they have
optimal properties for the desired application. Due to this flexibility, researchers
have found composites that exhibit giant magnetoelectric response even at room
temperature [67].

The first composite ME material was grown by van Suchtelen, van den Boom-
gard et al during the 1970’s [68]. They combined ferroelectric BTO and ferromag-
netic CoFe2O4 in an eutectic composite by unidirectional solidification. The ME
voltage coefficient was found to be as high as 130 mVcm−1Oe−1. Even today this
is well above values for known single-phase compounds, which is normally in the
range 1 – 20 mVcm−1Oe−1 [69].

Most of the ME composites investigated after the original discovery were based
on two-phase bulk ceramics. Two-phase composites have a specific notation used to
describe the phase connectivity, e.g. 0-3, 2-2, 1-3 etc [70]. In this scheme, the num-
bers denote the dimensionality of each phase, where for example 0-3 implies par-
ticles embedded in a matrix, while 2-2 indicates a layered structure. Even though
many different combinations and materials were researched during the 20 first years
following the original discovery, the complex fabrication and slow progress made
people lose interest in the field. A simpler and cheaper sintering technique was
proposed in the 1990s [71, 72], but the products had lower ME coefficients than
the previously fabricated eutectic composites. Because of this, the most recent
wave of research was delayed until 2000, as new and advanced growth procedures
such as pulsed laser deposition (PLD) and molecular beam epitaxy (MBE) became
more widespread. After the appearance of these techniques, thin film ME het-
erostructures with nanometer precision have become the most promising candidate
for practical applications.

In 1972 van Suchtelen described the ME effect in composites as a product tensor
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Figure 2.6: A schematic representation of the ME effect in composite multiferroic
materials. The ME coupling is explained by induced strain from the magnetore-
strictive and piezoelectric effect.

property resulting from interactions between the involved phase [73]. In ferromag-
netic/ferroelectric composites the ME effect can be explained as the product of the
magnetorestrictive effect (magnetic/mechanical) in the magnetic phase, and the
piezoelectric effect (mechanical/electrical) in the ferroelectric [74]. Qualitatively,
this is often written as

Direct ME Effect = magnetic
mechanical ×

mechanical
electric (2.7)

Converse ME Effect = electric
mechanical ×

mechanical
magnetic (2.8)

According to this model, the coupling happens via elastic interaction and is con-
sidered to be strain-mediated.

An illustration the ME effect in a composite of a ferromagnetic and ferroelectric
material can be seen in Fig. 2.6. The direct ME effect is illustrated at the top where
an applied magnetic fieldH induces strain in the magnetic layer (magnetorestrictive
effect), which is transferred mechanically to the ferroelectric layer. In turn, this
induces an electric polarization P as a consequence of the piezoelectric effect. The
bottom part illustrates the converse ME effect, where an applied electric field E
induces strain in the ferroelectric layer which is transferred and converted to a
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magnetization change in the magnetic layer.
As was shown in equation (2.5) and (2.6), the relationship between the applied

magnetic field (electric field) and induced polarization (magnetization) is approx-
imately linear for single-phase compounds. For composite materials however, the
strain coupling is related via a square dependence of the field strength. Therefore
a more general definition of the magnetoelectric coefficient is employed:

α =
∣∣∣∣ ∂E∂H

∣∣∣∣ (2.9)

When magnetoelectric coefficients are reported for composite multiferroics, this
definition is normally used in the calculations.

Today the largest knownME coefficients in composites have been shown to reach
as high as 92 Vcm−1Oe−1, and up to 16 000 Vcm−1Oe−1 at resonance frequencies for
a three-phase composite made of Pb(Zr,Ti)O3 ceramic fibers, a phosphor-copper-
sheet unimorph and a NdFeB magnet [75]. Theoretical investigations have even
suggested that there is no upper bound for the ME coefficient, but it was pointed
out that this is not necessarily synonymous with infinite performance [76]. Since the
ME properties are dependent on extrinsic coupling, finding ways to maximize the
indirect coupling has become the most important issue. In this regard, the biggest
challenges for nano-structured multiferroic composites are control of growth and
interfaces.

2.3.3 Magnetoelectric Random Access Memory
Possible applications for multiferroic materials include sensors, transformers, gy-
rators and microwave devices [63]. If multiferroic materials are realized with a
sufficiently strong ME coupling, another potential application is magnetoelectric
RAM (MERAM) [14]. Ideally MERAM would combine the best features associated
with two existing memory technologies: ferroelectric RAM (FeRAM) and magnetic
RAM (MRAM). One of the drawbacks with FeRAM, is that the reading process
is destructive, implying that the bit content must be rewritten continuously. As
for MRAM, one of the main concerns is the high power consumption related to
the writing operation, which utilizes relatively large magnetic fields. The following
part explains the working principles of MERAM and its potential advantages to
the current memory technologies.

An illustration of a possible MERAM element based on thin films is shown
in Fig. 2.7. The green layer on top of the electrode is multiferroic (ferroelectric-
antiferromagnetic), and has a strong ME coupling. Even though a single phase
multiferroic material is assumed in this example, a more realistic approach would
be to grow an antiferromagnetic film on top of a ferroelectric3. Both of the blue
layers are ferromagnetic, but the direction is assumed to be fixed in the top layer
and free to change in the bottom layer. Because of the giant magnetoresistance
effect, the resistance takes on different values depending on the relative orientation
of the magnetization in these layers [10]. The resistance is either low in the parallel

3As with a single phase compound, this would also require the ME coupling to be strong.
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Figure 2.7: Illustration of a possible MERAM memory device based on a multi-
ferroic material with strong ME coupling. The two blue layers are ferromagnetic
with the direction of the magnetization indicated by large white arrows. The green
layer is both antiferromagnetic and ferroelectric, where the electrical polarization
is indicated by large green arrows and the spin direction at the interface by small
white arrows. Taken from [14].

configuration, RP , or high in the anti-parallel configuration, RAP . These differences
correspond to a “0” and “1”, which enables storage of information similarly to
existing memory technologies.

An important requirement is that the direction of the magnetization in the
bottom ferromagnetic layer must be linked to the orientation of the antiferromag-
net. This connection may take place at the interface due to exchange bias. Owing
to the ferroelectric properties, the multiferroic layer also has an electric polariza-
tion (large green arrow), which can be switched by the application of an external
voltage. If the ME coupling is sufficiently strong, switching the direction of the
polarization may flip the spins in the antiferromagnetic phase. Consequently, the
domains in the bottom ferromagnet are also changed. Effectively this would allow
magnetically stored bits to be written by an electric voltage instead of a magnetic
field. The blue curve illustrates the hysteresis behavior for the resistance and the
applied voltage.

In summary, MERAM may avoid the destructive reading process in FeRAM,
and the high energy demands associated with magnetic writing in MRAM.
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Figure 2.8: Illustration of the interface region for a (001) and (111)-oriented
BTO/LSMO heterostructure in (a) and (b) respectively. The BTO layer is at
the top while the LSMO layer is at the bottom. One oxygen atom is shared per
unit cell across the interface for the (001)-oriented structure, while three oxygen
atoms are shared at (111) interfaces.

2.3.4 (111)-Oriented BTO/LSMO Heterostructures
In this work the unconventional (111) orientation was the main difference com-
pared to similar studies. The aim of this section is to highlight why it can be
interesting to investigate possible strain-induced magnetoelectric coupling in such
heterostructures.

The oxygen atoms forming the octahedra in perovskites are important both
for the ferroelectric and ferromagnetic properties. During epitaxial growth of
BTO/LSMO-based heterostructures, the oxygen atoms at the interface form a con-
nection between the ferroelectric and ferromagnetic phase. In BTO, there are two
events that may induce displacements of the oxygen atoms. One possibility, is that
a change in polarization slightly shifts the position of the oxygen atoms due to the
piezoelectric properties. Another possibility is that one of the phase transitions
induce fractional changes of the lattice parameters, which also leads to small dis-
placements. For epitaxial interfaces such displacements may be transferred to the
LSMO layer, i.e. the layers become strain-coupled. Specifically, the tilt angle of
the distorted octahedra in LSMO may change, or the O-Mn-O bonds may be com-
pressed or elongated. Both of these events would alter the hopping probability of
the itinerant carriers due to the double exchange mechanism. Similarly, the mag-
netic properties may be changed via strain-coupling to the BTO layer. Essentially
this implies that displacements originating in the BTO layer may be transferred
and used to control the properties of LSMO.

Normally thin film heterostructures are grown with a (001) orientation, where
only one oxygen atom is shared at the interface per unit cell. This has been illus-
trated in Fig. 2.8a. One of the advantages of (111)-oriented heterostructures, is
that three oxygen atoms are shared per unit cell, as shown in Fig. 2.8b. Qualita-
tively, an increased number of shared oxygen atoms suggest a stronger coupling.
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Furthermore, the orbital structure of the shared oxygen atoms at (111) interfaces
are dissimilar as opposed to the equivalent top/bottom atoms that are shared for
the (001) orientation. This may also increase the coupling strength. Another ad-
vantage of (111)-oriented perovskites, is that they have been demonstrated to be
able to form high quality interfaces with topological insulators, semiconductors
and other ferroelectrics [77]. This ability can mostly be attributed to their hexag-
onal symmetry, and it is therefore harder to achieve the same quality for cubic
(001)-oriented perovskites.

2.4 State of the Art
Since the discovery of LSMO, researchers have tried to increase its usefulness by
the use of different growth techniques, doping concentrations, film thicknesses and
sample structures. The first part of this section presents a handful of recent studies
with the aim of illustrating how LSMO can be manipulated to increase its useful-
ness in future devices. These manipulations are not necessarily related to a ME
coupling, but the second part takes a closer look at such coupling in BTO/LSMO
heterostructures.

2.4.1 LSMO Transport Properties
Increasing the metal-insulator transition temperature, or improving the overall re-
sistivity characteristics can be beneficial for various electronic applications. In one
study, the effect of growing 10 – 50 nm LSMO thin films on top of a BTO/CeO2/
YSZ4/Si multilayered structure was investigated [78]. Varying the BTO thickness
in the range 5 – 60 nm was observed to have a major impact on both the resistivity
and the TMI values. The optimal BTO thickness of 20 nm resulted in TMI val-
ues close to 390 K for 50 nm LSMO films, which is 10 – 40 K higher than for bulk
samples of LSMO grown on STO. The proposed explanation was large compressive
in-plane strain. Such improvements can broaden the range of operating tempera-
tures. These findings were not explained by a ME coupling, but still show that the
properties of LSMO can be influenced by other material layers.

The opportunity to dope LSMO so that it becomes a spin-polarized half-metal,
makes it an attractive choice for spintronic devices. In tunneling magnetoresistance
(TMR) devices the spin is conserved during tunneling, which implies that the tun-
neling probability is largest for spin-polarized materials [79]. Therefore, properly
doped LSMO is a suitable material for magnetic TMR structures and devices [80].
Moreover, LSMO has proved to be a promising material for spin valves in conjunc-
tion with organic semiconductors [81–83], and it has been shown to be able to inject
and transfer spin-polarized currents in structures with carbon nanotubes [84].

One of the main challenges related to potential applications based on the CMR
effect in LSMO, is that high fields (> 1 T) are required. Because of this, an
ongoing research strives to achieve low field magnetoresistance (LFMR). By the

4 YSZ is an abbreviation for the ceramic Yttria-stabilized zirconia
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growth of LSMO:ZnO self-assembled vertically aligned nanocomposites on (001)
STO substrates, Chen et al. obtained magnetoresistance values of 17.5 % and 30 %
at 40 K and 154 K respectively [85]. These values were measured at 0.3 T and
were up to 12 times larger than in normal epitaxial LSMO films. In another study
conducted by Majumdar et al., they obtained similar values around 17 % by the use
of MgO substrates which introduced structural defects and grain-boundaries [86].
Although totally different approaches were used, the enhanced MR was attributed
spin-polarized tunneling across artificially introduced grain boundaries in both of
the given examples.

2.4.2 ME Coupling in BTO/LSMO Heterostructures
Similarly to various recent studies of ME multiferroics, BTO/LSMO heterostruc-
tures with planar interfaces have received the most attention. Even though the
interfacial area is not maximized for such heterostructures, the value of having
homogeneously distributed strain coupling is considered as a large advantage [23].
Despite the increased popularity of planar interfaces, there is a limited amount
of studies based on heterostructures with coupling between two thin films. For
BTO/LSMO heterostructures, one of the materials is often used in its bulk form as
a substrate while the other is grown on top as a thin film. As an example, Lee et al.
studied strain coupling in 50 nm thin films of La0,67Ca0.33MnO3 epitaxially grown
on top of (001)-oriented single-crystalline BTO [19]. They observed two discontin-
uous jumps for the resistivity at certain temperatures in the range between 20 –
400 K. A 12 % jump was detected around 280 K and a 10 % jump in the proximity
of 185 K. As these temperatures lie close to the orthorhombic and rhombohedral
phase transitions for BTO, the jumps were attributed induced strain effects in the
LSMO layer caused by the changes of the BTO lattice parameters. Similar behavior
was observed around the same temperatures for the magnetization.

More recently, Eerenstein et al. went on to measure the ME coupling in similar
structures [23]. They fabricated samples of 40 nm LSMO on top of (001)-oriented
bulk BTO substrates and observed a large change in magnetization around the
rhombohedral → orthorhombic phase transition during heating. Additionally they
reported electrically induced giant, sharp and persistent magnetic changes corre-
sponding to a ME coefficient of α = 2.3× 10−7 sm−1. Using X-ray diffraction,
they confirmed that the strain coupling took place via ferroelastic non-180° BTO
domains.

Researchers have also grown heterostructures where both the BTO and LSMO
layer were deposited as thin films [87]. As opposed to the previous examples, no
discontinuous jumps were observed when measuring the magnetization for 19 nm
BTO grown on top of 10 – 50 nm LSMO. On the other hand, they did observe a large
(> 10 %) electrical modulation of the magnetization at room-temperature. The
effect was induced by polarization reversal in BTO, and the measurements indicated
that the effect was limited to a thin LSMO layer of about 3 nm at the interface.
Another group fabricated a bilayer structure of 250 nm LSMO and 330 nm on top
of (001)-oriented LaAlO3 substrates [88]. Their investigations showed that the
ferroelectric and ferromagnetic properties were maintained at their intrinsic levels,
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and a magnetoelectric voltage coefficient αE was measured to 140 mv/cm−1Oe−1

at room temperature.
Nowadays one of the major challenges associated with oxides and other func-

tional materials, is that the integration with current silicon technology must be
feasible. In an attempt to solve this problem, Singamaneni et al. grew epitaxial
bilayers of 25–100 nm BTO and 217 nm LSMO on Si (001) substrates [89, 90]. As
with the previous example, no discontinuous jumps were observed for the magne-
tization in the relevant temperature range. A suggested explanation was that the
films were clamped to the substrate. However, when comparing LSMO/Si samples
without BTO they saw an almost 2-fold higher magnetic coercive field, a 3-fold
reduction in saturation magnetization and improved squareness. Strong in-plane
spin pinning of the ferromagnetic layer induced by BTO was believed to be the
cause. These observations are particularly important since they show that mag-
netic properties can be controlled by a ferroelectric layer and incorporated with
current Si technology.

2.5 The Hall Effect
The Hall effect is a fundamental phenomenon that can be observed in most elec-
tronic materials. Nowadays, the effect is exploited in various sensing technologies,
or in transducers which may be found in automobiles, computers, industrial con-
trols and consumer devices [91, 92]. Moreover, Hall measurements is a widespread
characterization method which can provide valuable information about the trans-
port properties for materials such as metals and semiconductors.

The following sections give an overview of the physics related to the ordinary
Hall effect, in addition to the anomalous Hall effect which complicates the situation
for ferromagnetic materials.

2.5.1 One-Band Approximation
In order to perform qualitative studies a one-band model is often sufficient, and it
simplifies the calculations considerably compared to a two-band model to be dis-
cussed in section 2.5.2. A one-band approximation is mostly valid for simple metals
with a spherical Fermi surface and only one type of carriers. This approximation
also applies to semiconductors with a large excess one dopant type.

The first discovery of the ordinary Hall effect was made by Edwin H. Hall in
1879 [93]. He explained the effect as a result of an interaction between moving
charge carriers and an externally applied magnetic field, B. This interaction is
governed by a combination of electric and magnetic forces, commonly referred to
as the Lorentz force [94]:

F = q(E + v×B) (2.10)

In this equation q is the elementary charge, v the velocity of the particle and B
an applied magnetic field. To avoid confusion with signs, the following treatment
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Figure 2.9: The Hall effect is illustrated by a hole moving in a magnetic field B,
perpendicular to the current direction. Due to the Lorentz force, a charge builds up
on the bottom side and a field is set up in the transverse direction. By measuring
the Hall voltage VH across the sample, parameters like the carrier density n and
mobility µ can be deduced.

is based on a positive hole moving in a magnetic field perpendicular to the current
direction, as illustrated in Fig. 2.9.

By applying the right hand rule, it can be seen that the magnetic term in
equation (2.10) generates a downwards force FM . Consequently, holes start to pile
up on the bottom side so that a positive charge builds up, which induces an electric
field EH . As the system reaches equilibrium, the generated force from the electric
field FE is equal to the magnetic force FM . Given the setup in the figure, the
vector notation can be dropped and the following expressions are obtained:

FE = FM (2.11)
qEH = qvdBz (2.12)
EH = vdBz (2.13)

VH

w
= vdBz (2.14)

In equation (2.12)-(2.14) vd denotes the drift velocity of the holes at steady-state,
w the width of the sample, and EH and VH the Hall field and voltage respectively.
The carrier density n can be determined using a general expression for the current
density Jx = nqvd [94]. In practice the current Ix is often the known quantity,
which when substituted for Jx gives

Ix = nqvdA =⇒ vd = Ix

nqwt
, (2.15)

where A is the area of the cross-section and t the thickness. Using equation (2.15)
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to insert for vd in equation (2.14) then yields

VH = Ix

nqt
Bz (2.16)

This can be re-arranged to find an expression for the carrier density

n = IxBz

qVHt
. (2.17)

Multiplying the above equation with the thickness t, all geometry dependent factors
are removed and the sheet carrier density ns (ns = nt) is obtained,

ns = IxBz

qVH
(2.18)

Another commonly cited quantity is the Hall coefficient RH [95], defined as

RH = EH

JxBz
= 1
nq
. (2.19)

When using the one-band model, the sign of the Hall voltage VH or the Hall
coefficient RH indicates the sign of the carriers, i.e. holes or electrons.

One last important transport property is the carrier mobility µ. For materials
with excess of one carrier type, the mobility can be related to the resistivity, ρ [95]:

ρ = 1
nqµ

(2.20)

Substituting ρ with the sheet resistance Rs (ρ = Rst),1 and ns for n, the following
relation is obtained:

µ = 1
qnsRs

. (2.21)

Inserting for ns in equation (2.21) gives a final expression for the mobility:

µ = VH

RsIxBz
(2.22)

One reason the sheet carrier density ns and sheet resistance Rs were used in the
latter part, is that geometry factors such as the thickness t is removed. Additionally
ns and Rs can be related to measurable quantities found by van der Pauw’s method.
This will is explained more thoroughly in section 3.2.

2.5.2 Two-Band Model
For materials where both electrons and holes take part in the transport, a simple
one-band model is insufficient. In such cases, the formulas obtained above for
the carrier density, Hall coefficient and mobility are invalid. From the fact that
the electrons and holes are located in different bands, a two-band model must be
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evaluated. If the contributions from both carrier types are included, the current
density can be written as a sum of two terms [95]

J = qneve + qnhvh (2.23)
= q(neµe + nhµh)E, (2.24)

where ne,h denote the electron and hole densities, ve,h the velocities and µe,h the
corresponding mobilities. From the definition of the resistivity (ρ = E/J) [95],
equation (2.24) can be rearranged to find the resistivity

ρ = 1
q(neµe + nhµh) . (2.25)

The Hall coefficient also becomes more complicated when two carrier types are
present, and is defined as [96]

RH = nhµ
2
h − neµ

2
e

q(nhµh + neµe)2 . (2.26)

An important point when working with the two-band model, is that neither the sign
of the Hall coefficient nor the Hall voltage can be interpreted as an indication of the
carrier charge. In practice Hall measurements based on a two-band model must be
accompanied with band-structure calculations, and the mobility ratio µe/µh must
be determined.

Even though the main carriers in LSMO are holes, electrons are also known to
take part in the transport [97]. Therefore, a two-band model should be employed
to fully capture the transport properties.

2.5.3 The Anomalous Hall Effect
Two years after Hall’s original discovery, he observed that the force driving the
electrons to one of the sides was ten times stronger in ferromagnetic iron than in
nonmagnetic conductors [98]. His second discovery has later been acknowledged as
the first observation of the anomalous Hall effect. Today this additional effect is
known to be present to some degree in all ferromagnetic conductors.

Sometimes the transverse resistivity or Hall resistivity, ρxy, is reported sepa-
rately from the overall resistivity. For non-ferromagnetic materials only the ordi-
nary Hall coefficient contribute to this resistivity, but for ferromagnetic materials
such as LSMO the anomalous Hall effect adds an additional term [20,28]:

ρxy(B, T ) = RH(T )B + µ0Ra(T )M(B, T ). (2.27)

The first term comes from the ordinary temperature dependent Hall coefficient
RH(T ) and its linear dependence on B. The second term describes the anomalous
Hall effect where µ0 is the vacuum permeability, Ra(T ) the anomalous Hall coef-
ficient and M(B, T ) the magnetization. Previous investigations have shown that
RH is weakly temperature dependent in thin films, whereas the anomalous Hall
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Figure 2.10: Overview of the three main theories explaining the anomalous Hall
effect. (a) illustrates intrinsic deflections, (b) side jumps and (c) skew scattering.
Taken from [99].

coefficient Ra shows a much stronger dependence, peaking slightly above the Curie
temperature [97,100].

The first theory explaining the anomalous Hall effect was proposed by Karplus
and Luttinger in 1954 [101]. They showed that an externally applied electrical field
may give the electrons an additional contribution to their group velocity, which is
perpendicular to the direction of the field. It was found that this velocity contribu-
tion may be non-zero when summed over all occupied band states for ferromagnetic
conductors. Effectively, this results in an additional intrinsic contribution to the
Hall effect.

An alternative theory was developed by Smit, and involves spin-orbit interac-
tions that causes asymmetric scattering from impurities [102,103]. This mechanism
is often called skew scattering and is an extrinsic effect. A similar extrinsic mecha-
nism was described by Berger, and is based on side jumps by quasi-particles upon
scattering from spin-orbit coupled impurities [104]. The first three main theories
are summarized in Fig. 2.10. Today all of these theories are accepted as possible
explanations and more advanced theories have built upon these [99].

Previous studies of the anomalous Hall effect in single crystals of manganites
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have shown that the anomalous contribution is negative, while the ordinary Hall ef-
fect is positive (consistent with holes as main carriers) [105]. One study also found
indications of skew scattering being the main contributor [106]. More recently,
similar investigations have been done for thin film manganites, and one of these
showed that both skew scattering and the side-jump mechanism are important for
LSMO and LCMO [20]. These mechanisms are known to saturate at low temper-
atures or high fields, which allows the ordinary effect to be studied more easily in
these regimes. The importance of this fact will become apparent in section 4.2.2.





3. Experimental

This chapter introduces the experimental techniques and methods that were devel-
oped in order to characterize the electrical transport properties of BTO/LSMO-
based heterostructures. First an overview is given for the sample structures, fol-
lowed by a review of van der Pauw’s method which formed the basis for the electrical
measurements. The latter parts cover preparation of gold contacts, wire bonding,
electrical measurements, and data processing.

3.1 Sample Structures
The BTO/LSMO heterostructures investigated in this work were grown by pulsed
laser deposition (PLD) on (111)-oriented SrTiO3 substrates1. An illustration of the
sample structures can be seen in Fig. 3.1. The sample at the top was grown with
a single layer of 10 nm LSMO, and was used as a reference when comparing the
samples with additional BTO layers. The heterostructures at the bottom mainly
differed by having varying BTO thicknesses or reversed orders of the LSMO and
BTO layers. These heterostructures were chosen in order to examine trends, and to
investigate a possible magnetoelectric effect via strain-coupling. For the remaining
part of this thesis, samples with either BTO or LSMO on top are referred to as
BTO/LSMO or LSMO/BTO respectively, and only the BTO thicknesses will be
given specifically since the LSMO thickness was kept constant at 10 nm. Addition-
ally, the general formula LSMO will refer to the exact composition studied in this
work – La0.7Sr0.3MnO3.

A series of samples with thicker BTO layers were also grown, but these were
mostly used for testing purposes during the establishment of the technique. An
overview of these structures can be found in appendix C. In this work the main
focus was given to samples with thinner BTO layers, as these were expected to
provide higher quality interfaces. Thinner samples also exhibited a large change in
the coercive field around 105 K, possibly caused by a phase transition in the STO
substrates2.

1The growth procedures were not performed as a part of this thesis.
2Determined in an unpublished study by Torstein Bolstad

27
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Figure 3.1: Illustration of the sample structures that were used to examine possible
ferromagnetic-ferroelectric coupling. The top structure is a reference sample with
a 10 nm layer of LSMO grown on the STO substrate. The BTO/LSMO samples
to the bottom left have an additional top layer of either 1.26 nm, 5 nm or 10 nm
BTO. The LSMO/BTO heterostructures to the bottom right have the order of the
BTO and LSMO layers reversed so that LSMO is grown on top of BTO.
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3.2 The Van Der Pauw Method
In 1958 Leo J. van der Pauw introduced a new method designed to improve resis-
tivity and Hall measurements for samples with an arbitrary shape [107]. He argued
the validity of this method if the following conditions are fulfilled [108]:

1. The contacts are at the circumference of the sample.

2. The contacts are sufficiently small.

3. The sample has a homogeneous thickness.

4. The surface of the sample is singly connected, implying that the sample can
not contain isolated holes.

To be able to measure the mobility and carrier density properly using classical Hall
bar geometries, a minimum of six are needed, as shown in Fig. 3.2. One of the
advantages of van der Pauw’s method is that only four contacts are required which
allows simpler geometries to be used. Moreover, the corresponding calculations
do not require geometry dependent parameters to be determined, such as sample
width or distances between contacts [109].

3.2.1 Resistivity Measurements
Given an arbitrarily shaped sample with four contacts as shown in Fig. 3.3, the
resistance R12,34 can be found by applying a current I12 between contact 1 and 2
and measuring the voltage drop V34 from 3 to 4:

R12,34 = V34
I12

. (3.1)

Similarly R23,41 can be calculated as:

R23,41 = V23
I41

. (3.2)

In real life, the samples to be measured are often square-shaped. For such
geometries, a contact is made in each corner and the measurements are performed

Figure 3.2: Illustration of classical Hall bar geometry where six contacts are needed
to perform accurate measurements.
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Figure 3.3: Illustration of an arbitrarily shaped sample with four contacts 1-4 to
be used for van der Pauw measurements.

as illustrated in Fig. 3.4. First, the current is applied vertically and the voltage
is measured across the opposite edge. In the next step, the same procedure is
repeated when measuring horizontally. Analogously to equation (3.1) and (3.2),
the resistances R12,34 and R23,41 can be calculated. From these two resistances,
the resistivity ρ can be deduced from van der Pauw’s formula [107,108]

exp
(−πtR12,34

ρ

)
+ exp

(−πtR23,41
ρ

)
= 1, (3.3)

where t is the thickness of the measured sample. Sometimes this equation is given
for the sheet resistance Rs rather than the resistivity ρ. From the relation ρ = Rst,
equation (3.3) can also be written as

exp
(−πR12,34

Rs

)
+ exp

(−πR23,41
Rs

)
= 1, (3.4)

In either case, the resistivity or sheet resistance must be found numerically.
As the determination is based on experimental values, including more data points
yields better results. According to the reciprocity theorem [110], R12,34 = R34,12,
which means that two measurements can be made for both the horizontal and
vertical setup in Fig. 3.4 [111]. Additionally, measurements of reversed polarities
can be included to obtain the following average values for the vertical and horizontal
resistances [112]:

Rvertical = R12,34 +R34,12 +R21,43 +R43,21
4 (3.5)
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(a) (b)

Figure 3.4: Experimental setup for determination of the resistivity or sheet resis-
tance using van der Pauw’s method. The resistances Rvertical and Rhorizontal can
be obtained from the setup in (a) and (b) respectively.

and
Rhorizontal = R23,41 +R41,23 +R32,14 +R14,32

4 . (3.6)

Taking the sheet resistance as an example, the final relation then becomes:

exp
(−πRvertical

Rs

)
+ exp

(−πRhorizontal

Rs

)
= 1, (3.7)

The averaging procedure is one of the strengths of van der Pauw’s method when
accurate results are required, but it is also one of the major drawbacks. Compared
to classical techniques that are based on single measurements, van der Pauw’s
method requires additional steps which increase the time consumption.

Ideally, the relation between the calculated resistances and the unknown quan-
tities Rs or ρ can be simplified if the sample possesses a line of symmetry. In such
cases it can be shown that R12,34 = R23,41 which leads to the expressions [108]:

ρ = πt

ln 2R12,34 (3.8)

or
Rs = π

ln 2R12,34. (3.9)

3.2.2 Hall Measurements: Mobility and Carrier Density
In section 2.4.2 a few examples were given where discontinuous jumps of the re-
sistivities were taken as evidence of strain-induced coupling in LSMO-based het-
erostructures. However, there are currently no known examples where Hall mea-
surements have been performed in such studies. In this work Hall measurements
were included in order to accommodate the resistivity measurements. This could
for example help determine if possibly discontinuities are caused by changes in the
Fermi sphere/carrier density, or by variations in the mobilities.
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(a) (b)

Figure 3.5: Measurement setup for the Hall effect according to van der Pauw’s
method. The voltage is measured across the opposite diagonal of the current, and
a magnetic field is applied normal to the sample surface.

Slight adjustments of the method used for resistivity measurements enables de-
termination of the mobility and carrier density. As was shown previously, these
quantities can be calculated using equation (2.17) and (2.22). Given that the
sheet resistance or resistivity has been found as described above, the only un-
known quantity is the Hall voltage VH . This can be found by applying a magnetic
field perpendicular to the sample surface while forcing a current through one of
the diagonals. The induced Hall voltage is measured across the opposite diago-
nal. Fig. 3.5 illustrates how to perform Hall measurements using van der Pauw’s
method. Although perpendicularly aligned current and voltage contacts is optimal,
the main requirement is that they are crossed.

In most cases the contacts are not perfectly aligned, which introduces unwanted
contributions to the voltage drop. These contributions can be several orders of
magnitude larger than the Hall voltage and cannot be ignored. Repeating the
measurements with the field direction reversed can remove the unwanted contribu-
tions due to contact offsets. The effects of a non-ideal setup and the field reversal
process are illustrated in Fig. 3.6.

At the bottom of the diagram the ideal case is illustrated where only the Hall
effect contributes to the measured voltage, i.e. V (B = 0) = 0. If this is the case,
only one measurement is required. Here it is assumed that a positive magnetic field
provides a positive Hall voltage3. At the top the contacts are misaligned, leading
to a finite Hall voltage measured at zero field, V (B= 0) = V0. Consequently, the
correct hall voltage must be calculated using the values that are obtained from the
field reversal:

VH = V (B+)− V (B−)
2 (3.10)

Analogously to the resistivity measurements, more accurate results can be ob-
tained by reversing the current direction and rotating the contact setup. Using a

3The sign of the measured voltage will vary with the experimental setup and direction of
current relative to the magnetic field. Therefore it is important to make an evaluation of the
setup before bonding contacts and applying a current and magnetic field.
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Figure 3.6: A schematic representation of an ideal Hall measurement (V (B=0) =
0) (bottom) and a non-ideal (V (B = 0) = V0) measurement (top). Only one
measurement is needed for the ideal case, whereas two measurements at opposite
fields are needed for non-ideal situations.

notation where numbered indices refers to contacts on the sample, and the sign
refers to the direction of the magnetic field, the following voltages can be measured
and calculated:

VA = V13+ − V13− VC = V24+ − V24− (3.11)
VB = V31+ − V31− VD = V42+ − V42− (3.12)

Finally, the Hall voltage can be calculated as the average of these values:

VH = VA + VB + VC + VD

8 (3.13)

3.2.3 AC Current Hall Measurements
One of the tasks in this work was to evaluate the use of the VersaLab instrument4

when analyzing the Hall effect. Two aspects of the instrument require the treatment
above to be slightly altered. The first point is that the system has a built-in AC
current source which is used for the Hall measurements. Secondly, the generated
data files contains resistance values rather than voltages, which means that the
Hall voltage is only indirectly measured. This section provides an overview of the
required changes.

In contrast to DC sources, the current changes sign over each period for an AC
signal, and uses an average value for the reported resistance. When the current
changes sign after half a period, the charge carriers are deflected to the other side

4The instrument used for electrical measurements, see section 3.5 for more details.
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of the sample, which implies a change of sign for the Hall voltage. By the fact that
the reported resistance is calculated as the ratio of the voltage and the current
(which has a varying sign), the correct sign is maintained5. For this to be true, the
response time of the carriers and Hall voltage is assumed to be much faster than the
time constant of the AC signal. Normal operating conditions utilizes frequencies
on the order of 1 – 30 Hz, which is unproblematic compared to carrier response
times on the order of nano to picoseconds [113].

Quantitatively, equation (3.10) cannot be used since the exact values of the
Hall voltages are unknown. The solution is to introduce the “Hall resistance”
RH = VH/Ix, which can be determined similarly to VH by dividing equation (3.10)
by Ix

VH

Ix
= V (B+)− V (B−)

2Ix
. (3.14)

This can then be rewritten as

RH = R(B+)−R(B−)
2 . (3.15)

Using RH , the carrier density given by equation (2.17) becomes

n = IxBz

qVHt
=⇒ n = Bz

qRHt
, (3.16)

Equation (2.21) can still be used to find the mobility, but the sheet density becomes

ns = IxBz

qVH
=⇒ ns = Bz

qRH
(3.17)

3.2.4 Error Estimation
Two disadvantages of van der Pauw’s method are that his two first requirements are
never completely fulfilled. Ideally the contacts should be infinitely small, point-like
contacts, but it would require an enormous voltage to force the current through
an infinitesimal contact area [109]. In practice all contacts have a finite size which
introduces errors. The formulas used to approximate the error vary between dif-
ferent geometries, and have been discussed in detail in ref. [114, 115]. In relevance
to this work, an example is given for square geometries.

For resistivity measurements on square samples, the correction factor ∆ρ/ρ is
roughly proportional to (D/L)2, where D is the average contact diameter and L
the distance between contacts [107]. Similarly, contacts placed at a distance R
from the periphery introduces an error (R/L)2. When it comes to Hall measure-
ments the error is considerably larger, as the correction factor ∆RH/RH is roughly
proportional to (D/L) or (R/L). For a given measurement the total error is the
sum of the errors associated with each of the contacts.

Normally, the contacts dimensions were roughly 5 to 10 % of the length of the
sample sides. For Hall measurements this simply implies an error between 5 to 10 %
per contact, while the error lies between 0.25 to 1 % for resistivity measurements.

5The instrument is able to report both negative and positive resistances depending on the
measured voltages.
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3.3 Preparation of Gold Contacts
Ahead of the wire bonding procedure, gold contacts were deposited in each of
the sample corners using a Quorum Q150R S plasma sputterer6. Manually created
masks were used to perform a lift-off procedure in order to ensure correct placement
of the contacts. Because of varying sample dimensions and lack of fitting masks,
ordinary Scotch tape was used as a mask7.

An illustration of the deposition steps can be seen in Fig. 3.7. The tape was
cut and prepared with a scalpel under a microscope, and laid on top of the sample
surface with the sticky side pointing upwards. Two strips of tape were put on top
of each other to leave an opening in every corner, as illustrated by Fig. 3.7b. In the
next step, 15 nm of 99.99 % gold was sputtered on the sample surface, producing
the result shown in Fig. 3.7c. Finally, the tape was removed (lift-off), leaving gold
only in the four corners, as shown in Fig. 3.7d. To minimize variations between
the samples, a large effort was put into obtaining square gold contacts of equal
dimensions. The size of the contacts was chosen with the aim of providing enough
space for a few wire bonding attempts.

Given the simple masks that were made, a thin layer of gold was also deposited
on the vertical edges of the samples. In a worst case scenario, this may form a
junction between the sample puck and the LSMO layers. Using a multimeter,
the resistance was measured between the sample puck and the LSMO films. The
edge-sample puck resistance was found to be above 10 MΩ for all samples, which is
several orders of magnitude larger than the measured LSMO resistances. Overall,
gold removal from the edges was not deemed necessary.

3.4 Wire Bonding
Wire bonding is a flexible technique employed when making interconnections to
integrated circuits, electronic devices, or in general when making small-scale precise
contacts. The operation is somewhat similar to a normal sewing machine, where
needles are used to “sew” electrical components together using conducting wires.
Bonding wires are normally made of gold, silver, copper or aluminum and are
contacted either using ball bonding or wedge bonding.

Ball bonding utilizes a high voltage electrical charge that melts the tip of the
wire. The tips then takes the shape of a ball, which explains the name of the
technique. Both a downwards force and ultrasonic energy are applied when forming
the bond between the sample surface and the wire. In this work ball bonding was
tested using gold wire, but none of the attempts were successful.

The term "wedge bonding" comes from the wedge-shaped structure at the end
of the needle. An illustration of the wedge bonding process is shown in Fig. 3.8.
As opposed to ball bonding, the wedge needle is not just a simple capillary needle.
The main difference lies at the end of the wedge needle, where the wire goes into

6Numerous attemps were made at bonding directly to the sample surfaces. Because of unstable
bond quality the gold deposition procedure was preferred.

7Attempts were also made with aluminum foil, but tape was found to yield better results.
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Figure 3.7: Illustration of the lift-off process used when depositing gold contacts
on the sample surface. Part (a) shows a clean surface that is covered with tape
and sputtered with gold in (b). The result before tape removal can be seen in (c),
while the final result with gold contacts in each corner is shown in (d).
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(a) (b) (c)

(d)

(e)

Figure 3.8: Illustration of the wedge bonding process where aluminum wire is
bonded between gold pads on the sample puck and the sample surface. In (a) the
needle is brought close to the gold pads before the bond is made using force and
supersonic energy as shown in (b). In (c) the bond has been made and the needle
is lifted and repositioned to the sample surface. The final bond is made in (d)
where the wire is cut to yield the final result shown in (e). The placement of the
sample contact does not correspond to the actual placement in this work (corners).
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the backside of the needle at an angle ∼30 – 60° and back out at the bottom of the
tip. Similarly to ball bonding, both pressure and ultrasonic sound are applied when
making wedge bonds8. In summary, the most important wedge bonding parameters
are [116]:

• Ultrasonic energy: The ultrasonic energy provides a mechanical scrubbing
action that can help break through oxide layers, and it generates frictional
heat that can improve the bonds.

• Downwards force: Promotes bonding by forcing the wire into the material
surface.

• Bonding time: The time at which the needle is in contact with the sub-
strate, mainly connected to the energy provided by the ultrasonic sound.

• Heat: Supplying heat evaporates contaminating liquids and makes the bonds
adhere more strongly to the surface. Typical temperatures lie around 120 ◦C.

The optimal choice of parameters depends on material properties such as hardness,
roughness and atomic content. The best set of parameters is found by optimizing
one parameter at a time, while keeping the remaining ones constant. Generally,
too large forces or amounts of ultrasonic energy tend to weaken the bonds, and
the same applies to long bonding times. Either the bonds break immediately or
they are weakened by cracks so that they become unstable over extended periods
of time. On the contrary, applying too small forces or amounts of ultrasonic energy
renders it difficult to make the bonds adhere to the sample, and they might loosen
more easily.

In this work aluminum wires were chosen since gold is too soft for the stud-
ied materials. Additionally, previous studies have shown that aluminum can pro-
vide good Ohmic contacts to LSMO samples [117, 118]. Whereas ball bonding
commonly utilizes gold wires, wedge bonding is better suited for aluminum wires.
Consequently, all wire bonding procedures in this work were performed using wedge
bonds and aluminum wire with a TPT HB05 bonding tool. Since the samples were
mounted on a sample puck that was too large to be used in conjunction with
the bonding tool’s heating plate, all bonding processes were performed at room
temperature. A list of good parameters can be found in Tab 3.1.

As explained in section 3.2, obtaining optimal results using van der Pauw’s
method requires reconfiguration of the bonding pattern. Ideally, a bond made in

Table 3.1: Overview of typical wire bonding parameters. Bond 1 refers to the bond
to the gold pads on the sample puck, and bond 2 to the bond on the sample surface.

Force Ultrasonic intensity Time
Bond 1 25 – 30 200 180 – 200
Bond 2 30 – 35 200 – 240 190 – 210

8When using gold wire for wedge bonding, ultrasonic energy is not always necessary, but it is
needed for aluminum wire.
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Figure 3.9: Illustration of bonding pattern from gold contacts to sample puck
when performing van der Pauw resistivity measurements. Channel 1 is bonded to
measure horizontally and channel 2 vertically.

each of the corners is sufficient if it is possible to switch the input/output of each
contact, i.e. current source or voltage detection. However, with the equipment
available in this work, the gold pads on the sample puck were locked to either
I+, I−, V+ or V−. On the other hand, the sample pucks had two channels avail-
able for measurements, which still requires only four bonds to be made to the
sample. Taking resistivity measurements as an example, the bonding scheme in
Fig. 3.9 illustrates the idea. With this configuration, channel one is bonded for
horizontal measurements, while channel two is bonded in parallel with the gold
pads on channel one. This would allow channel two to measure vertically, hence
the measurement procedures would be simplified.

3.5 Electrical Transport Measurements
The electrical transport option (ETO) module of a Quantum Design VersaLab in-
strument was used for resistance measurements in this project. Various scripts
were made using the ETO software in order to calculate the resistivity, magnetore-
sistance and Hall related quantities.
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3.5.1 ETO Parameters
Generally, certain parameters provided more consistent results than others when
measuring the resistance. An overview of the most important ETO parameters and
options is given below:

• AC amplitude: Amplitude of the AC current excitation signal. Normally,
amplitudes were set in the range 0.001 – 0.1 mA.

• AC frequency: Frequency of current signal. Sometimes more noise were
detected if the frequency was set below 1 Hz or above 50 Hz. Values were
normally chosen in the range 10 – 25 Hz.

• Voltage range: The detection limit for the measured voltages (40 µV – 4 V.
Determines the gain of the signal detection.

• Voltage autorange: If set to off, it allows the voltage range to be chosen
manually as described above. When turned on, the software automatically
tries to determine the best suited range. Activating this function gave incon-
sistent results and it did not seem to work properly. The option was always
set to off in this work.

• Averaging time: Determines the length of the averaging interval for each
data point. The time must be larger than the period of the signal, which is
determined by the frequency. Higher frequencies allows for lower averaging
times, while still including the same number of periods in the average for
each data point. Thus the total measurement time can be decreased while
roughly keeping the same accuracy.

• Temperature rate: Normally given in K/min and is limited to the range
0.03 – 20 K/min. While scanning continuously during a temperature sweep,
the rate must be slow enough to allow the sample to keep up with the chamber
temperature.

• Field rate: Similarly to the temperature rate, too large values (maximum
0.03 T/s) cause a delay in the system, and a mismatch between the reported
resistance and the actual resistance at the given field value. Keeping the rate
below 0.02 T/s avoided such problems.

• Set temperature: Sets a target value for the temperature. The temperature
changes continuously at the chosen rate until it reaches the target.

• Set field: Sets a target value for the field. The field changes continuously
at the chosen rate until it reaches the target.

• Scan temperature: Changes the temperature stepwise from a chosen start-
ing point to a set end temperature. The size of the steps and the rate between
each step are entered manually. At each step the system waits for the tem-
perature to stabilize, and it can execute additional commands.

• Scan field: Scans the field analogously to the temperature scan described
above.
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Choice of Current Amplitude and Voltage Range

Because of varying sample resistances, the AC current amplitude and voltage range
had to be optimized separately for each of the samples. The amplitude was varied
manually, and the voltage range was adjusted accordingly. The stability of the
reported resistance was used as a criterion for the parameter optimization. The
parameters were considered to be sufficiently optimized when an amplitude change
of 10 % led to resistance changes smaller than 0.1 %. The standard deviations of
the reported resistances were also taken into account during the optimization.

Generally, it was desirable to set the amplitude as high as possible without
introducing heating problems or software errors9. Too small amplitudes may lead
to difficulties when detecting weak voltage signals. Since a large current amplitude
requires a large voltage range, the signal gain is lower than for smaller amplitudes,
which may reduce the noise levels. If the generated voltage is larger than the
detection limit, the signal will saturate and produce inaccurate results.

ETO Temperature Settings

The temperature reported by the instrument can be ambiguous since it is measured
inside the chamber, while there is no guarantee that this is equal to the real sample
temperature. Even though a thermally conducting glue was used to stick the
samples to the sample puck, the heat transfer is not an instant process. Setting the
temperature rate too high during a temperature sweep might introduce a mismatch
between the reported temperature and the real sample temperature.

Such problems are most likely to occur while measuring continuously using the
set temperature command. The magnitude of the errors is largest close to TC ,
where the temperature dependence of the resistance is at its strongest. Typically
a temperature hysteresis produces errors by up to 15 % in this region if the rate is
not set on the order of 0.1 K/min. A continuous temperature scan is only regarded
as a useful tool when a “quick and dirty” approach is desired.

To minimize errors associated with temperature mismatch, the slower and more
accurate scan temperature command is preferred. This option provides a stable
sample temperature while scanning in steps of 1 K at a rate of 3 – 10 K/min. All
results in this work were obtained using the stepwise option.

3.5.2 ETO Scripts
Various ETO scripts were made with the goal of balancing out the efficiency and
accuracy of the measurements. Including more points or reducing the temperature
rates always increased the accuracy, but at the expense of an increased time con-
sumption. The exact setup of each of the developed scripts affected the end results
differently. Therefore, a qualitative overview of the most important scripts is given
below, whereas the complete versions can be found in appendix A. Additionally, a
short description of the output data is provided

9The software errors were mostly the instrument’s inability to drive high amplitude currents
through the sample.
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Resistivity and Magnetoresistance vs. Temperature

1. The field is set to 0 T.

2. Start temperature scan from 400 to 50 K with increments of 1 K corresponding
to 351 steps. The rate was set to 1 K/min between each step.

3. At each step perform a single resistance measurement, averaged over 10 s.

4. Stop zero field measurement at 50 K.

5. Set field to 2 T, or any other desired value.

6. Repeat step 1 – 2 from 50 to 400 K in a magnetic field.

Output data: Two data sets with one resistance value per Kelvin in the range 50
– 400 K, at 0 T and at 2 T respectively.

Magnetoresistance vs. Magnetic Field

1. Start temperature scan from 400 to 250 K with increments of 10 K, and a rate
of 10 K/min between each step.

2. At each temperature step perform the following:

• Wait 6 min for temperature to stabilize.
• Scan field from 0 to 3 T in steps of 0.05 T. Perform a single resistance

measurement at each field step, averaged over 10 s.
• Set field to 0 T and continue to next temperature.

3. End measurement at 250 K.

Output data: Each data set has one resistance value every 0.05 T in the range 0
to 3 T. The sets include resistances for every 10 K between 250 K and 400 K.

Hall Measurements

1. Start temperature scan from 400 to 50 K with increments of 25 K, and a rate
of 10 K/min between each step.

2. At each temperature step perform the following:

• Wait 6 min for temperature to stabilize.
• Scan field from 0 to 3 T in steps of 0.05 T. Perform a single resistance

measurement at each field step, averaged over 10 s.
• Set field to 0 T
• Scan field from 0 to −3 T in steps of 0.05 T. Perform a single resistance

measurement at each field step, averaged over 10 s.
• Set field to 0 T and continue to next temperature.
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3. End measurement at 50 K.

Output data: Two data sets are generated for every 25 K between 50 K and 400 K.
The first set of these pairs contains one resistance value every 0.05 T in the range
0 to +3 T, and the second the equivalent between 0 to −3 T.

3.6 Data Processing and Measurement Overview
In order to analyze and convert the data into relevant transport properties, ad-
ditional calculations and processing were needed. To achieve this, various scripts
were written in MATLAB. A complete version of these can be found in appendix B.

An overview of the measurements and calculations that were performed for each
of the samples can be seen in Table 3.2. As will be discussed in section 4.3, only a
single bonding configuration was measured for most of the samples. This has been
indicated in the table.

Table 3.2: Overview of the measurements performed for each of the samples. A
single X denotes measurements based on a single bonding configuration, while XX
indicates that two configurations were measured. RH(T ) includes calculations of
the carrier density and mobility.

Sample ρ(T ) MR(T ) MR(H) RH(T )
Reference XX XX X X
BTO(1.26 nm)/LSMO X X X
BTO(5 nm)/LSMO X X XX
BTO(10 nm)/LSMO X X X
LSMO/BTO(1.26 nm) X X X
LSMO/BTO(5 nm) X X X X





4. Results and Discussion

The aim of this chapter is to discuss the main objectives in this work. The first part
focuses on the establishment of the technique. An overview of the most important
steps has already been provided in the experimental chapter, but this chapter
includes more in-depth discussions and explains how and why specific parameters
and procedures were chosen. Additionally, a major part is devoted to the analysis of
potential errors, and to discussions of the current limitations of the technique. The
latter part applies especially to the Hall measurements, since the corresponding
analysis was more complex than for the other transport properties. To help the
reader better understand subsequent results, the two first sections of this chapter
discuss complications related to the calculations of the Hall resistance and the
carrier density.

The second part focuses on the results that were obtained when utilizing the
technique to characterize (111)-oriented BTO/LSMO-based heterostructures. Rel-
evant transport properties are displayed graphically, and the measured sample
structures are compared. Possible trends are examined and viable explanations
are proposed. Based on these results, the potential existence of magnetoelectric
coupling will be discussed.

4.1 Calculating the Hall Resistance
The first step of the Hall analysis, is to utilize equation (3.15) in order to calculate
the Hall resistance from the output data described in section 3.5.2. Ideally, this
removes all field symmetric contributions that do not originate from the Hall effect.
Examples of the resulting Hall resistances will be shown in section 4.2, while this
section focuses on the potential errors related to these calculations.

By the fact that the ordinary Hall effect is a field dependent phenomenon,
the Hall resistance is expected to be zero when no external field is applied1, i.e.
RH(0) = 0. In other words, the positive and negative field sweeps should both start
at the same resistance value. An example of the measured resistance as a function
of the applied field can be seen in Fig. 4.1. This example illustrates an ideal case
where the two initial values are equal. The overall shape is mainly determined by

1This is not always true for materials exhibiting the anomalous Hall effect.
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Figure 4.1: Example of an ideal resistance vs. field plot measured using a van der
Pauw Hall geometry. The data was obtained from BTO(1.26 nm)/LSMO at 250 K.

the magnetoresistance, while the small offsets between corresponding positive and
negative fields are caused by the Hall effect.

However, an additional offset was frequently observed at zero applied field. An
example of a non-ideal case with a rather large zero field offset of about 0.5 Ω can be
seen in Fig. 4.2. Generally, the offsets got smaller as the temperatures decreased,
and they were mostly below 0.1 Ω. Fig. 4.3 shows the typical magnitude of the off-
sets as a function of temperature. As will be shown in the next section, the resulting
Hall resistances were sometimes on the order of 0.01 Ω. Consequently, offsets of the
observed magnitude may be of great importance. Below, a few explanations have
been suggested for the offsets.

Temperature Drift

One possible explanation, is that the temperature of the sample has not been
allowed to stabilize before the measurement starts. This was often found to be the
case when scanning the temperature in steps of 25 K as described in section 3.5.2.
Fig. 4.4 shows an example of the resistance drift over the first 400 s for a selection
of measurements between 50 – 170 K. As can be seen, the resistance mostly begins
to stabilize after a delay of 300 s. Minor instabilities are present after 400 s for some
of the included temperatures. Still, these are of small magnitude and could have
been caused by other errors.

In this example only relatively low temperatures are included, but similar be-
havior was observed at higher temperatures. Generally, delays longer than 400 s
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Figure 4.2: Example of a non-ideal resistance vs. field plot measured with the
sample bonded in a van der Pauw Hall geometry. The data was obtained from
BTO(1.26 nm)/LSMO at 275 K.
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Figure 4.3: Calculated zero field offsets for the reference sample during measure-
ments of the Hall resistance. The values were calculated as the difference between
the zero field resistance from the positive and negative field sweep.
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Figure 4.4: Temperature stability measured on the test structure
BTO(100 nm)/LSMO in the temperature range 50 – 170 K. The resistance
values were calculated as the difference between the resistance at t = 0 and t = x
for x up to 400 s.

did not improve the stability. To prevent errors caused by temperature drift during
Hall measurements, a delay of 6 minutes was added at the start of each step. Intro-
ducing this delay decreased the offsets by a factor of 2 –3. However, the result in
Fig. 4.2 was obtained after the addition of the delays, implying that temperature
drift was not the only reason for the offsets.

Anomalous Hall Effect

According to equation (2.27) the anomalous Hall effect is only indirectly dependent
on external fields through the magnetization M(B, T ). More importantly, the
anomalous Hall effect is known to produce a finite Hall resistance for ferromagnetic
materials even in the absence of a magnetic field [119,120]. This stands in contrast
to the statement regarding the ordinary Hall effect at the beginning of this section.

Because of the ferromagnetic hysteresis in LSMO, a remnant magnetization is
likely be present after each field sweep, implying a finite anomalous contribution.
Since the field was reversed at each step, the direction of the remnant magnetization
would also be reversed when changing from a positive to a negative field sweep. As
opposed to the CMR effect, the anomalous Hall effect is dependent on the sign or
direction of the magnetization. Effectively this would double the potential offsets
rather than eliminating them. For this explanation to be true, the remnant polar-
ization produced by the negative fields is assumed to persist as the temperature is
decreased by 25 K. Given the complexity of the anomalous Hall effect, it is hard
to quantify the magnitude of its contribution. Nevertheless, neither this proposal
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can explain the apparently random change of sign for the offsets.

General Observations

In this work TC was found to lie around 340 K for the BTO/LSMO samples, and 5 –
10 K lower for the LSMO/BTO samples2. Close to TC , even minor magnetization
differences may lead to significant variations of the measured resistance because
of the double exchange mechanism. As was shown in Fig 4.3, the offsets were of
larger magnitude at high temperatures, which may indicate that they originated
from physical instabilities (temperature, magnetization etc.)

Other potential explanations include ETO instrument errors or unstable bonds.
Offsets caused by such factors are expected to fluctuate in time, and to vary between
different measurements. Since the ETO parameters were kept constant for each
individual measurement, the magnitude of offsets caused by instrument errors was
expected to be relatively constant. Therefore, the temperature dependence shown
in Fig. 4.3 weakens the explanation based on such factors.

To summarize, the exact cause of the zero field offsets was not determined with
certainty. Consequently, a combination of the mentioned factors was considered
to be the most probable explanation. Importantly, no procedures were developed
that consistently removed the offsets. The potential impacts the offsets may have
on the final results will be discussed in section 4.2.2.

4.2 Calculating the Carrier Density
After the Hall resistance has been determined as a function of magnetic field, the
next step is to calculate the carrier density based on the one-band model described
in section 2.5.1. In addition to being relatively simple, this model is often used in
the literature, which enables comparisons to similar studies. Even though it was
noted in section 2.5.2 that both electrons and holes contribute to the transport
properties, holes are known to dominate below TC . This means that the one-
band model can be useful over a large range of temperatures. However, the Hall
resistances calculated using equation (3.15) do not necessarily correspond to RH in
the expression for the carrier density (equation (3.16)). This possible discrepancy
is a consequence of the anomalous Hall effect.

Two different approaches were compared in MATLAB when calculating the
carrier density based on the one-band model. The main difference between the
methods were the procedures used to find a correct value of RH . The first and
simplest approach assumed the anomalous contribution to be negligible compared
to the ordinary effect. Neither the second method incorporated the anomalous
effect in the treatment, but procedures were implemented in order to extract values
only from the ordinary Hall effect. The following parts give an overview of these
two methods, and explain why one of them was chosen over the other.

2Approximate values for TC was determined in a parallel study of the magnetic properties by
Torstein Bolstad.
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4.2.1 Single-Value-Based Calculations
Using the single-value-based method, an average value of RH was calculated from
a set of data points at 3 T3. This relatively naive method assumes the anomalous
contribution to be negligible compared to the ordinary Hall effect. Even though
this is a rather crude simplification, there are examples of previous studies based on
this approach. One example is a preliminary study of LCMO where the researchers
obtained qualitatively useful data, but observed that the absolute values of the
carrier densities diverged notably compared to studies that included the anomalous
Hall effect [121]. The main advantage of this approximation is that the calculations
become relatively quick and simple.

In order to check the validity of this approximation, the Hall resistance was
plotted as a function of magnetic field at different temperatures. As an example,
Hall resistances have been plotted at selected temperatures in Fig. 4.5 for the
reference sample. At low fields (< 0.8 T), the anomalous Hall effect dominates
and the slopes are negative, i.e. Ra � RH . Moving to higher fields, the ordinary
Hall effect becomes more important, which can be seen from the linear behavior
and the positive slopes. When comparing the absolute values of RH , it is evident
that the anomalous contribution cannot be neglected. In fact the anomalous Hall
effect is stronger than the ordinary effect for all of the included temperatures, but
its magnitude is greatly reduced as the temperature decreases. This is analogous
to the saturation effects described at the end of section 2.5.3. As expected, the
ordinary Hall effect exhibits a weaker temperature dependence. Consequently the
single-value-based method will result in erroneous carrier densities, and the sign of
the carriers may be wrong. The calculated carrier density for the reference sample
is shown in Fig. 4.6. Although the absolute values might seem reasonable, the
negative values indicate that electrons rather than holes are the dominant charge
carriers. The inaccuracy of this result will become clearer when a better method
is introduced in the next section.

In conclusion, this method is not suited for studies of the Hall effect in LSMO.
At best it may provide qualitative results below 100 K, where the anomalous con-
tributions may become negligible at large fields.

4.2.2 Slope-Based Calculations
In the one-band model the ordinary Hall effect forms the basis for the analysis.
This means that contributions from the anomalous effect should be excluded. As
explained above, this is not achieved with the single-value-based method. An
alternative approach only utilizes the region with a positive slope when calculating
the Hall resistance, and is therefore referred to as the “slope-based method”.

3It is also possible to choose a set of values at any other field, but the maximum applicable
field value was used in order to minimize the anomalous contribution.
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Figure 4.5: Hall resistances in the range 150 – 300 K for the reference sample. The
part with a negative slope corresponds to the anomalous Hall effect, and the one
with a positive slope comes from the ordinary Hall effect. A linear curve fit has
been applied between 1 – 3 T, and is used when calculating the real Hall resistance
using the slope-based method.
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Figure 4.6: Calculated carrier density for the reference sample using the single-
value based method. The negative sign implies that electrons are the main charge
carriers which is not known not to be the case.
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Working Principle

Focusing on the regime below TC , the measurements indicated that the anomalous
effect saturated between 0.5 and 1 T for all of the samples. In order to extract the
values of the slopes, linear curve fits were applied to the Hall resistances in the
linear region. For simplicity all points were weighted equally, but an option was
added to alter the weight of each point depending on manually chosen parameters.
Returning to Fig. 4.5, examples of the linear curve fits can be seen for each of the
temperatures.

Having determined the values of the slopes in units of V/T, calculating the
carrier density is straight forward. By the use of slopes rather than single values,
a more accurate indication of the carrier charge is achieved. In Fig. 4.7 the car-
rier density for the reference sample has been re-calculated using the slope-based
method. As opposed to the previous method, the positive carrier densities agree
with the theoretical expectation of holes as the main carriers.

The mentioned curve fit can be applied to any set of data points as long as they
are within the linear region. Fig. 4.8 shows the calculated carrier densities using
data points from different field regimes. Evidently, the potential errors increase as
fewer points are included. Moreover the largest impact are seen for carrier densities
close to TC and at low temperatures. In some cases including data points solely
from high fields may be advantageous, but this is not always true for measurements
with a large degree of noise. Especially the exclusion of data points below 100 K
was found to be less ideal. The way the scripts were designed in this work, choosing
the ideal range has to be done manually for each data set. For simplicity, all curve
fits in this work were based on data from the region 1 – 3 T. For the remaining
part of this thesis, all Hall related quantities are calculated using the slope-based
method.

Limitations and Errors

There are a few limitations one should be aware of when using this method, and
some of them become more pronounced at certain temperatures. These errors are
discussed next, in addition to potential problems caused by the zero field offsets

Above TC: The most apparent of these limitations, is a consequence of the
complexity of the Hall effect above TC . At such temperatures the Hall effect is
governed neither by the ordinary Hall effect nor by the anomalous Hall effect,
but rather the hopping motion of charge carriers [122]. To this date the exact
mechanism is not well understood close to TC , and the effect of an inhomogeneous
magnetic state makes a proper analysis difficult. For LSMO this dependence has
yet to be determined and is regarded as relatively complicated. Despite of this, the
carrier densities were calculated above TC similarly to lower temperatures, but the
resulting values do not necessarily reflect the real material properties. This was
mainly done for comparisons with similar studies. To better illustrate the behavior
at high temperatures, Fig. 4.9 shows Hall resistances between 325 and 400 K for
the reference. The large offset at 400 K and the otherwise inconsistent behavior at
350 K and 375 K indicate that none of the known theories are applicable.
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Figure 4.7: Carrier density for the reference sample, calculated using the slope-
based method. The error bars are based on the curve fits and indicate the 95 %
confidence intervals.
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Figure 4.8: Comparisons of carrier densities calculated using different Hall resis-
tances corresponding to different field ranges. The results were obtained from the
reference sample.
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Figure 4.9: High temperature Hall resistances for the reference sample. The linear
curve fits were applied between 1 – 3 T.

Slightly below TC: In some cases measurements down to 70 K below TC also
introduced problems, since the anomalous effect seemed to dominate even at fields
up to 3 T. Looking at the curve measured at 325 K in Fig. 4.9, it is evident that the
anomalous Hall effect dominates. Generally, this often led to incorrect values close
to TC , and larger uncertainties caused by the linear curve fit. One way to overcome
such problems is to increase the field until the anomalous effect saturates. Previous
investigations have shown that a linear region is observable for all temperatures
below TC when stronger fields (> 5 T) are employed [123]. However, the equipment
limited the maximum value of the magnetic field to ±3 T in this work.

Below 100K: At low temperatures both the Hall resistance and the slope
become smaller. To illustrate this, the change of the resistance over the linear
region was calculated as R(3 T) − R(1 T) for the reference sample. The result is
shown in Fig. 4.10 for temperatures well below TC . These values are also indirect
measures of the slopes. When comparing the values at 275 K and 50 K, a ten-fold
decrease can be seen. At the lowest temperatures, the resistance change were of the
same order as the standard deviations related to the ETO measurements. A short
discussion of the standard deviations can be found in section 4.4.3. For now it will
be stated that they were normally about 0.02 Ω and sometimes as high as 0.1 Ω.
The importance of this noise at 50 K and 275 K can be seen in Fig. 4.11a and 4.11b
respectively. These plots show magnified versions of RH , and demonstrate that the
noise levels change dramatically relative to the slopes as the temperature decreases.
Returning to Fig. 4.7, this explains the large error bars at low temperatures.

Zero field offsets: Regarding the zero field offsets, three scenarios can be
imagined where the measurements should provide trustworthy results. In the first
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Figure 4.10: Difference between largest and smallest resistance value in the range
1 – 3 T for the reference sample. Only the temperature range where the ordinary
Hall effect was clearly visible has been included.
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Figure 4.11: Magnified versions of the linear region of the Hall resistance for the
reference at (a) 50 K and (b) 275 K.
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scenario, the offsets are assumed to be caused by instabilities that changes the
resistance at a constant rate. If this is the case, each point would be shifted by the
same amount. Therefore, the slopes based on the differences will not be affected.

In a second scenario, the offsets can be imagined to develop during the time
between the positive and negative sweeps. This time period takes place at the
end of each positive sweep, as the field is brought back to zero. When a new
measurement is started for the negative sweep, the configuration of the instrument
electronics might have changed slightly, or software related calibration procedures
may be different. If this was to be the case, all measurements taken at negative
fields values would be shifted equally, thus the calculated slopes would remain the
same.

Lastly, offsets caused by the anomalous Hall effect would not cause any major
problems as long as the slopes form the basis for the calculations.

Temperature drift: Even though steps were made to avoid temperature drift,
the potential errors will be discussed next. Taking a measurement with a decreas-
ing temperature as an example, the resistance will also decrease (at least below
TMI). If a sufficient time delay is not included, the resistance will keep decreas-
ing as the measurement starts. During the first field sweep, the system is likely
to reach the correct temperature. As the field gets back to zero, the resistance
would therefore be lower than at the initial measurement. Depending on whether
the system is cooled or warmed, the end result would be a slightly increased or
decreased slope. Similar errors may be produced by unstable bonds or fluctuating
instrument instabilities.

4.3 Bonding Scheme
Previously, the bonding configuration in Fig. 3.9 was suggested for van der Pauw
measurements. With this bonding scheme, the resistance is first measured by
channel one and subsequently by channel two4. An important premise for this
parallel coupling to work properly, is that there can be no cross-talk between the
two channels. This criteria is met if the unused channel acts like an open circuit
while the other is measuring. In reality however, samples that were bonded to both
channels at the same time sometimes resulted in a larger degree of noise than those
only bonded to one. Additionally, the producer of the equipment confirmed that
the setup was not designed to be used with the proposed bonding scheme. The
main cause of this was considered to be the fact that both channels are connected
to the same voltmeter and current source. Therefore, the electronic components
cannot be operated totally independently.

An alternative bonding approach is to remove the wires after the first mea-
surement, and rewire them in a different configuration ahead of the second. This
provides the desired values for the averaging procedures, and avoids cross-talk
between the channels. The main drawback of this solution, is that the already

4These measurements can be done in quick succession with practically no delay.
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Figure 4.12: Comparison of resistivity calculations using a horizontal and vertical
bonding configuration at 0 T and 2 T for the reference. The average value was
calculated numerically using van der Pauw’s formula. The result was obtained
when investigating the use of only a single bonding configuration.

extensive measurement times5 are close to doubled for resistivity measurements,
and increased by a factor of about 1.5 for Hall measurements: If both channels
are wired simultaneously, only a single temperature or field sweep is needed, since
data can be obtained from both channels at each step. On the contrary, rewiring
the sample requires the sweeps to be executed twice. Even though the total time
spent on resistance measurements would be almost the same for both cases, the
time consumption of the temperature/field sweeps are normally the limiting factor.

To explore the potential differences between two bonding configurations, the
rewiring approach was performed once for resistivity measurements and once for
Hall measurements. The corresponding results are discussed next with focus on
the bonding scheme.

4.3.1 Resistivity and Magnetoresistance
Fig. 4.12 shows the measured resistivity for the reference sample at 0 T and 2 T.
The measurements were performed using both a horizontal and vertical bonding
scheme. The average result was found by solving equation (3.3) numerically. The
overall shapes are relatively comparable, and the TMI values only vary by a few
percent. However, the absolute values of the two configurations differ by up to 50 %

5As an example, performing a single resistivity and magnetoresistance vs temperature sweep
from 50 – 400 K takes up to 48 hours.
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Figure 4.13: Calculated magnetoresistance at 2 T for the reference sample using
a horizontal and vertical bonding configuration. The result was obtained when
investigating the use of only a single bonding configuration.

compared to the average. Because of other potential errors, it is hard to pinpoint
the exact deviations caused by the varying bonding configurations. Furthermore
the reference sample was not perfectly square-shaped, and the sample sides were
about half the length a of the other samples. As will be discussed later on, this
increases the potential differences between the horizontal and vertical configura-
tions. Hence, the observed discrepancies might have been smaller for some of the
other samples. Nonetheless, this result emphasizes that the averaging procedures
are crucial for accurate results.

Based on the data in Fig. 4.12, the corresponding magnetoresistances were also
calculated, as can be seen in Fig. 4.13. Here, the differences are less pronounced,
and the values vary by about 10 % at the peak. This can be explained by the fact
that the magnetoresistance is calculated as a relative difference (equation (2.1))
rather than being proportional to the measured resistance. Consequently, the ob-
tained magnetoresistance values were assumed to be more precise than the resis-
tivities.

4.3.2 Hall Resistance and Carrier Density
Similarly to the above examples, Hall measurements were carried out using two
different bonding configurations, but with the sample structure BTO(5 nm)/LSMO.
The calculated Hall resistances and the corresponding curve fits have been plotted
between 125 and 275 K in Fig. 4.14. The largest errors of up to 20 % were observed
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Figure 4.14: Calculated Hall resistance for BTO(5 nm)/LSMO using two different
bonding configurations. The result was obtained when investigating the use of only
a single bonding configuration.

in the anomalous region, i.e. at high temperatures and at low fields. On the
contrary, the differences between the bonding configurations were on the order of
1 – 5 % in the linear region. As with the magnetoresistances, the small deviations
can be explained by the fact that the Hall resistance is calculated as a difference.
An important point is that a field of about 1.5 T was needed in order to produce
linear behavior above 225 K, but the curve fits were applied between 1 – 3 T at all
temperatures.

The corresponding carrier densities are shown in Fig. 4.15. Ignoring the values
above 300 K, the largest errors of about 50 % can be seen in the range 225 – 300 K,
which is in line with the findings in Fig. 4.14. Although the result has been omitted
here, changing the range of the applied curve fit to 2 – 3 T reduced the errors to
below 10 %. This functions as a reminder of the fact that the range of the curve fits
should be optimized individually instead of consistently using the region between
1 – 3 T.

In summary, including data from more than one bonding configuration seemed
to be most critical for resistivity measurements. This can be explained by the
fact that the resistivity is proportional to the reported resistances, while the other
quantities result from differences. For accurate and quantitative measurements
disregarding the optimal bonding procedures is not recommended, but a simpler
approach may be a useful tool for qualitative studies.
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Figure 4.15: Calculated carrier density for BTO(5 nm)/LSMO using two different
bonding configurations. The result was obtained when investigating the use of only
a single bonding configuration.

4.3.3 Conclusion
As a consequence of the potential problems related to a parallel bonding scheme,
usage of both channels simultaneously was avoided. Furthermore, the alternative
solution of rewiring the samples was omitted due to time constraints. Unless stated
otherwise, this means that all results referred to in this thesis are based on mea-
surements from a single bonding configuration with only one channel. Clearly,
this removes one of the strengths of van der Pauw’s method, but the above re-
sults showed that the qualitative significance is not lost. Moreover, steps were
taken to minimize the errors caused by the simplified measurement procedure. As
described in section 3.2.1, symmetric samples ideally yield the same resistance for
both configurations, which allows van der Pauw’s equation to be simplified to equa-
tion (3.8). To be able to exploit this convenience, the samples were deliberately
cut as squares. Thus, the lack of averaging should be less detrimental. Lastly, the
AC current source implies that current reversal was included indirectly for each
measurement.

4.4 General Errors
Several potential errors have already been mentioned, but the majority of them
were related to the Hall measurements. In this section, errors will be discussed that
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are of general importance for all types of measurements. This includes problems
associated with finite contact dimensions, aluminum bond formation and choice of
ETO parameters.

4.4.1 Finite Contact Dimensions
In section 3.2.4 it was stated that van der Pauw’s method assumes infinitely small
contacts, which is unrealistic in real experiments. The gold contacts formed in
this work were of approximately the same size. However, since the sample dimen-
sions differed by a factor of two, the errors were larger for smaller samples as a
consequence of the increased (D/L) ratio. Furthermore, the shape of the samples
varied slightly due to edges that were not ideally cut6. Since the non-straight edges
impacted the corner regions the most, the gold contacts were not always perfectly
square-shaped.

With respect to quantitative measurements, the Hall related uncertainties of
5 to 10 % per contact are of significant magnitude. On the other hand, they are
not expected to vary in time as long as the contacts remain intact. Additionally,
the errors are relatively controllable and easy to quantify. In summary, this means
that finite contact dimensions were not expected to undermine the qualitative use-
fulness of the results. The errors between 0.25 and 1 % per contact for resistivity
measurements were not considered to be critical in this work.

4.4.2 Aluminum Bonds
Obtaining ideal contacts both requires good electrical contact, and that the bonds
adhere to the surface and are mechanically stable. Although a simple quality check
can be made with a multimeter and through a visual inspection, it is difficult to
determine if the bonds are optimal. Repeatedly bonding to the same sample with
the same settings occasionally led to contact resistances varying by up to 10 %, but
the differences were normally on the order of 1 – 2 %.

Another complicating factor was the observation of degrading bond quality over
time. If the samples were left unused for a couple of days, the resistance had often
increased by a few percent. This was not considered to be critical for the resistivity
measurements, but may lead to noticeable errors for the Hall measurements, since
these rely on small differences. Physical degradation and aluminum oxidization
were suggested as the most probable explanations for this observation. To minimize
such problems, the measurements were performed immediately after the bonding
procedures, and new bonds were made when the resistance had increased by a few
percent compared to the first measurement.

4.4.3 ETO Parameters
Based on preliminary optimizations, the current amplitude and voltage range were
set between 0.005 – 0.01 mA and 40 – 400 mV throughout this work. This led

6The (111)-orientation of the samples complicates the cutting process. As opposed to (001)-
oriented samples there are no natural cleavage planes [124].
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to standard deviations between 0.02 – 0.1 Ω which was found to be independent
of temperature. However, a more careful optimization procedure was carried out
for the reference sample at the end of this work. With an amplitude of 0.5 V
and a voltage range of 400 mV the standard deviation was reduced by a factor
of 20, resulting in deviations on the order of 0.001 Ω. This could lead to great
improvements of the Hall calculations below 100 K.

4.5 BTO/LSMO Heterostructures
Previous sections have shown a selection of results with the goal of illustrating
important limitations or procedures related to the established of the technique.
This section is devoted to the main results that were obtained when comparing
different BTO/LSMO heterostructures.

4.5.1 Resistivity vs. Temperature
The resistivities were measured between 50 K and 400 K for all of the sample struc-
tures, and have been plotted in Fig. 4.16. The corresponding metal-insulator tran-
sition temperatures are summarized in Table 4.1. Considering the combination
of errors that was found to influence the results, comparing the absolute values
should be done with care.

The resistivities for the reference and BTO(5 nm)/LSMO are almost overlap-
ping, indicating that the BTO layer has little influence on the transport properties.
On the other hand, the sample with a thinner BTO layer is shifted towards slightly
larger resistivities. It should also be noted that the resistivity for the reference
corresponds to the average shown in Fig. 4.12. If the second bonding configura-
tion in that figure had been plotted, the reference would have overlapped with
BTO(1.26 nm)/LSMO instead. Essentially this means that the values for these
three samples lie within the expected error range, thus complicating the search for
general trends.

The large upwards shift of the resistivity for the sample with 10 nm BTO possi-
bly indicates that thicker BTO layers increases the resistivity. An even larger shift
was observed for the LSMO/BTO structures, which cannot be explained by the un-

Table 4.1: Overview of metal-insulator temperatures for each of the measured
sample structures

Sample TMI(K)
LSMO 373.9

BTO(1.26 nm)/LSMO 355.6
BTO(5 nm)/LSMO 380.5
BTO(10 nm)/LSMO: 364.5
LSMO/BTO(1.26 nm) 329.8
LSMO/BTO(5 nm) 311.7
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Figure 4.16: The resistivities plotted as a function of temperature for all of the
samples. The inset shows the resistivity for LSMO/BTO(5 nm) separately as it
was significantly larger than the rest.

certainties. The same trend can be seen when comparing the TMI values, as the two
lowest transition temperatures were obtained for the samples with LSMO on top.
Since the LSMO thickness was kept constant, these observations were attributed
lower LSMO film quality when grown on BTO rather than the STO substrates.
Moreover, the LSMO/BTO structure with the thickest BTO layer (5 nm) exhib-
ited the largest resistivities and the lowest TMI value. This indicated that the
film quality gradually got worse as the BTO thickness increased, which implies a
non-ideal epitaxial growth of BTO. Generally, a decreased film quality may involve
a lower degree of crystallinity, or the presence of defects and impurities. Such fac-
tors suppress the hopping mechanism of the itinerant carriers in LSMO, effectively
increasing the resistivity and reducing TMI .

In the literature there are several examples of measurements based on (001)-
oriented LSMO films with thicknesses between 10 – 150 nm. Similarly to the results
in Fig. 2.3, the reported resistivities range from around 0.3 mΩ · cm at 50 K, to
about 50 mΩ · cm close to 350 K [34,117,125,126]. (111)-oriented LSMO has been
reported to lie in the lower part of this range [127], which is analogous to the
results for the reference and the BTO/LSMO samples in this work. The measured
metal-insulator transition temperatures for the BTO/LSMO samples agree with
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the literature, but the values obtained from the LSMO/BTO samplers are about
20 – 60 K lower than what is normally reported.

As opposed to the first studies given as examples in section 2.4.2, no discontin-
uous jumps were observed at temperatures corresponding to the phase transitions
of BTO. The same applies to the phase transition of the STO substrates at 105 K.
In spite of this, the latter studies in that section proved that the lack of such dis-
continuities is not necessarily synonymous with zero coupling. Clearly, some of the
heterostructures in this study produced significantly different results as compared
to the reference. These variations may have been caused by a combination of errors
and varying film quality. However, they could also indicate that BTO affected the
properties of LSMO by imposing strain at the interfaces. As was shown in the first
example in section 2.4.1, BTO has already been observed to be able to change the
transport properties of LSMO via strain effects. In order to determine the origin
of these variations with greater certainty, the accuracy of the measurements needs
to be improved.

4.5.2 Magnetoresistance vs. Temperature
The calculated magnetoresistances are plotted as a function of temperature in
Fig. 4.17. Similarly to the results above, a close overlap is seen between the ref-
erence and BTO(5 nm)/LSMO. Since the errors associated with the magnetoresis-
tances were expected to stay below 10 %, this may indicate that the overlapping
resistivities was not a coincidence. Additionally, the RHEED oscillations indicated
a more ideal layer-by-layer growth for these two samples than the others7. Conse-
quently these samples were assumed to be of higher quality, hence corroborating
the assumption of better transport properties.

Focusing on the peak temperatures, the LSMO/BTO samples attained the
largest magnetoresistances in the range 275 – 285 K, which is 40 – 70 K lower
than in previous reports. The BTO/LSMO layers peaked around 330 K which is
in close agreement to previous studies [33, 126, 128]. These observations provide
further evidence which indicates that the transport properties of the LSMO layers
were altered considerably when grown on BTO. Another feature separating the
LSMO/BTO samples from the others, was the observation of wider peak regions
and larger magnetoresistances at lower temperatures. The proposed explanation of
a reduced hopping rate for these structures is likely to go in hand with an increased
degree of misalignment between the spins. Therefore, the application of an exter-
nal field may still yield a substantial magnetoresistance in the range 50 – 150 K.
Although the largest magnetoresistance was obtained for the reference sample at
around −33 %, the effect of adding BTO layers did not seem to be predictable.

4.5.3 Magnetoresistance vs. Magnetic Field
To get a broader perspective of the magnetoresistance, it was measured as a func-
tion of the applied magnetic field at a range of temperatures close to the peak

7Observed in unpublished work by Torstein Bolstad
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Figure 4.17: Comparison of the magnetoresistance as a function of temperature.
The values were calculated based on resistivity measurements at 0 T and 2 T.

value. Examples are shown for the reference sample and LSMO/BTO(5 nm) in
Fig. 4.18 and 4.19 respectively. As expected, the magnetoresistances increased
slowly at temperatures well above the peak temperatures. In the proximity of the
peaks, the magnetoresistances increased at larger rates and exhibited close to lin-
ear behavior. It was also noted that relatively high fields were required in order
to observe a significant magnetoresistance. Taking the reference as an example,
approximately 0.6 T was required in order to obtain absolute values larger than
10 % at the peak temperature. This emphasizes the practical problems related to
exploiting the CMR effect in LSMO.

An interesting observation, is the relatively large magnetoresistances for the
reference sample8. At the peak temperature in Fig. 4.18, the magnetoresistance
lies close to −45 % at 3 T, whereas previous studies have reported values between
−15 to −35 % at 5 T both for (001) [126, 129] and (111)-oriented samples [127].
Based on the the slope at 320 K and 3 T in Fig. 4.18, it is possible that an even
larger magnetoresistance would have been observed at 5 T. The most probable
explanation is considered to be a better film quality than samples with lower peak
values9.

8 The same was observed for the sample structure BTO(5 nm)/LSMO
9Further discussions regarding the film quality are not included since this was not the topic

of this work.
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Figure 4.18: Magnetoresistance plotted as a function of an external magnetic field
for the reference sample. The included temperature range was chosen in order to
capture the behavior from the minimum values to the peak at about 320 K.

0 0.5 1 1.5 2 2.5 3
0

10

20

30

360 K
350 K
340 K
330 K

320 K

310 K

300 K
290 K
280 K

Magnetic field (T)

−
M
R

(%
)

Figure 4.19: Magnetoresistance plotted as a function of an external magnetic field
for LSMO/BTO(5 nm). The included temperature range illustrates the behavior
from the minimum values to the peak at about 275 K.
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4.5.4 Carrier Density
The calculated carrier densities have been plotted separately between 50 – 400 K
in Fig. 4.20. Although varying results were obtained above 275 K and below 100 K,
the calculated carrier densities were relatively consistent between 100 – 275 K. In
this regime the carrier densities were found to slowly increase from about 1 to 2
holes/unit cell, which is comparable to the results in previous studies [20,105,123].
However, these values surpasses the theoretical expectation of 0.3 holes/unit cell
that was mentioned in section 2.1.3. This mismatch is a result of the simplifications
that were made using the one-band model. In section 2.5.2 it was noted that
electrons are known to contribute to the transport in LSMO. Thus the slope of
the Hall resistance is decreased, which means that the one-band model tends to
overestimate the carrier density. Overall, this emphasizes the fact that a two-band
model should be employed in order to obtain more accurate results.

Given the complexity of the system close to or above TC , this regime will
not be given further attention, other than stating that similar behavior has been
observed by others using the same model [20]. Once again, the reference and
BTO(5 nm)/LSMO show the same behavior, while a larger spread is seen for the
other samples. The most inconsistent result was obtained for LSMO/BTO(5 nm),
which strengthens the proposal of lower film quality for this sample. Below 100 K,
either a major increase or decrease takes place, in addition to a change of sign for
four of the samples. To the knowledge of the author, no other studies have reported
similar behavior. One explanation is that the transport properties actually changes
dramatically at low temperatures due to the crystal orientation or coupling to the
BTO layers. On the contrary, the inconsistent change of sign suggests that the
measurements are influenced by uncertainties of considerable magnitude. It has
already been stated that the impact of the standard deviations increases in this
region, which may explain the results. To confirm if these observations originated
from presently unknown mechanisms, the accuracy of the method needs to be
improved.

4.6 Mobility
The mobility was calculated using equation (2.21), which means that it is af-
fected by the errors from at least two bonding procedures (sheet resistance and
sheet carrier density). Because of this, comparing all of the calculated mobili-
ties was not considered to provide any new insights. To illustrate the general
behavior, the calculated mobilities are included only for the reference sample and
BTO(5 nm)/LSMO. These results are shown in Fig. 4.21. Ignoring the negative sign
caused by the erroneous carrier densities above 300 K, the increasing trend from 300
– 125 K is in line with the expected behavior for LSMO and LCMO [97,130]. On the
contrary, the maximum values around 0.4 – 0.5 cm2/Vs are significantly lower than
previously reported mobilities of 1.8 cm2/Vs [131] and 3.67 cm2/Vs [130]. These
studies were based (001)-oriented films with thicknesses of 200 nm and 500 nm re-
spectively. Thus, direct comparisons cannot be fully justified. Additionally, the
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Figure 4.20: Calculated carrier densities for all of the samples structures. Some of
the outlying data points are clearly caused by errors, but they were not removed
in order to illustrate the behavior at low temperatures.
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Figure 4.21: Carrier mobilities for the reference sample (a), and
BTO(5 nm)/LSMO (b).

quantitative limitations of this work makes it risky to compare absolute values di-
rectly. The decreasing mobility below 125 K is caused by the abrupt increase of
the carrier densities, which means that the behavior may be dominated by errors.
To this date, no one has reported similar results at low temperatures.





5. Conclusion

An experimental technique was established that enable characterization of electrical
transport properties of thin film heterostructures. An investigation of the electri-
cal properties of BTO/LSMO-based heterostructures was intended to complement
existing magnetic measurements in order to examine the effects of possible mag-
netoelectric coupling. The most crucial procedures were gold contact formation,
wire bonding, electrical measurements and data processing. Important quantities
such as resistivity, magnetoresistance, carrier density and mobility were examined
in the temperature range 50 – 400 K. Since LSMO is a half-metal when doped
with 30 % Sr2+ and BTO an insulator, the obtained results were dominated by
the properties of LSMO. On the other hand, the influence of the BTO layers was
studied by comparing a series of heterostructures with varying BTO thicknesses
and stacks of BTO and LSMO.

Van der Pauw’s method formed the basis for the measurements, but a simplified
version was adopted where the averaging procedure was omitted. The implications
of using only a single bonding configuration were investigated for two of the samples.
The results indicated that the resistivity was impacted to a larger degree than the
magnetoresistance and the carrier density. This observation was attributed the
fact that the resistivity is proportional to the measured resistances, while the other
transport properties are deduced from relative differences.

Analyzing the Hall measurements was complicated by the anomalous Hall ef-
fect and instrument limitations. A one-band model was utilized where the slope
of the Hall resistance in the linear region was taken as a measure of the ordinary
Hall effect. Using this approach, the calculated carrier densities were considered
to be most accurate for temperatures in the range 100 – 275 K. Close to or above
TC , the complexity of the Hall effect made it difficult to analyze the data. Below
100 K, the Hall resistances were comparable to the standard deviations of the elec-
trical measurements, which decreased the credibility of the corresponding carrier
densities.

The most detrimental errors were related to a simplified bonding scheme, in-
strument limitations, non-ideal contacts and unoptimized data processing. The
combined uncertainties were expected to be up to 50 % for the resistivity measure-
ments, and below 10 % for the magnetoresistances. However, the overall shape of
the curves and the metal-insulator transitions temperatures were regarded as rela-
tively accurate. The errors for the carrier densities were expected to lie below 20 %

71
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in the range 100 – 275 K. In summary, the established technique was suitable for
preliminary and qualitative studies, but not for quantitative investigations.

The obtained resistivities and magnetoresistances were comparable to previous
results for (001)-oriented LSMO. The reference sample exhibited a magnetoresis-
tance close to −45 % at 3 T, which surpasses the findings in similar studies. The
carrier densities were between 1 – 2 holes/unit cell, which is more than the theo-
retical expectation of 0.3 holes/unit cell. This emphasized the fact that a one-band
model is insufficient when examining the Hall effect in LSMO, and that a two-band
model is required for more accurate results.

No clear indications of magnetoelectric coupling were discovered. Since the
growth procedure was developed in parallel with this work, the films were of varying
quality which may have been responsible for many of the observed differences.
It is possible that a non-ideal epitaxial growth suppressed interactions between
the oxygen octahedra at the interfaces. Given the relatively thin films that were
studied, a potential strain-mediated coupling may have been of smaller magnitude
than noise-related errors. The only observable trend indicated that LSMO films
grown on top of BTO were of lower quality than those grown directly on the STO
substrates.

5.1 Future Prospects
In future work, improving the general accuracy can most easily be accomplished
by following der Pauw’s method more closely. This implies a complete imple-
mentation of the averaging procedures using a rewiring approach. Furthermore, a
consistent procedure should be introduced for the gold contact formation. A set
of metal masks has already been developed, but these could not be used in this
work because of improper sample dimensions. Substituting these for the manual
tape masks would reduce the uncertainties related to the slightly varying contact
sizes and shapes. With regard to optimization of the Hall measurements, the pa-
rameters related to the curve fits need to be improved. In the current state of the
developed MATLAB scripts, choosing the optimal range for the curve fits has to
be done manually. Developing an automated optimization procedure would im-
prove the results and reduce the time consumption. At the end of this work, it
was discovered that the ETO parameters could be further optimized, effectively
reducing the ETO standard deviations by a factor of up to 20. Analogously to the
curve fits, optimizing these parameters also has to be done manually. In order to
avoid such problems, a possible solution is to use the VersaLab instrument solely
for temperature and field control, and an external current source and voltmeter for
the electrical measurements.

To conclude, the established technique was found to be suitable for qualitative
studies of the electrical transport properties of thin films. If the above suggestions
are implemented, it could prove to become a valuable tool for more detailed and
quantitative studies in the future.
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Appendix A: ETO Scripts

Below three typical examples are shown for the ETO scripts. The script in Fig. A.1
was used to obtain the resistivity and magnetoresistance as a function of tempera-
ture, Fig. A.2 for magnetoresistance vs. field and Fig. A.3 for Hall measurements.

A.1 Resistivity and MR vs. Temperature

Figure A.1: Example of ETO script used to obtain data in order to calculate
resistivity and magnetoresistance vs. temperature.
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A.2 MR vs. Magnetic Field

Figure A.2: ETO script used to obtain magnetoresistance as a function of magnetic
field at a range of selected temperatures.

A.3 Hall Measurements

Figure A.3: ETO script for Hall measurements. Hall resistance, carrier density and
mobility may be deduced from the data measured by this script.



Appendix B: MATLAB Scripts

In this appendix complete versions of the MATLAB scripts and functions that were
developed are included. The codes are divided into sections according to their area
of use.

B.1 Resistivity and MR vs. Temperature

MR vs Tv5
1 %% Magnetoresistance and resistivity calculations
2 % Calculates magnetoresistance and resistivity as a function of ...

temperature
3 % using van der Pauw's method.
4

5 % Input data format:
6 % Requires resistance to be measured in a give temperature interval ...

in zero
7 % field and at a finite field value. Assumes the use of two bonding
8 % configurations, i.e. two zero field data sets and two finite field...

sets.
9 % If only one configuration is used: set1=set3 and set2=set4. See ...

ETO
10 % script "resistivity and MR vs temperature"
11 clear all
12 close all
13 clc
14 hold on
15

16 %% Switches for plots and save functions
17 plot_R_vs_T_switch = 1;
18 plot_MR_vs_T_switch = 1;
19 write_MR_to_file = 0;
20 home = 0; %Determines plot placement (1 vs 2 monitors)
21

22 %% Measurement specific constants
23 thickness = 10e-7; % Sets thickness of LSMO needed for resistivity ...

calculation
24 Ch_num = 1; % ETO channel used for the measurements
25 R_col = 7;
26 if Ch_num == 1
27 R_col = 7;

85
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28 else
29 R_col = 27;
30 end
31

32 %% Program begins
33 % Imports data from e.g. 50-400 K in zero field (set1) and 2T (set2)...

. Set3
34 % and set4 corresponds to alternate bonding configurations
35 set1 = importdata('Data/R_Tsweep\5nmBTO_10nmLSMO/5...

nmBTO_10nmLSMO_0T_400_50K_00000.dat',',',18); % With magnetic ...
field

36 set2 = importdata('Data/R_Tsweep\5nmBTO_10nmLSMO/5...
nmBTO_10nmLSMO_2T_400_50K_00000.dat',',',18); % Without ...
magnetic field

37 set3 = importdata('Data/R_Tsweep\5nmBTO_10nmLSMO/5...
nmBTO_10nmLSMO_0T_400_50K_00000.dat',',',18); % With magnetic ...
field

38 set4 = importdata('Data/R_Tsweep\5nmBTO_10nmLSMO/5...
nmBTO_10nmLSMO_2T_400_50K_00000.dat',',',18); % Without ...
magnetic field

39

40 element_num = length(set1.data(:,1));
41

42 % Calculates sheet resistance and resistivity for all points
43 [ T_data_res1, T_data_res2, sheet_resistance1, sheet_resistance2, ...

resistivity1, resistivity2] = resistivity_calc( set1,set2,set3,...
set4,thickness,R_col);

44

45 %Calculates magnetoresistance as a function of temperature
46 [ T_data_MR, MR_values] = MR_calc2(T_data_res1, T_data_res2, ...

resistivity1, resistivity2);
47

48 % Finds Metal-insultaor temperature as peak of R vs T curve
49 % Assumes only one peak, reports first peak value
50 for i = 2:length(resistivity1)
51 if resistivity1(i) > resistivity1(i-1) && resistivity1(i) > ...

resistivity1(i+1)
52 TMI = T_data_res1(i)
53 break;
54 end
55 end
56 % Calculates sheet resistance Rs at specific temperatures to be used...

for mobility calculations
57 % using the Hall script.
58 T=400; %Start temperature for Hall measurements
59 n=1;
60 T_step=25; % Size of T steps used when measuring Hall effect
61 while T>49
62 index = dsearchn(T_data_res1',T);
63 Rs(n) = sheet_resistance1(index);
64 n=n+1;
65 T=T-T_step;
66 end
67

68

69 % Plots resistivity vs T
70 if plot_R_vs_T_switch



B.1 Resistivity and MR vs. Temperature 87

71 plot_R_vs_T(1,home,T_data_res1,T_data_res2,resistivity1,...
resistivity2);

72 end
73

74 % Plots MR vs T
75 if plot_MR_vs_T_switch
76 plot_MR_vs_T(2,home,T_data_MR,MR_values);
77 end

MR calc2
1 function [ T_data_MR MR_values] = MR_calc2(T_data_res1, T_data_res2,...

resistivity1, resistivity2)
2 % Calculates magnetoresistance as (R(0) - R(H))/R(H), but the plots ...

report
3 % negative values
4

5 %-------- List of arguments:-----------
6 % T_data_res1: Temperatures at zero field
7 % T_data_res2: Temperatures at finite field
8 % resistivity1: resistivity at zero field
9 % resistivity2: resistivity at finite field

10

11 element_num = length(resistivity1);
12 n=1;
13 % Loops through all resistances at their corresponding temperatures ...

at zero
14 % field. Finds the closest temperatuer at a finite field and ...

calculates the
15 % magnetoresistance.
16 for i = 1:element_num
17 ind_closest = dsearchn(T_data_res2',T_data_res1(i));
18 if abs(T_data_res1(i)-T_data_res2(ind_closest))<.5
19 T_data_MR(n) = (T_data_res1(i)+T_data_res2(ind_closest))/2;
20 MR_values(n) = (resistivity1(i)-resistivity2(ind_closest))/...

resistivity2(ind_closest)*100;
21 n=n+1;
22 end
23 end
24 end

plot MR vs T
1 function [ ] = plot_MR_vs_T( fig_num,home,T_data_MR,MR_values )
2 % Function that plots resistivity vs T
3

4 %-------- List of arguments:-----------
5 % fig_num: Number of figure window generated by plot
6 % home: Decides position of plot windows
7 % T_data: list of temperatures for MR values
8 % MR_values: array of calculated MR values
9

10 figure(fig_num)
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11 [linestyles,MarkerEdgeColors,Markers,MarkerFaceColor ] =...
set_linestyles(10); % Imports line colors and markers for 'n' ...
lines

12 style_type = 3; %select style, choose between the linestyles ...
intiated above

13

14 if home
15 set(gcf,'position',[50,200,600,400]); %Home PC
16 else
17 set(gcf,'position',[-650,500,600,400]);
18 end
19

20 %Plots MR vs temperature
21 plot(T_data_MR,MR_values,[ '-' Markers(style_type)],'Color',...

MarkerEdgeColors{style_type},'MarkerFaceColor',MarkerFaceColor{...
style_type}); % Plots ME vs T

22 xlim ([min(T_data_MR)-10 max(T_data_MR)+10]); % x range
23 title('1.26nm BTO/10nm LSMO','FontSize',18);
24 xlabel('Temperature (K)','FontSize',20 );
25 ylabel('MR (%)','FontSize',20)
26 set(gca,'FontSize',20); %sets tick fontsize
27 box on; % Turns on box around plots
28 end

plot R vs T
1 function [ ] = plot_R_vs_T( fig_num,home,T_data_res1,T_data_res2,...

resistivity_set1,resistivity_set2)
2 % Function that plots resistivity vs T
3

4 %-------- List of arguments:-----------
5 % fig_num: number of figure window generated by plot
6 % home: Switch to decide position of plot windows
7 % T_data_res1: Temperatures at zero field
8 % T_data_res2: Temperatures at finite field
9 % resistivity_set1: resistivity at zero field

10 % resistivity_set2: resistivity at finite field
11

12 figure(fig_num)
13 hold on
14 [linestyles,MarkerEdgeColors,Markers,MarkerFaceColor ] =...

set_linestyles(10); % Imports line colors and markers for 'n' ...
lines

15 style_type = 1; %select style, choose between the linestyles ...
intiated above

16

17 if home
18 set(gcf,'position',[50,700,600,400]); %Home PC
19 else
20 set(gcf,'position',[-1250,500,600,400]);
21 end
22

23 % Plots resistivities with and without external field
24 plot(T_data_res1,resistivity_set1,[ '-' Markers(style_type)],'Color'...

,MarkerEdgeColors{style_type},'MarkerFaceColor',MarkerFaceColor...
{style_type}) % Plots R vs T for R(0) using green lines with ...
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stars
25 plot(T_data_res2,resistivity_set2,[ '-' Markers(style_type)],'Color'...

,'b','MarkerFaceColor','b') % Plots R vs T for R(H) using green...
lines with stars

26 title('1.26nm BTO/10nmLSMO','FontSize',18);
27 xlim ([min(T_data_res1)-10 max(T_data_res1)+10]); % x range
28 xlabel('Temperature (K)','FontSize',20);
29 ylabel('\rho (m\Omega-cm)','FontSize',20)
30 h_legend = legend('0 T', '2 T','Location','northwest'); % makes a ...

handle to edit properties
31 set(h_legend,'fontsize',20,'position', [0.75,0.6,0.09,0.07]); % ...

position [left,bottom,width,height]
32 set(gca,'FontSize',20); %sets tick fontsize
33 box on; % Turns on box around plots
34 end

vdP solver
1 function [ sheet_resistance , resistivity ] = vdP_solver(R1,R2,...

thickness )
2 % Solves van der Pauw's formula numerically and returns sheet ...

resistance
3 % and resistivity
4 % Algorithm taken form http://www.nist.gov/pml/div683/...

hall_algorithm.cfm
5

6 %-------- List of arguments:-----------
7 % R1: resistance 1st bonding configuration
8 % R2: resistance 2nd bonding configuration
9 % thickness: sample thickness

10

11 delta = 0.00005; % end condition
12 z0 = 2*log(2)/(pi*(R1+R2));
13 zi = delta+1;
14 while(zi-z0)/zi>delta
15 yi = 1/exp(pi*z0*R1)+1/exp(pi*z0*R2);
16 zi = z0 - ((1-yi)/pi)/(R1*exp(pi*z0*R1) +R2*exp(pi*z0*R2));
17 z0=zi;
18 end
19 sheet_resistance = 1/zi;
20 resistivity = sheet_resistance*thickness*1e3;
21 end

resistivity calc
1 function [ T_data_res1 T_data_res2 sheet_resistance1 ...

sheet_resistance2 resistivity1 resistivity2] = ...
resistivity_calc( set1,set2,set3,set4,thickness,R_col)

2

3 element_num = length(set1.data(:,1));
4 n=1;
5 for i = 1:element_num
6 ind_closest1 = dsearchn(set3.data(:,3),set1.data(i,3));
7 if abs(set1.data(i,3)-set3.data(ind_closest1,3))<.5
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8 T_data_res1(n) = (set1.data(i,3)+set3.data(ind_closest1,3))...
/2;

9 [sheet_resistance1(n), resistivity1(n) ]= vdP_solver(...
set1.data(i,R_col),set3.data(ind_closest1,R_col),...
thickness);

10 n=n+1;
11 end
12 end
13

14 n=1;
15 for i = 1:element_num
16 ind_closest2 = dsearchn(set4.data(:,3),set2.data(i,3));
17 if abs(set2.data(i,3)-set4.data(ind_closest2,3))<.5
18 T_data_res2(n) = (set2.data(i,3)+set4.data(ind_closest2,3))...

/2;
19 [sheet_resistance2(n), resistivity2(n) ]= vdP_solver(...

set2.data(i,R_col),set4.data(ind_closest2,R_col),...
thickness);

20 n=n+1;
21 end
22 end
23 end

B.2 Hall Measurements

Hallv4
1

2 %% Hall calculations and plotting
3 % Loads data for resistance vs. H at different temperatures and ...

calculates
4 % the Hall resistance (R_Hall). Only uses data from a single bonding...

configuration. A linear curve fit is used to extract the slope
5 % of the linear region corresponding to the ordinary Hall effect. ...

The slope is then used
6 % to calculate the carrier density. Calculations of the mobility ...

requires the sheet
7 % resistance to be calculated beforehand using the MR_vs_Tv5 script.
8

9 % Input data format:
10 % Requires two input files at each temperature where the first ...

contains the resistances
11 % measured from 0 -> +X Tesla end the second from 0-> -X Tesla. See ...

ETO
12 % script for Hall measurements.
13

14 close all
15 % clear all
16 hold on
17

18 %% Switches for plots and save functions etc.
19 plot_R_hall = 1;
20 plot_R_vs_H_switch = 0;



B.2 Hall Measurements 91

21 save_R_vs_H_png = 0;
22 save_RHall_vs_H_png = 0;
23 plot_mobility = 1;
24 plot_carrier_density = 1;
25 plot_lin_range = 0;
26 plot_slopes = 0;
27 plot_offsets = 0;
28 home = 1; %Determines plot placement (1 vs 2 monitors)
29 % Imports line colors and markers for better plotting clearity
30 [linestyles,MarkerEdgeColors,Markers,MarkerFaceColor ] =...

set_linestyles(16);
31 style_type = 4;
32

33 %% Measurement specific variables
34 file_numbers =15; % Number of measurements at different temperatures
35 file_start = 0; % First file to be plotted, useful when not all ...

temperatures are needed
36 reg_start_field = 10000; % Performs curve fit from the given field(...

linear region), given in Oe
37 Ch_num = 1; % ETO channel used for the measurements
38 if Ch_num == 1
39 R_col = 7;
40 else
41 R_col = 27;
42 end
43

44 %% Physical parameters
45 thickness = 10e-7; % Thickness in cm
46 q = 1.6e-19;
47

48 %% Program begins
49 %Iterates over a series of measurements at different temperatures ...

and
50 %calculates the desired quantities
51 for k=file_start:file_numbers-1
52 clear R_Hall
53

54 % Changes filename (format '****_000xx.dat') for data import
55 if k<10
56 filename1 = ['Data/Hall\5nmBTO_10nmLSMO\Hall_5nmBTO_10nmLSMO_+3...

T_0000',num2str(k),'.dat'];%Filename of positive field data
57 filename2 = ['Data/Hall\5nmBTO_10nmLSMO\...

Hall_5nmBTO_10nmLSMO_-3T_0000',num2str(k),'.dat'];%...
Filename of negative field data

58 else
59 filename1 = ['Data/Hall\5nmBTO_10nmLSMO\...

Hall_5nmBTO_10nmLSMO_+3T_000',num2str(k),'.dat'];%...
Filename of positive field data

60 filename2 = ['Data/Hall\5nmBTO_10nmLSMO\...
Hall_5nmBTO_10nmLSMO_-3T_000',num2str(k),'.dat'];%...
Filename of negative field data

61 end
62

63

64 % Imports data as struct to remove header(skip xx first lines)
65 set1 = importdata(filename1,',',18);
66 set2 = importdata(filename2,',',18);
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67

68 % Calculates Hall resistance R_Hall
69 for i=1:length(set1.data(:,1))
70 R_Hall(i) = (set1.data(i,R_col) - set2.data(i,R_col))/2;
71 end
72

73 % Stores temperatures and offsets for each of the field sweeps
74 T_data(k+1-file_start) = set1.data(1,3);
75 offsets(k+1) = set1.data(1,R_col)-set2.data(1,R_col);
76

77 %% Linear Regression
78 % Performs a linear regression for data points between the field
79 % value set by reg_start and the end value. By default every ...

point is
80 % weighted equally. The regress() function also returns lower ...

and upper
81 % bounds for the 95% confidence intervals
82 reg_start = dsearchn(set1.data(:,4),reg_start_field);
83 y= R_Hall(1,reg_start:length(set1.data(:,1)));
84 x=[ones(length(set1.data(:,1))-reg_start+1,1) set1.data(...

reg_start:length(set1.data(:,1)),4)];
85 [coeffs, coeffints] = regress(y',x);
86 slope(k+1-file_start) = coeffs(2)*2e4;
87 lin_range(k+1-file_start) = R_Hall(length(R_Hall)) - R_Hall(...

reg_start);
88

89 %% Plotting part starts
90 %Plots Hall resistance vs. field
91 if plot_R_hall
92 figure(k+1)
93 hold on
94 % Determines position of plot windows
95 if home
96 set(gcf,'position',[10+mod(k,4)*0300,940-(floor((k+1)/4...

.01)*250),300,190]);
97 else
98 set(gcf,'position',[-1270+mod(k,4)*300,750-(floor((k+1)...

/4.01)*280),300,180]);
99 end

100

101 plot((0:1.5:3),(0:15000:30000).*coeffs(2)+coeffs(1),'Color',...
MarkerEdgeColors{k-file_start+1});

102 plot(set1.data(:,4)/1e4,R_Hall,[ '-' Markers(k-file_start+1)...
],'Color',MarkerEdgeColors{k-file_start+1},'...
MarkerFaceColor',MarkerFaceColor{k-file_start+1})

103 title(['10nmLSMO at ',num2str(round(set1.data(1,3))),'K'],'...
FontSize',18);

104 xlabel('Magnetic field (T)','FontSize',20);
105 ylabel('R_{Hall} (\Omega)','FontSize',20)
106

107 %Adds temperature label at end of each curve
108 labelpoints(3.43,R_Hall(length(R_Hall))+.015,[num2str(round(...

set1.data(1,3))),' K'],'FontSize', 18);
109 set(gca,'FontSize',20);
110 box on;
111 end
112
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113 % Option to automatically save each plot as a png file
114 if save_RHall_vs_H_png
115 filename = ['images\Hall\20nmBTO_20nmLSMO\Au contacts\Hall ...

resistance/20nmBTO_20nmLSMO_RHall_vs_H_',num2str(round(...
set1.data(1,3))),'K'];

116 print(filename,'-dpng')
117 end
118

119 % Plots R vs H for each temperature
120 if plot_R_vs_H_switch
121 plot_R_vs_H(k+1,home,set1.data(:,4),set2.data(:,4),set1.data...

(:,R_col),set2.data(:,R_col),set1.data(1,3),...
save_R_vs_H_png)

122 end
123

124 % Calculates carrier density and error bars from the ...
coefficients

125 % obtained from the regression
126 if plot_carrier_density
127 carrier_density(k+1-file_start) = 1e-8/(q*thickness*coeffs...

(2));
128 lower_bound = 1e-8/(q*thickness*coeffints(2,1));
129 upper_bound = 1e-8/(q*thickness*coeffints(2,2));
130 lower_error(k+1-file_start) = abs( carrier_density(k+1-...

file_start)-lower_bound);
131 upper_error(k+1-file_start) = abs( carrier_density(k+1-...

file_start)-upper_bound);
132 end
133

134 %Calculates mobility if Rs has been found previously using ...
MR_vs_Tv5 script

135 if plot_mobility
136 mobility(k+1) = 1/(carrier_density(k+1)*Rs(k+1)*q*thickness)...

;
137 mob_lower_bound = 1/(lower_bound*Rs(k+1)*q*thickness);
138 mob_upper_bound = 1/(upper_bound*Rs(k+1)*q*thickness);
139 mob_lower_error(k+1-file_start) = abs( mobility(k+1-...

file_start)-mob_lower_bound);
140 mob_upper_error(k+1-file_start) = abs( mobility(k+1-...

file_start)-mob_upper_bound);
141 end
142 end
143

144 % Plots carrier density vs T
145 if plot_carrier_density
146 figure(file_numbers+1)
147 set(gcf,'position',[1200,500,600,400]);
148 errorbar(T_data,carrier_density./1e22,lower_error./1e22,...

upper_error./1e22,[ '-' Markers(style_type)],'Color',...
MarkerEdgeColors{style_type},'MarkerFaceColor',...
MarkerFaceColor{style_type})

149 title('5nmBTO/10nm LSMO','FontSize',18);
150 xlabel('Temperature (K)','FontSize',20);
151 ylabel('Carrier density (\times 10^{22} cm^{-3})','FontSize',20)...

;
152 ylim ([-5 12])
153 xlim ([40 410]);
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154 set(gca,'FontSize',20);
155

156 % Includes alternative right side scale for carrier density in ...
units of

157 % holes/unit cell.
158 f = @(y2) y2./3.87e-8^3./1e22;
159 y2_ticks = [-2:6]';
160 addaxis_unit(gcf,f,y2_ticks);
161 set(gca,'FontSize',20);
162 ylabel('Holes/unit cell','FontSize',20);
163 end
164

165 % Plots R_Hall(2T) calculated by the slopes found with regress()
166 if plot_slopes
167 figure(55)
168 plot(T_data,slope,[ '-' Markers(1)],'Color',MarkerEdgeColors{1},...

'MarkerFaceColor',MarkerFaceColor{1})
169 title('Slopes(2T)','FontSize',18);
170 end
171

172 % Plots the linear range of R_Hall as a function of temperature
173 if plot_lin_range
174 figure(56)
175 plot(T_data,lin_range,[ '-' Markers(1)],'Color',MarkerEdgeColors...

{1},'MarkerFaceColor',MarkerFaceColor{1})
176 xlabel('Temperature (K)','FontSize',20);
177 ylabel('Resistance (\Omega)','FontSize',20);
178 title('Linear range','FontSize',18);
179 set(gca,'FontSize',20);
180 % ylim ([0.005 0.1])
181 xlim ([40 410]);
182 end
183

184 % Plots mobility
185 if plot_mobility
186 figure(file_numbers+2)
187 set(gcf,'position',[50,100,600,400]);
188 errorbar(T_data,mobility,mob_lower_error,mob_upper_error,[ '-' ...

Markers(style_type)],'Color',MarkerEdgeColors{style_type},'...
MarkerFaceColor',MarkerFaceColor{style_type})

189 title('','FontSize',18);
190 xlabel('Temperature (K)','FontSize',20);
191 ylabel('Mobility (cm^{2}/Vs)','FontSize',20);
192 set(gca,'FontSize',20);
193 end
194

195 % Plots zero field offsets
196 if plot_offsets
197 figure(file_numbers+3)
198 set(gcf,'position',[50,100,600,400]);
199 plot(T_data,offsets,[ '-' Markers(style_type)],'Color',...

MarkerEdgeColors{style_type},'MarkerFaceColor',...
MarkerFaceColor{style_type})

200 title('','FontSize',18);
201 xlabel('Temperature (K)','FontSize',20);
202 ylabel('Resistance (\Omega)','FontSize',20);
203 set(gca,'FontSize',20);
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204 end

plot R vs H
1 function [ ] = plot_R_vs_H(fig_num,home,Hpos,Hneg,Rpos,Rneg,cur_T,...

save_R_vs_H_png )
2 % Plots Resistance vs H for each temperature
3

4 %-------- List of arguments:-----------
5 % fig_num: number of figure window generated by plot
6 % home: Determines position of plot windows
7 % Hneg:negative field values
8 % Hpos:positive field values
9 % Rpos: positive resistance values

10 % Rneg: negative resistance values
11 % cur_T: temperature for current measurement
12 % save_R_vs_H_png: switch for save function
13

14 figure(fig_num)
15 if home
16 set(gcf,'position',[10+mod(fig_num,3)*0300,940-(floor((fig_num...

+1)/3.01)*250),300,190]); %Home PC
17 else
18 set(gcf,'position',[-1270+mod(fig_num,4)*300,750-(floor((fig_num...

+1)/4.01)*280),300,180]); % Laptop
19 end
20 % Plots R values for positive and negative field values
21 plot(Hpos/1e4,Rpos,'-r*')
22 hold on
23 plot(Hneg/1e4,Rneg,'-b*')
24 title(['10nm BTO at ',num2str(round(cur_T)),'K']);
25 xlabel('Magnetic field (Tesla)');
26 ylabel('R (\Omega)')
27 set(gca,'FontSize',20); %sets tick fontsize, plots as xaxis in Tesla
28

29 % Saves current figure as png
30 if save_R_vs_H_png
31 filename = ['images\Hall\5nmTO_10nmLSMO/5...

nmTO_10nmLSMO_Hall_R_vs_H_',num2str(round(cur_T)),'K'];
32 print(filename,'-dpng') %saves current plot
33 end
34 end

B.3 MR vs. Magnetic Field

MR vs Hv2
1 %% Magnetoresistance vs. H plotting tool
2 % Calculates and plots magnetoresistance as a function of magnetic ...

field at
3 % a range of temperature
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4

5 % Input data format:
6 % Requires resistance to be measured from 0 -> x Tesla at a given ...

set of
7 % temperatures. See ETO" scrip MR vs magnetic field"
8

9 clear all
10 close all
11 clc
12 hold on
13

14 %% Switches for plots and save functions
15 plot_MR_values = 1;
16 plot_end_MR_values = 3;
17 file_numbers =9;
18 file_start = 0;
19 home = 1; %Determines plot placement (1 vs 2 monitors)
20 Ch_num = 0; % ETO channel used for the measurements
21 R_col = 7;
22 if Ch_num == 1
23 R_col = 7;
24 else
25 R_col = 27;
26 end
27 % Imports line colors and markers for better plotting clearity
28 [linestyles,MarkerEdgeColors,Markers,MarkerFaceColor ] =...

set_linestyles(16);
29 style_type = 4;
30

31 %% Program begins
32 %Iterates over a series of measurements at different temperatures
33 for k=file_start:file_numbers-1
34 %Imports data at each for each set at a given temperature
35 if k<10
36 set1 = importdata(['Data/R_Hsweep\10nmLSMO/10...

nmLSMO_R_vs_H_260_400K_0000',num2str(k),'.dat'],',',18)...
;

37 else
38 set1 = importdata(['Data/R_Hsweep\10nmLSMO/10...

nmLSMO_R_vs_H_260_400K_000',num2str(k),'.dat'],',',18);
39 end
40

41 element_num = length(set1.data(:,1));
42 %Calculates magnetoresistance vs H
43 for i=1:element_num
44 MR_values(i) = (set1.data(1,R_col)-set1.data(i,R_col))/...

set1.data(i,R_col)*100;
45 end
46 % Saves MR at highest field value for further analysis
47 MR_end_values(k+1) = MR_values(element_num);
48 T_data(k+1) = set1.data(1,3);
49

50 %Plots MR as a function of H at a given temperature
51 if plot_MR_values
52 figure(k+1)
53 if home
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54 set(gcf,'position',[10+mod(k,3)*0300,940-(floor((k+1)/3...
.01)*250),300,190]); %Home PC

55 else
56 set(gcf,'position',[-1270+mod(k,4)*300,750-(floor((k+1)...

/4.01)*280),300,180]); % Laptop
57 end
58 plot((set1.data(:,4)./1e4)',MR_values,[ '-' Markers(k+1-...

file_start)],'Color',MarkerEdgeColors{k+1-file_start},'...
MarkerFaceColor',MarkerFaceColor{k+1-file_start}) % ...
Plots positive R values for positive H

59 title([' at ',num2str(round(set1.data(1,3))),'K']);
60 % Adds temperature label at each temperature, useful for ...

many plots
61 % in same figure
62 labelpoints(3.43,MR_values(element_num)+.015,[num2str(round(...

set1.data(1,3))),' K'],'FontSize', 18);
63 xlabel('Magnetic field (Tesla)');
64 ylabel('MR (%)','FontSize',20)
65 set(gca,'FontSize',20); %sets tick fontsize, plots as xaxis ...

in Tesla
66 box on;
67 end
68 end
69

70 %Plots high field MR values at each of the temperatures
71 if plot_end_MR_values
72 figure(k+2)
73 plot(T_data,MR_end_values,'-r*')
74 title([' at ',num2str(round(set1.data(1,3))),'K']);
75 xlabel('Magnetic field (Tesla)');
76 ylabel('MR (%)','FontSize',20)
77 set(gca,'FontSize',20);
78 box on;
79 end

B.4 General Functions

set linestyles
1 function [linestyles MarkerEdgeColors Markers MarkerFaceColor] = ...

set_linestyles( n )
2

3

4 linestyles = cellstr(char('-',':','-.','--','-',':','-.','--','-',':...
','-',':',...

5 '-.','--','-',':','-.','--','-',':','-.'));
6

7 % MarkerEdgeColors=jet(n); % n is the number of different items you...
have

8 MarkerEdgeColors = {'k','b','r','g','c',[.8 .5 .3],[.5 .6 .7],[.8 .2...
.6],[.8 .1 .4],[.3 .7 .6],[.8 .1 .1],[.4 .4 .4],...

9 [.1 .1 .6],[.8 .5 .2],[.8 .5 .2],[.8 .7 .7],[.3 .5 .2],[.1 .8 .4]} ;
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10 MarkerFaceColor = {'k','b','r','g','c','m',[.5 .6 .7],[.8 .2 .6],[.8...
.1 .4],[.3 .7 .6],[.8 .1 .1],[.4 .4 .4],...;

11 [.1 .1 .6],[.8 .5 .2],[.8 .7 .7],[.3 .5 .2],[.1 .8 .4]};
12 Markers=['o','*','^','x','s','+','d','v','^','<','>','x','h',...
13 '+','o','x','<','h','.','>','p','s','d','v',...
14 'o','x','+','*','s','d','v','^','<','>','p','.'];
15 end

Additionally the externally downloaded function labelpoints.m was used in some of
the scripts. This can be downloaded at

http://www.mathworks.com/matlabcentral/fileexchange/46891-labelpoints



Appendix C: Testing Structures

Table C.1 lists the sample structures that were used for testing purposes during
the establishment of the technique. Since these were harmed in the process, they
were not used in the final study.

Table C.1: Sample structures used for testing purposes during the establishment
of the technique.

Sample
20 nm LSMO

BTO(20 nm)/LSMO(10 nm)
BTO(20 nm)/LSMO(20 nm)
BTO(100 nm)/LSMO(10 nm)
LSMO(10 nm)/LSMO(10 nm)
LSMO(10 nm)/BTO(20 nm)
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