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#### Abstract

The lattice Boltzmann method has been widely used as a solver for incompressible flow, though it is not restricted to this application. More generally, it can be used as a compressible Navier-Stokes solver, albeit with a restriction that the Mach number is low. While that restriction may seem strict, it does not hinder the application of the method to the simulation of sound waves, for which the Mach numbers are generally very low. Even sound waves with strong nonlinear effects can be captured well. Despite this, the method has not been as widely used for problems where acoustic phenomena are involved as it has been for incompressible problems.

The research presented this thesis goes into three different aspects of lattice Boltzmann acoustics. Firstly, linearisation analyses are used to derive and compare the sound propagation properties of the lattice Boltzmann equation and comparable fluid models for both free and forced waves. The propagation properties of the fully discrete lattice Boltzmann equation are shown to converge at second order towards those of the discrete-velocity Boltzmann equation, which itself predicts the same lowest-order absorption but different dispersion to the other fluid models.

Secondly, it is shown how multipole sound sources can be created mesoscopically by adding a particle source term to the Boltzmann equation. This method is straightforwardly extended to the lattice Boltzmann method by discretisation. The results of lattice Boltzmann simulations of monopole, dipole, and quadrupole point sources are shown to agree very well with the combined predictions of this multipole method and the linearisation analysis. The exception to this agreement is the immediate vicinity of the point source, where the singularity in the analytical solution cannot be reproduced numerically.

Thirdly, an extended lattice Boltzmann model is described. This model alters the equilibrium distribution to reproduce variable equations of state while remaining simple to implement and efficient to run. To compensate for an unphysical bulk viscosity, the extended model contains a bulk viscosity correction term. It is shown that all equilibrium distributions that allow variable equations of state must be identical for the one-dimensional D1Q3 velocity set. Using such a D1Q3 velocity set and an isentropic equation of state, both mechanisms of nonlinear acoustics are captured successfully in a simulation, improving on previous isothermal simulations where only one mechanism could be captured. In addition, the effect of molecular relaxation on sound propagation is simulated using a model equation of state. Though the particular implementation used is not completely stable, the results agree well with theory.


## Preface

There are a few things that I would like to tell you about this thesis before you dive in.

This thesis is split into two parts. Part I covers the underlying theory: Fluid mechanics, acoustics, the kinetic theory of gases, and finally the lattice Boltzmann method itself. Part II builds directly on this background, and covers the research that was done in the course of my ph.d. project.

Throughout this thesis you will occasionally see small notes in the margin. Whenever new and important terms are introduced, these margin notes give a short definition. Occasionally, these notes may be repeated for various reasons: Readers may have skipped past a previous definition in an earlier chapter, a different formulation might make more sense in light of the surrounding text, or I may simply have considered a concept critical enough to repeat.

At conferences I have surprisingly often met other students who tell me that they have used my Master's thesis to learn the lattice Boltzmann method. This has been tremendously inspiring, and has led me to take extra care to make Part I of the thesis thorough (though hopefully not off-puttingly thorough) and readable. As introductions to the lattice Boltzmann method that are easily readable, thorough, and freely available are thin on the ground, one of my goals has been to make Part I just such an introduction. I hope that I have succeeded in this goal, though this is of course up to you to decide.

While my Master's thesis will still offer a quicker and simpler introduction to the lattice Boltzmann method, Part I of this thesis puts more emphasis on the physical background of the method, which is in my opinion essential to truly understand it.

This thesis is submitted to the Norwegian University of Science and Technology (NTNU) in partial fulfilment of the requirements for the degree of Philosophiae Doctor (ph.d.). The ph.d. project ran for four years, with one year spent on teaching duties. The work was carried out at the Acoustics Research Center at the Department of Electronics and Telecommunications, with Professor Ulf Kristiansen as supervisor.

I hope you find it interesting.
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## Part I

## Background

## 1 Introduction

Many scientific articles on the lattice Boltzmann method begin with a fairly dense paragraph on the method and its capabilities, which typically goes something like this:

The lattice Boltzmann (LB) method is a recent advance in computational fluid dynamics (CFD). While traditional CFD methods directly discretise and solve the macroscopic equations of fluid mechanics, the LB method solves a discrete kinetic equation which reproduces the fluid mechanics equations in the macroscopic limit. It is straightforward to implement and parallelise efficiently, while being versatile enough to simulate multiphase flows, multicomponent flows, flows of complex fluids, flows in complex geometries such as porous media, thermal flows, and turbulent flows.

A paragraph this succinct can of course not give a full picture of the method. However, it does manage to paint much of this picture in broad strokes. Let us now paint some of the finer strokes by expanding on the three sentences of this paragraph.

As the first sentence states, the LB method has not been around for as long as most other CFD methods. Historically, it grew out of the field of

Cellular automaton A discrete model with very simple rules that can typically result in very complex behaviour

## Lattice gas

A cellular automaton for simulating gases, based on particles moving around on a lattice, their collisions conserving mass and momentum
cellular automata, and specifically lattice gases, which we will look at briefly in section 1.1.2. The first lattice gas was described in 1973 [1], though it was not until 1986 that a lattice gas that could be used to correctly simulate fluid flow was proposed [2]. An article was published soon after in 1988 on a modification to lattice gases in order to avoid some of their problems when simulating fluid flow [3]. This article can be considered the first article on the lattice Boltzmann method.

The second sentence of the paragraph implies that the LB method solves the equations of fluid mechanics indirectly by solving something else, something simpler. While this may seem too good to be true, there is indeed a good physical reason why it works. The lattice Boltzmann method is a discretisation of the Boltzmann equation, an equation which describes gases at a more detailed level than the equations of fluid mechanics, while still having a simpler form. If we smooth away these details in the right way, we end up with the equations familiar from fluid mech-
anics. In section 1.1 we will look at the relation between the different descriptions of a gas.

As for the third sentence, it is a truth with modifications. It is indeed true that the basic LB method is both simple and fairly powerful. However, it is almost a truism that if you take something simple and bolt on something complex, the end product becomes complicated. LB models that are more accurate or that can capture more complex physics are indeed more difficult to understand and to implement. Even so, capturing complex physics using LB may still be simpler than when using more traditional CFD methods. Finally, while parallelising LB for simple cases is not difficult, such simple parallelisations can become quite inefficient for more complex cases; general and efficient parallelisation of LB is difficult [4].

The rest of this introductory chapter is split into two sections. The first section introduces the different scales, or levels of detail, at which we can describe matter, and the connection between these scales for gases. A very simple lattice gas model for tracking the molecules of a gas is described, and the connection to the less detailed but more useful lattice Boltzmann method is hinted at. The discussion in this section is kept at as simple a level as possible. The second section describes this thesis, going into its aims, its structure, other publications by the author during the same research project, and its mathematical notation.

### 1.1 Microscopic, mesoscopic, and macroscopic scales

Consider a glass of water. To the human senses, the water seems continuous and uniform. If we were able to look at the fluid at size scales on the order of nanometers, though, we would see that the fluid is neither continuous nor uniform; it consists of invididual molecules which are constantly shifting around. We would be able to see that some areas of this cloud of molecules are denser than others, as sketched in Figure 1.1. However, since our eyesight is far from good enough to perceive this level of detail, this non-uniformity is evened out due to the law of large numbers, and we perceive the water as uniform.

We usually describe the properties and movement of the water using tangible terms like density and, if the glass of water is stirred, fluid velocity. This coarse level of detail which we can percieve directly, we call the macroscopic scale. The equations of fluid mechanics, which describe how these macroscopic variables evolve, are correspondingly equations for the macroscopic scale.

In the microscopic scale, we look at a much more complete (and probably overwhelming!) level of detail. Instead of regarding the fluid as a smooth continuum, we look at all the different molecules of which it consists. Each molecule, indexed by $i$, has a mass $m_{i}$, a position $x_{i}=\left(x_{i}, y_{i}, z_{i}\right)$,

## Parallelising

Separating a computer program into pieces that can run in parallel, which may increase its speed as the pieces can be run simultaneously on several different processors


Figure 1.1: Molecules in a glass of water. When zooming in far enough, we see that the fluid is not quite uniform.
a velocity $\xi_{i}$, in addition to additional variables to describe its internal state: typically its rotation and its vibration. The motion of each of these molecules can be described by Newton's laws of motion, though some quantum mechanics must also be applied if the internal configuration is considered.

### 1.1.1 Connection

Since the microscopic and macroscopic pictures describe the same physical system, it must be possible to link them somehow. Somehow, the wildly fluctuating microscopic world must tell us something about the smooth and continuous macroscopic world.

To link them, we must consider the expectation values of the microscopic system. Thus, the macroscopic mass density $\rho(x, t)$ at position $x$ and time $t$ is found by adding up the mass $m_{i}$ of the particles that we would expect to find in a tiny volume $V$ at $\boldsymbol{x}$, such as the rightmost volume in Figure 1.1. Mathematically,

$$
\begin{equation*}
\rho(x, t)=\lim _{V \rightarrow 0} \mathrm{E}\left(\frac{1}{V} \sum_{x_{i} \in V} m_{i}\right) . \tag{1.1a}
\end{equation*}
$$

Similarly, the momentum density can be found from adding the momentum $m_{i} \boldsymbol{\xi}_{i}$ of each particle in the volume,

$$
\begin{equation*}
\rho \boldsymbol{u}(x, t)=\lim _{V \rightarrow 0} E\left(\frac{1}{V} \sum_{x_{i} \in V} m_{i} \boldsymbol{\xi}_{i}\right) \tag{1.1b}
\end{equation*}
$$

Finally, the energy density can be found by adding the kinetic energy $\frac{1}{2} m_{i}|\boldsymbol{\mathcal { F }}|^{2}$ of each particle,

$$
\begin{equation*}
\rho E(x, t)=\lim _{V \rightarrow 0} E\left(\frac{1}{2 V} \sum_{x_{i} \in V} m_{i}\left|\boldsymbol{\xi}_{i}\right|^{2}\right) . \tag{1.1c}
\end{equation*}
$$

If we know the density and the momentum density, then we can obviously directly find the fluid velocity as $u=\rho u / \rho$.

If the fluid is at rest with $u=0$, the particles are still in motion at the microscale. However, their directions of velocity are equally distributed, so that the vector sum in (1.1b) is zero. The energy density (1.1c) is not zero; it measures the intensity of the internal particle motion in the gas. We shall later see in Chapter 3 that it is related to the temperature.

There is also the mesoscopic scale, where the level of detail is somewhere between the extremely detailed microscopic scale and the tangible macroscopic scale. Instead of tracking every particle, we track the distribution of particles. While this is a fairly abstract concept, we will give an example of this at the end of section 1.1.2 and go on to describe the theory of gases at the mesoscopic scale, known as the kinetic theory of gases, in Chapter 3.

On the microscopic and mesoscopic scales, ideal gases are by far the simplest type of fluid to deal with. In a gas which is not too dense, the molecules are far enough apart that their interaction is approximately always through one-on-one collisions. For a very dense gas, the molecules are much closer together and the assumption that collisions are always one-on-one is no longer a sufficient approximation. Things are even more difficult in liquids, where the molecules are held close to each other by intermolecular attracting forces, meaning that there is a continuous interaction between the molecules. The field of kinetic theory is therefore most well-developed for dilute gases; the kinetic theory of liquids is a much more difficult topic [5].

On the macroscopic scale, though, the difference between gases and liquids is much less clear, as the same equations hold for both. The difference is manifested mainly by a difference in material parameters. For instance, liquids tend to have a significantly higher speed of sound than gases.

For a gas which is not too dense, then, the different levels of description are connected as shown in Figure 1.2. The most detailed description is on the microscopic scale, and this can be approximated via mesoscopic kinetic theory to find the equations of macroscopic fluid mechanics.*

We can see the general equations of fluid mechanics as splintering into two different, incompatible descriptions, depending on which approximations are taken. For engineering fluid mechanics where fluid flows are the topic, the fluid is almost always assumed to be incompressible. Incompressibility means that the density is constant, which is incompatible with the compressible phenomenon of sound. For acoustics, the fluid is almost always assumed to be at rest or nearly so, with sound waves disturbing the fluid only very slightly.

In this thesis, we will only barely look into the microscopic description, and incompressible fluid mechanics will be mentioned only in passing. We will be looking primarily at kinetic theory, general fluid mechanics,

[^0]

Figure 1.2: The hierarchy of descriptions of a gas. This thesis will focus on the three highlighted descriptions.


Figure 1.3: The six possible particle velocities in the FHP lattice gas
and acoustics. This will differentiate this thesis somewhat from most of the lattice Boltzmann literature, which is focused on applications in incompressible fluid mechanics.

### 1.1.2 A simple microscopic model: The FHP lattice gas

A lattice gas is a microscopic model which attempts to simulate the behaviour and interaction of the individual particles in a gas in as simple a fashion as possible. In the following, we will go briefly through the FHP model from 1986 [2], named after its inventors Frisch, Hasslacher, and Pomeau. This is the simplest possible lattice gas which can reproduce the behaviour of a fluid.

## Rules

In a lattice gas, a large number of particles exist on a lattice, a regular grid of nodes. In the FHP model, this lattice is hexagonal; lattice gases
on square lattices turned out to be unable to reproduce correct fluid behaviour. Each particle has one out of six possible velocities shown in Figure 1.3, which point from the particle's current node to a neighbouring node. In each node, zero to six particles may be present simultaneously as long as they all have unique velocities.

Every time that the clock ticks forwards by one time step $\Delta t$, two rules are applied:

- Streaming. All particles move from their current node to the neighbouring node in the direction of their velocity vector.
- Collision. If two or three particles meet head on in a node, their outgoing velocities are changed from their incoming velocities. The two-particle case has two possible resolutions which are chosen at random with equal probability.

These rules are illustrated in Figure 1.4. After the streaming step, particles in each node may collide, and after the collision step, particles are prepared to stream to neighbouring nodes. Later versions of the FHP model introduced particles at rest (where $\boldsymbol{\xi}_{i}=0$ ) and additional collision types, but we will not go into these here.

Both rules are in accordance with fundamental mechanical laws. The streaming rule embodies Newton's first law; the particles' velocities are constant until forces are applied to them in collisions. Within each node, these collisions obey the conservation of mass $\sum_{i} m_{i}$, momentum $\sum_{i} m_{i} \boldsymbol{\xi}_{i}$, and energy $\sum_{i} m_{i}\left|\boldsymbol{\xi}_{i}\right|^{2} / 2$.

## Macroscopic variables and statistical noise

Since a lattice gas is a microscopic model, the mass and momentum in the nodes of the system will always be fluctuating, even when the system is at an equilibrium.* While this statistical noise is a desired property if such fluctuations are the topic of study, they are highly undesired when trying to simulate nice and smooth fluid flows.

To use this model to predict anything on the macroscopic scale, we would need to approximate the expectation values in (1.1) somehow. Several methods may be used in order to do this. One such method utilises the law of large numbers by averaging over several nearby nodes, which can be compared with expanding the small volume $V$ in (1.1). Another is averaging the results over several time steps. These two methods will indeed reduce the statistical noise, at the cost of smoothing out the macroscopic solution slightly. In order to reduce this smoothing, the simulation resolution could be increased, putting more nodes inside the
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(b) Double collision rule; the resolutions are chosen randomly with equal probability

(c) Triple collision rule

Figure 1.4: Rules of the FHP model. Incoming and outgoing particles, i.e. particles before and after the collision step, are represented with arrows pointing into and out of nodes, respectively.
same physical space. A third, quite demanding, method is to simultaneously simulate several similar systems such that each system is initialised with the same macroscopic state but different microscopic states. The macroscopic variables can be estimated by averaging the results over this ensemble of systems.

Still, the problem of statistical noise can only ever be reduced in these ways, never entirely removed. Lattice gas simulations of fluid flow typically end up with a significant amount of noise in their results [6, 7], limiting their usefulness.

## Towards the mesoscopic scale

A clever solution to the problem of statistical noise was found independently by different groups [3, 8]. Instead of tracking particles that are either there or not there, it is possible to track particle distributions; essentially the expectation value of the number of particles. If we hypothetically had an ensemble of infinitely many similar systems, the particle distribution can be seen as the average over the systems of the particle number in each state. In another sense, it is the probability of finding a particle in that state. For example, if the particle distribution is 0 for a certain position, time, and particle velocity, there is never a particle in that particular state. If the particle distribution is 1 , there is always a particle in that state.

This particle distribution function is usually denoted as $f_{i}(\boldsymbol{x}, t)$. i now indexes the different possible velocities $\boldsymbol{\xi}_{i}$ (six for the FHP lattice gas) instead of different particles. Thus, $f_{i}(x, t)$ can be seen as the probability of finding a particle with velocity $\xi_{i}$ at position $x$ and time $t$. We have now gone from the microscale lattice gas to a corresponding mesoscale description.

The lattice Boltzmann method was historically derived in this way, as a modification to lattice gases using the distribution function $f_{i}$. We could now proceed along these lines to fully derive the lattice Boltzmann method,* but there is also another, more physical, way to derive it from the kinetic theory of gases. This thesis will follow the latter type of derivation, as this gives a very valuable insight into the underlying physical aspects and their connection to the numerical method.

We will therefore stop here for now, and leave this discussion as an example of a mesoscale description of a gas. We will pick up this thread again in Chapter 3, where we will look at the kinetic theory of gases. In Chapter 4, the lattice Boltzmann method will be derived as a discretisation of the Boltzmann equation, a cornerstone equation of this kinetic theory.
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### 1.2 This thesis

Let us now take a break from the theory to consider the purpose and the structure of this thesis.

### 1.2.1 Goals

There are two relevant sets of goals here. The first set is the goals of the ph.d. research project that underlies this thesis, and the second set is the goals of the thesis itself.

## Project goals

The title of the research project was Acoustic properties and methods of lattice Boltzmann. The project had two goals. First, to improve the current understanding of the propagation of sound waves in LB simulations. Second, to find new and develop existing methods for LB acoustics.

## Thesis goals

The primary goal of this thesis is of course to present the research that was done in the course of the research project. By exploiting the additional space afforded by a thesis, the idea is to present the research in a more comprehensive and comprehensible fashion than scientific articles allow for. The hope is to make this research as simple as possible to understand and to develop further.

The secondary goal is to attempt to give a clearly written, reasonably thorough, and freely available introduction to the lattice Boltzmann method. A fair amount of introduction would anyhow be necessary in this thesis as background for the research. Extending that introduction makes it more valuable for other people who are trying to learn the fundamentals of the lattice Boltzmann method.

### 1.2.2 Thesis structure

This thesis is divided into two main parts. Part I contains background material for Part II, including an introduction to the lattice Boltzmann method and its underlying physics. Part II describes the results of the research that was carried out in the course of the project. The structure of the thesis and the main information flow between the different chapters and parts is shown in Figure 1.5.

The thesis contains the following eight chapters:

## Part I: Background

Ch. 1 Introduction: This chapter.


Figure 1.5: The structure of the thesis. The arrows represent the main flow of information.

Ch. 2 Fundamental theory: Introduction to index notation, fluid mechanics, and acoustics
Ch. 3 The kinetic theory of gases: The mesoscopic description of a gas and its connection to fluid mechanics
Ch. 4 The lattice Boltzmann method: Derivation of LB from kinetic theory and description of its basics

## Part II: Research

Ch. 5 Acoustic linearisation analysis: Derivation and comparison of the sound propagation properties of various fluid models, including LB
Ch. 6 Mesoscopic acoustic sources: Derivation of mesoscopic sound sources that can be implemented in LB
Ch. 7 Variable equation of state: An extended LB model that allows changing the fluid's equation of state and bulk viscosity is applied to simulate nonlinear acoustics and molecular relaxation
Ch. 8 Discussion and conclusion: A summary of the research and some ideas on how it may be continued

### 1.2.3 Related published articles

In the course of this ph.d. project, five scientific articles have been published. All were written solely by this author, and all are freely and legally available online at this time of writing. In chronological order, they are:

The lattice Boltzmann method in acoustics (2010)
Proceedings of the 33rd Scandinavian symposium on physical acoustics
Abstract: The lattice Boltzmann method, a method based in kinetic theory and used for simulating fluid behaviour, is presented with particular regard to usage in acoustics. A point source method of generating acoustic waves in the computational domain is presented, and simple simulation results with this method are analysed. The simulated waves' transient wavefronts in one dimension are shown to agree with analytical solutions from acoustic theory. The phase velocity and absorption coefficients of the waves and their deviations from theory are analysed. Finally, the physical time and space steps relating simulation units with physical units are discussed and shown to limit acoustic usage of the method to small scales in time and space.

Comments: This article uses the LB point source presented in [9] to simulate sound waves propagating in 1D, 2D, and 3D. This point source is inferior to the mesoscopic source method presented in Chapter 6, for reasons that will be explained in that chapter. Nevertheless, the article was a first step to some results that are given in Chapters 5 and 6. The limit described in the abstract's final sentence has turned out to be less bad than assumed; in Chapter 6 we will see that using another particle collision model softens the constraints causing this limit.

Viscously damped acoustic waves with the lattice Boltzmann

Abstract: Acoustic wave propagation in lattice Boltzmann Bhatnagar-Gross-Krook simulations may be analysed using a linearization method. This method has been used in the past to study the propagation of waves that are viscously damped in time, and is here extended to also study waves that are viscously damped in space. Its validity is verified against simulations, and the results are compared with theoretical expressions. It is found in the infinite resolution limit $k \rightarrow 0$ that the absorption coefficients and phase differences between density and velocity waves match theoretical expressions for small values of $\omega \tau_{v}$, the characteristic number for viscous acoustic damping. However, the phase velocities and amplitude ratios between the waves increase incorrectly with $\left(\omega \tau_{\nu}\right)^{2}$, and agree with theory only in the inviscid limit $k \rightarrow 0, \omega \tau_{v} \rightarrow 0$. The
actual behaviour of simulated plane waves in the infinite resolution limit is quantified.
Comments: This article partially forms the basis of Chapter 5. The numerical results in this article are improved and given analytically in that chapter.

## Sound propagation properties of the discrete-velocity Boltzmann equation (2013) <br> Communications in Computational Physics 13, pp. 671-684


#### Abstract

As the numerical resolution is increased and the discretisation error decreases, the lattice Boltzmann method tends towards the discretevelocity Boltzmann equation (DVBE). An expression for the propagation properties of plane sound waves is found for this equation. This expression is compared to similar ones from the Navier-Stokes and Burnett models, and is found to be closest to the latter. The anisotropy of sound propagation with the DVBE is examined using a two-dimensional velocity set. It is found that both the anisotropy and the deviation between the models is negligible if the Knudsen number is less than 1 by at least an order of magnitude.


Comments: This article also partially forms the basis of Chapter 5.

## Acoustic multipole sources for the lattice Boltzmann <br> method (2013) <br> Physical Review E 87, p. 023306

Abstract: By including an oscillating particle source term, acoustic multipole sources can be implemented in the lattice Boltzmann method. The effect of this source term on the macroscopic conservation equations is found using a Chapman-Enskog expansion. In a lattice with q particle velocities, the source term can be decomposed into q orthogonal multipoles. More complex sources may be formed by superposing these basic multipoles. Analytical solutions found from the macroscopic equations and an analytical lattice Boltzmann wavenumber are compared with inviscid multipole simulations, finding very good agreement except close to singularities in the analytical solutions. Unlike the BGK operator, the regularized collision operator is proven capable of accurately simulating two-dimensional acoustic generation and propagation at zero viscosity.
Comments: This article partially forms the basis of Chapter 6.

Acoustic multipole sources from the Boltzmann equation (2013) [14] Proceedings of the 36th Scandinavian symposium on physical acoustics
Abstract: By adding a particle source term in the Boltzmann equation
of kinetic theory, it is possible to represent particles appearing and disappearing throughout the fluid with a specified distribution of particle velocities. By deriving the wave equation from this modified Boltzmann equation via the conservation equations of fluid mechanics, multipole source terms in the wave equation are found. These multipole source terms are given by the particle source term in the Boltzmann equation. To the Euler level in the momentum equation, a monopole and a dipole source term appear in the wave equation. To the Navier-Stokes level, a quadrupole term with negligible magnitude also appears.

Comments: This is a companion article to the previous article, also partially forming the basis of Chapter 6. A preprint was published at arXiv.org [15], with identical content but different formatting.

## Acoustic equations of state for simple lattice Boltzmann velocity sets

 Submitted to Communications in Computational PhysicsAbstract: The most widely used lattice Boltzmann (LB) method uses an isothermal equation of state. This is not sufficient to simulate a number of acoustic phenomena where the equation of state cannot be approximated as linear and constant. It is possible to implement variable equations of state by altering the LB equilibrium distribution. For simple velocity sets with velocity components $\xi_{i \alpha} \in\{-1,0,1\}$ for all $i$, these equilibria necessarily cause error terms in the momentum equation. These error terms are shown to be either correctable or negligible at the cost of weakening the compressibility further. For the D1Q3 velocity set the equilibrium distribution is shown to be unique. Its sound propagation properties are found for both forced and free waves with applicability beyond D1Q3. Finally, the equilibrium distribution is applied to a nonlinear acoustics simulation where both mechanisms of nonlinearity are simulated with good results, proving that the compressibility of the method is still sufficiently strong even for nonlinear acoustics.

Comments: This article covers several of the topics of Chapter 7, though in a more concise manner that allows for a clearer exposition.

### 1.2.4 Mathematical notation and list of symbols

In this thesis, some accents, subscripts and superscripts of symbols used in the matematical notation carry a certain meaning. These are shown in Table 1.1. Note that no notational difference is used between vectors, matrices, or higher-order tensors, as all are tensors.

This thesis makes extensive use of index notation, a style of notation commonly used in fluid mechanics as an alternative to vector and tensor notation. This style of notation will be explained in section 2.1

Table 1.1: Accents, subscripts and superscipts, applied to the example symbol $\lambda$

| Mark | Description |
| :---: | :--- |
| $\lambda$ | Vector or tensor |
| $\lambda_{\alpha}$ | Arbitrary element of a spatial first-order tensor (vector) $\lambda$ |
| $\lambda_{\alpha \beta}$ | Arbitrary element of a spatial second-order tensor (matrix) $\lambda$ |
| $\lambda_{\alpha \beta \gamma}$ | Arbitrary element of a spatial third-order tensor $\lambda$ |
| $\lambda_{0}$ | Rest state value or ideal value of $\lambda$ |
| $\lambda^{\prime}$ | Deviation from rest state; $\lambda=\lambda_{0}+\lambda^{\prime}$ |
| $\lambda^{\star}$ | Amplitude of the deviation $\lambda^{\prime}$ |
| $\lambda^{(0)}$ | Equilibrium value |
| $\lambda^{n}$ | nth order perturbation around equilibrium value |
| $\lambda^{\text {neq }}$ | Nonequilibrium value $\lambda-\lambda^{(0)}$ |
| $\lambda_{\text {ph }}$ | Value of $\lambda$ in physical units |
| $\lambda_{\text {la }}$ | Value of $\lambda$ in simplified lattice units |
| $\lambda$ | Nondimensionalised value |
| $\hat{\lambda}$ | Complex phasor or related quantity |

Throughout a mathematical text of this size, a large number of mathematical symbols must necessarily be defined. In order to stay as consistent as possible with the literature, some symbols have received several different meanings, though an effort is made in the text to avoid confusion. For future reference, the symbols that are used repeatedly throughout this thesis are shown in Table 1.2.

Table 1.2: Regularly used symbols throughout this thesis

| Symbol | Description |
| :---: | :---: |
| A | Multipole transformation matrix |
| $b$ | Bulk viscosity correction constant |
| B | Particle source basis |
| $\mathcal{B}_{i}$ | Bulk viscosity correction term |
| c | Speed of sound |
| $c_{0}$ | Ideal, small-signal speed of sound |
| $c_{\xi}$ | Velocity set constant (equals $c_{0}$ outside Chapter 7) |
| $c_{\text {i }}$ | Isothermal speed of sound (equals $c_{0}$ outside Chapter 7) |
| $c_{V}$ | Heat capacity at constant volume |
| $c_{p}$ | Heat capacity at constant pressure |
| d | Number of spatial dimensions |
| $d_{\text {i }}$ | Number of inner degrees of freedom |
| $d_{\text {tot }}$ | Total number of degrees of freedom |
| $e$ | Internal energy |
| E | Total energy |
| $\mathrm{E}(\ldots)$ | Expectation value |
| $f$ | Distribution function |
| $f_{i}$ | Discrete-velocity distribution function |
| $\bar{f}_{i}$ | Modified discrete-velocity distribution function |
| $F^{(0)}$ | Rest state distribution function |
| $F$ | Body force |
| G | Green's function |
| $h$ | Enthalpy |
| H | Excitation fraction of an inner degree of freedom |
| $\mathcal{H}$ | Boltzmann entropy function |
| j | Particle source term |
| $j_{i}$ | Discrete-velocity particle source term |
| J | Moment of particle source term |
| $k_{\text {B }}$ | Boltzmann constant |
| Kn | Knudsen number |
| $m$ | Molecular mass |
| $m$ | Moment vector |
| M | Moment transformation matrix |
| Ma | Mach number |
| $p$ | Pressure |
| Pr | Prandtl number |
| $q$ | Heat flux |
| Q | Mass source term |
| $R$ | Specific gas constant $k_{\mathrm{B}} / m$ |
| $s$ | Entropy |
| S | Heaviside step function |
| S | Strain rate tensor |
| $t$ | Coordinate in time |
| $t_{\text {mfp }}$ | Mean free time between collisions |
| $t_{\mathrm{r}}$ | Retarded time $t-x / c_{0}$ |
| $t_{\text {shock }}$ | Lossless plane-wave shock formation time |
| T | Temperature |
| T | MRT relaxation matrix |
| $\mathcal{T}$ | Acoustic multipole tensor |
| u | Fluid velocity |
| $v$ | Peculiar velocity $\boldsymbol{\xi}-\boldsymbol{u}$ |
| V | Volume |


| $w_{i}$ | Weighting coefficient |
| :---: | :---: |
| w | Complex error function, aka. Faddeeva function |
| W | Window function |
| $x$ | Coordinate in physical space |
| $x_{\text {mfp }}$ | Mean free path between collisions |
| $\begin{gathered} x_{\text {shock }} \\ X \end{gathered}$ | Lossless plane-wave shock formation distance Acoustic viscosity number $\omega_{0} \tau_{v}$ |
| $X_{\mathrm{m}}$ | Acoustic relaxation number $\omega_{0} \tau_{\mathrm{m}}$ |
| $\alpha_{x}$ | Spatial absorption coefficient |
| $\alpha_{t}$ | Temporal absorption coefficient |
| $\beta$ | Coefficient of nonlinearity |
| $\gamma$ | Heat capacity ratio $c_{p} / c_{V}$, aka. adiabatic index |
| $\Gamma$ | Bulk viscosity correction tensor |
| $\delta_{\alpha \beta}$ | Kronecker delta |
| $\delta(x)$ | Dirac delta function |
| $\Delta x$ | Spatial resolution |
| $\Delta t$ | Temporal resolution |
| $\epsilon$ | Chapman-Enskog smallness parameter |
| $\varepsilon$ | Macroscopic smallness parameter |
| $\kappa$ | Thermal conductivity |
| $\lambda$ | Acoustic wavelength |
| $\mu$ | Dynamic shear viscosity |
| $\mu_{\text {B }}$ | Dynamic bulk viscosity |
| $v$ | Kinematic shear viscosity |
| $\nu_{\text {B }}$ | Kinematic bulk viscosity |
| $\xi$ | Particle velocity or coordinate in velocity space |
| $\mathfrak{\xi}_{i}$ | Discrete particle velocity |
| $\Pi$ | Moment of $f$ |
| $\check{\Pi}$ | Moment of $f_{i}$, if inequal to the corresponding $\Pi$ |
| $\rho$ | Mass density |
| $\sigma$ | Stress tensor |
| $\sigma^{\prime}$ | Deviatoric stress tensor |
| $\tau$ | Kinetic relaxation time |
| $\tau_{v}$ | Viscous relaxation time |
| $\tau_{\kappa}$ | Thermal relaxation time |
| $\tau_{\mathrm{m}}$ | Molecular relaxation time |
| $\Omega$ | Collision operator |
| $\Omega$ | Collision matrix |

## 2 Fundamental theory

To ensure that this thesis is approachable for people from various scientific backgrounds, we will first go through some of the fundamental theory of fluid mechanics and acoustics before delving into the specifics of kinetic theory and the lattice Boltzmann method. Some of the topics in this chapter will be covered in more detail in later chapters.

### 2.1 Index notation

Index notation, like vector notation, is a notation style for sets of quantities associated with different spatial directions. It is commonly used in fluid mechanics and less commonly in acoustics, and will be used throughout this thesis.

Throughout physics, many equations deal with behaviour which is similar in multiple spatial directions. As a simple example, Newton's second law can be written as three equations,

$$
\begin{equation*}
F_{x}=m a_{x}, \quad F_{y}=m a_{y}, \quad F_{z}=m a_{z} \tag{2.1a}
\end{equation*}
$$

with one equation for each spatial direction. In fact, many classic works on fluid mechanics and acoustics, written before other kinds of notation became common, used this expansive type of notation [16, 17]. Three individual but very similar equations would be given together; one for each spatial direction.

Using vector notation, which can more generally be called tensor notation, these three equations can be written as one single equation,

$$
\begin{equation*}
\boldsymbol{F}=m \boldsymbol{a} . \tag{2.1b}
\end{equation*}
$$

Here, the $x, y$, and $z$ components of $F$ and $a$ are implicitly related.
Another alternative style of notation is index notation,

$$
\begin{equation*}
F_{\alpha}=m a_{\alpha} . \tag{2.1c}
\end{equation*}
$$

The equation is written as in (2.1a), except that a generic index $\alpha$ is used. This allows expressing the system of equations as explicitly as in (2.1a), but with a single equation instead of three.

The single index used in (2.1c) indicates that $F_{\alpha}$ and $a_{\alpha}$ are vector components. Index notation can also be used to point to generic components of higher order tensors. A generic component of the second-order tensor (or matrix) $A$ would be $A_{\alpha \beta}$, and similarly a component of the third-order tensor $\boldsymbol{R}$ is $R_{\alpha \beta \gamma}$. This illuminates a strength of index notation: The order of the tensor is immediately clear from the number of unique indices.

Another important strength comes from the summation convention introduced by Einstein [18]: Repeating an index twice in a single term implies summation over all possible values of that index. Thus,

$$
\begin{equation*}
a_{\alpha} b_{\alpha}=\sum_{\alpha} a_{\alpha} b_{\alpha}=a_{x} b_{x}+a_{y} b_{y}+a_{z} b_{z}=\boldsymbol{a} \cdot \boldsymbol{b} \tag{2.2}
\end{equation*}
$$

The dot product has about the same economy of notation in tensor and index notation.

In this thesis, Greek indices and the summation convention are used for spatial components. For components of general, non-spatial tensors, indices $i, j, k, \ldots$ are used, and the summation convention is not used. This practice is common in the field of lattice Boltzmann research.

Other vector operations can also be easily expressed using index notation. The outer product in tensor and index notation is

$$
\boldsymbol{A}=\boldsymbol{a} \otimes \boldsymbol{b} \quad \Longleftrightarrow \quad A_{\alpha \beta}=a_{\alpha} b_{\beta}
$$

Yet another strength of index notation becomes apparent; in vector/tensor notation, we must introduce a new symbol $\otimes$ for this particular operation. In index notation, however, the meaning is immediately clear: The $\alpha, \beta$ component of the matrix $A$ is given by the product of the $\alpha$ component of $\boldsymbol{a}$ and the $\beta$ component of $\boldsymbol{b}$. The corresponding downside is that a large number of indices can result in a notation that looks somewhat messy.

Using index notation, we can also generalise coordinate notation, writing a general component of the spatial coordinate vector $x=(x, y, z)=$ $\left(x_{1}, x_{2}, x_{3}\right)$ as $x_{\alpha}$. In this way, we can express e.g. gradients in index notation,

$$
\nabla \lambda(x) \Longleftrightarrow \frac{\partial \lambda(x)}{\partial x_{\alpha}}
$$

Most common vector and tensor operations can be conveniently expressed in index notation, as shown in Table 2.1. The cross product requires use of the Levi-Civita symbol, which is the third order tensor

$$
\varepsilon_{\alpha \beta \gamma}= \begin{cases}+1 & \text { if }(\alpha, \beta, \gamma) \text { is }(1,2,3),(3,1,2) \text { or }(2,3,1)  \tag{2.3}\\ -1 & \text { if }(\alpha, \beta, \gamma) \text { is }(3,2,1),(1,3,2) \text { or }(2,1,3), \\ 0 & \text { if } \alpha=\beta, \beta=\gamma, \text { or } \gamma=\alpha\end{cases}
$$

The cross product will not be used at any point later in this thesis, however.

Table 2.1: Examples of common operations in tensor and index notation

| Operation | Tensor notation | Index notation |
| :--- | :---: | :---: |
| Vector dot product | $\lambda=\boldsymbol{a} \cdot \boldsymbol{b}$ | $\lambda=a_{\alpha} b_{\alpha}$ |
| Vector cross product | $\boldsymbol{c}=\boldsymbol{a} \times \boldsymbol{b}$ | $c_{\alpha}=\varepsilon_{\alpha \beta \gamma} a_{\beta} b_{\gamma}$ |
| Vector outer product | $\boldsymbol{A}=\boldsymbol{a} \otimes \boldsymbol{b}$ | $A_{\alpha \beta}=a_{\alpha} b_{\beta}$ |
| Tensor contraction | $\lambda=\boldsymbol{A}: \boldsymbol{B}$ | $\lambda=A_{\alpha \beta} B_{\alpha \beta}$ |
| Gradient | $\boldsymbol{a}=\nabla \lambda$ | $a_{\alpha}=\partial \lambda / \partial x_{\alpha}$ |
| Laplacian | $\Lambda=\nabla^{2} \lambda$ | $\Lambda=\partial^{2} \lambda / \partial x_{\alpha} \partial x_{\alpha}$ |
| 1st order tensor divergence | $\lambda=\nabla \cdot \boldsymbol{a}$ | $\lambda=\partial a_{\alpha} / \partial x_{\alpha}$ |
| 2nd order tensor divergence | $\boldsymbol{a}=\nabla \cdot \boldsymbol{A}$ | $a_{\alpha}=\partial A_{\alpha \beta} / \partial x_{\beta}$ |
| 3rd order tensor divergence | $\boldsymbol{A}=\nabla \cdot \boldsymbol{R}$ | $A_{\alpha \beta}=\partial R_{\alpha \beta \gamma} / \partial x_{\gamma}$ |

Another, more widely useful, symbol is the Kronecker delta symbol, which is the second order tensor

$$
\delta_{\alpha \beta}= \begin{cases}1 & \text { if } \alpha=\beta  \tag{2.4}\\ 0 & \text { if } \alpha \neq \beta\end{cases}
$$

We can see by inspection that $\delta_{\alpha \beta}$ is a generic element of the identity matrix

$$
I=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

This thesis will alternate between tensor notation and index notation to some degree, generally using the former for simpler equations and the latter for more complicated equations that benefit from the explicitness of index notation.

### 2.1.1 Examples

Some properties and methods of index notation are best shown by example. These will be implicitly used throughout the rest of the thesis.

Arbitrariness of summation indices. When the summation convention is used, the summation index is arbitrary. Thus,

$$
\begin{equation*}
a_{\alpha} b_{\alpha}=a_{\gamma} b_{\gamma}, \quad \frac{\partial A_{\alpha \beta}}{\partial x_{\beta}}=\frac{\partial A_{\alpha \delta}}{\partial x_{\delta}} \tag{2.5}
\end{equation*}
$$

The Kronecker delta and the summation convention. The Kronecker delta can change the index of other quantities,

$$
\begin{equation*}
\delta_{\alpha \beta} a_{\beta}=\delta_{\alpha x} a_{x}+\delta_{\alpha y} a_{y}+\delta_{\alpha z} a_{z}=a_{\alpha} \tag{2.6}
\end{equation*}
$$

The Kronecker delta and trace. The trace of a second order tensor can be taken by multiplying with the Kronecker delta,

$$
\begin{equation*}
\delta_{\alpha \beta} A_{\alpha \beta}=A_{x x}+A_{y y}+A_{z z}=A_{\gamma \gamma}=\operatorname{Tr}(\boldsymbol{A}) \tag{2.7}
\end{equation*}
$$

Trace of the Kronecker delta. From Table 2.1, this is equivalent to contracting the identity matrix with itself. With three spatial dimensions, this becomes

$$
\delta_{\alpha \beta} \delta_{\alpha \beta}=\boldsymbol{I}: \boldsymbol{I}=\left[\begin{array}{lll}
1 & 0 & 0  \tag{2.8}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]:\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=3 .
$$

Euclidean distance. The square of the Euclidean distance is

$$
\begin{align*}
|\boldsymbol{a}-\boldsymbol{b}|^{2}=\left(a_{\alpha}-b_{\alpha}\right)\left(a_{\alpha}-b_{\alpha}\right) & =a_{\alpha} a_{\alpha}-2 a_{\alpha} b_{\alpha}+b_{\alpha} b_{\alpha}  \tag{2.9}\\
& =\boldsymbol{a} \cdot \boldsymbol{a}-2 \boldsymbol{a} \cdot \boldsymbol{b}+\boldsymbol{b} \cdot \boldsymbol{b} .
\end{align*}
$$

Weighted integral of a spherically symmetric integrand. If a function $f(x)$ is spherically symmetric around $x=0$, then the integral over the entire volume, weighted with $x_{\alpha} x_{\beta}$, is

$$
\begin{equation*}
\int x_{\alpha} x_{\beta} f(x) \mathrm{d} x=\delta_{\alpha \beta} \int \frac{x_{\gamma} x_{\gamma}}{3} f(x) \mathrm{d} x . \tag{2.10}
\end{equation*}
$$

This follows from the integrand having odd symmetry, so that the integral becomes zero unless $\alpha$ and $\beta$ are equal. Also, due to the spherical symmetry of $f(x)$, weighting the integral by $x^{2}, y^{2}$, or $z^{2}$ is equal to weighting it by $\left(x^{2}+y^{2}+z^{2}\right) / 3=x_{\gamma} x_{\gamma} / 3$.

Multidimensional integration by parts. If there is a volume $\Omega$ bounded by a surface $\Gamma$, and two functions $u$ and $v$ that are smooth inside $\Omega$ and on $\Gamma$, then

$$
\begin{equation*}
\int_{\Omega} \frac{\partial u}{\partial x_{\alpha}} v \mathrm{~d} \Omega=\int_{\Gamma} u v \mathrm{~d} \Gamma_{\alpha}-\int_{\Omega} u \frac{\partial v}{\partial x_{\alpha}} \mathrm{d} \Omega \tag{2.11a}
\end{equation*}
$$

where $\Gamma_{\alpha}$ is the surface normal of $\Gamma$. In one dimension this reduces to normal integration by parts. The multidimensional integration by parts also holds if one or both of the functions are tensor components, e.g.

$$
\begin{equation*}
\int_{\Omega} \frac{\partial u_{\alpha}}{\partial x_{\alpha}} v \mathrm{~d} \Omega=\int_{\Gamma} u_{\alpha} v \mathrm{~d} \Gamma_{\alpha}-\int_{\Omega} u_{\alpha} \frac{\partial v}{\partial x_{\alpha}} \mathrm{d} \Omega \tag{2.11b}
\end{equation*}
$$

### 2.2 Fluid mechanics

The fundamental equations of fluid mechanics are conservation equations. Basic physics tells us that mass,* momentum, and total energy are always conserved in a closed system. These fluid mechanics equations express these conservation laws in the case of a macroscopic continuит.

[^3]Continuum
Modelling a physical body as a continuum, we disregard that the fact it is made out of atoms and empty space and assume that the body is continuous, preserving its macroscopic quantities even on the microscopic scale.


Figure 2.1: As a fluid particle moves through the fluid, its properties may change.

There are two widely used models of such conservation equations: the Euler model and the Navier-Stokes-Fourier model. The former model is older, while the latter model is more detailed. While these equations are usually derived from a continuum mechanics perspective, we will derive them from more physically fundamental kinetic theory in Chapter 3. They will only be introduced briefly in this section.

Common to both sets is the equation for conservation of mass, also known as the continuity equation,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \boldsymbol{u})=0 \tag{2.12}
\end{equation*}
$$

Mass density, $\rho$
Mass per physical volume in $\mathrm{kg} / \mathrm{m}^{3}$

Fluid velocity, $u$
The local velocity of the fluid in m/s

Material derivative, $\mathrm{D} / \mathrm{D} t$
The time derivative for a moving fluid particle

Here, $\rho=\rho(\boldsymbol{x}, t)$ is the mass density (or just density) and $\boldsymbol{u}=\boldsymbol{u}(\boldsymbol{x}, t)$ is the fluid velocity. This equation connects the rate of change of density at a point and the outward or inward mass flux at that point.

One notational convenience which is common throughout fluid mechanics is the use of the material derivative. Let's say we have a generic quantity $\lambda(x, t)$. From the total differential of this, we have

$$
\frac{\mathrm{d} \lambda}{\mathrm{~d} t}=\left(\frac{\partial \lambda}{\partial t}\right) \frac{\mathrm{d} t}{\mathrm{~d} t}+\left(\frac{\partial \lambda}{\partial x_{\alpha}}\right) \frac{\mathrm{d} x_{\alpha}}{\mathrm{d} t}
$$

Here, $\mathrm{d} x_{\alpha} / \mathrm{d} t$ is the fluid velocity $u$. This gives us the material derivative, usually written with a capital D,

$$
\begin{equation*}
\frac{\mathrm{D} \lambda}{\mathrm{D} t}=\frac{\partial \lambda}{\partial t}+u \cdot \nabla \lambda \tag{2.13}
\end{equation*}
$$

The material derivative can be interpreted as a time derivative for a fluid particle moving throughout the fluid with a velocity $\boldsymbol{u}(\boldsymbol{x}, t)$, as shown in Figure 2.1. This fluid particle represents a tiny piece of the fluid continuum, small enough that all relevant quantities are nearly constant inside of it. The first term on the right-hand side of (2.13) is the rate of change that would occur if the particle were stationary. The second term is the rate of change caused by the particle moving into a different part of the fluid where the conditions may be different.

The conservation equations can either be written in material derivative form, emphasising changes to a fluid particle, or in conservation form,
emphasising changes in a static control volume. For the generic quantity $\lambda(x, t)$, the two are related as

$$
\begin{equation*}
\frac{\partial \rho \lambda}{\partial t}+\frac{\partial \rho u_{\alpha} \lambda}{\partial x_{\alpha}}=\lambda\left(\frac{\partial \rho}{\partial t}+\frac{\partial \rho u_{\alpha}}{\partial x_{\alpha}}\right)+\rho \frac{\partial \lambda}{\partial t}+\rho u_{\alpha} \frac{\partial \lambda}{\partial x_{\alpha}}=\rho \frac{\mathrm{D} \lambda}{\mathrm{D} t} \tag{2.14}
\end{equation*}
$$

with conservation form on the left and material derivative form on the right. The parenthesis in the middle is zero due to (2.12).

The state principle of equilibrium thermodynamics is important for fluid mechanics. It states that any state variable, such as the density $\rho$, the pressure $p$, the temperature $T$, the internal energy $e$, or the entropy $s$ can be found from any other two state variables through an equation of state [19, Ch. 2].* The most classic example of this is the classic ideal gas law,

$$
\begin{equation*}
p=p(\rho, T)=\rho R T \tag{2.15}
\end{equation*}
$$

where $R$ is the specific gas constant. Alternatively, the pressure could be expressed as a function of density $\rho$ and entropy $s$. For ideal gases, this equation of state is [19, Ch. 2]

$$
\begin{equation*}
\frac{p}{p_{0}}=\left(\frac{\rho}{\rho_{0}}\right)^{\gamma} \mathrm{e}^{\left(s-s_{0}\right) / c_{V}} \tag{2.16}
\end{equation*}
$$

The quantities with subscripted zeroes are reference state values. $\gamma=$ $c_{p} / c_{V}$ is the heat capacity ratio or adiabatic index, which relate the heat capacities at constant pressure $c_{p}$ and at constant volume $c_{V}$.

### 2.2.1 The Euler model

The Euler model is named after Leonhard Euler, who first derived the mass and momentum conservation equations [20]. The mass, momentum, and energy conservation equations are

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \boldsymbol{u}) & =0  \tag{2.17a}\\
\rho \frac{\mathrm{D} \boldsymbol{u}}{\mathrm{D} t} & =-\nabla p+\boldsymbol{F}  \tag{2.17b}\\
\rho \frac{\mathrm{D} e}{\mathrm{D} t} & =-p \nabla \cdot \boldsymbol{u} \tag{2.17c}
\end{align*}
$$

$F$ is the external body force density, which is typically gravitational.
The momentum equation (2.17b) describes how the velocity of a particle is changed by external body forces and pressure differences; higher pressures push the particle towards lower pressures.

[^4]State variable
Quantities that describe the local thermodynamic state of the system. From the state principle, knowing two state variables is sufficient to find the rest.

## Pressure, $p$

Force per area exerted by the fluid on a real or imaginary surface in $\mathrm{N} / \mathrm{m}^{2}$
Equation of state An equation relating any three state variables

Specific gas constant, $R$ The proportionality constant in the ideal gas law, in $\mathrm{J} / \mathrm{kg} \mathrm{K}$. It is dependent on the mass of the gas molecules.

Body force density, $F$ Force density of long-range forces, e.g. gravity, in $\mathrm{N} / \mathrm{m}^{3}$

Cauchy momentum equation A general equation for the evolution of momentum, valid for both solids and fluids

Cauchy stress tensor, $\sigma$ A second-order tensor which at any point in the fluid specifies the normal and shear stresses in the $x, y$, and $z$ directions

The energy equation (2.17c) describes how the internal energy is either decreased by expansion (the particle pushing on its surroundings), or increased by compression (the surroundings pushing on the particle).

The Euler model is less accurate than the Navier-Stokes-Fourier model which will be described next, as it lacks the effects of internal friction and heat conduction in the fluid. Even so, it is sufficient for use in many different cases in acoustics and aerodynamics.

### 2.2.2 The Navier-Stokes-Fourier model

The equations of the Navier-Stokes-Fourier model are very similar to the corresponding equations of the Euler model. The difference is additional terms that take into account the effect of internal friction and heat conduction in the fluid.

The momentum equation in this model is of the form of the Cauchy momentum equation,

$$
\begin{equation*}
\rho \frac{\mathrm{D} u_{\alpha}}{\mathrm{D} t}=\frac{\partial \sigma_{\alpha \beta}}{\partial x_{\beta}}+F_{\alpha} \tag{2.18}
\end{equation*}
$$

a general equation which can describe momentum conservation in any continuum, even a solid. The Cauchy stress tensor $\sigma$ describes the stresses due to internal forces.

The three equations of the Navier-Stokes-Fourier model are

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \boldsymbol{u}) & =0  \tag{2.19a}\\
\rho \frac{\mathrm{D} u_{\alpha}}{\mathrm{D} t} & =-\frac{\partial p}{\partial x_{\alpha}}+\frac{\partial \sigma_{\alpha \beta}^{\prime}}{\partial x_{\beta}}+F_{\alpha}  \tag{2.19b}\\
\rho \frac{\mathrm{De}}{\mathrm{D} t} & =\left(-\delta_{\alpha \beta} p+\sigma_{\alpha \beta}^{\prime}\right) \frac{\partial u_{\beta}}{\partial x_{\alpha}}-\frac{\partial q_{\alpha}}{\partial x_{\alpha}} . \tag{2.19c}
\end{align*}
$$

These equations include the heat flux $q$ and split the Cauchy stress tensor into two terms as $\sigma=-p \boldsymbol{I}+\sigma^{\prime}$. The pressure term was already present in the Euler momentum equation $(2.17 \mathrm{~b})$, but the deviatoric stress $\sigma^{\prime}$ is new.

The deviatoric stress tensor for a simple fluid, which was first determined by Stokes [21], is

$$
\begin{equation*}
\sigma_{\alpha \beta}^{\prime}=\mu\left(\frac{\partial u_{\beta}}{\partial x_{\alpha}}+\frac{\partial u_{\alpha}}{\partial x_{\beta}}-\frac{2}{3} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right)+\mu_{\mathrm{B}} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}} \tag{2.19d}
\end{equation*}
$$

and the heat flux is assumed to be given by Fourier's law,

$$
\begin{equation*}
q_{\alpha}=-\kappa \frac{\partial T}{\partial x_{\alpha}} \tag{2.19e}
\end{equation*}
$$

These equations include the material coefficients of dynamic shear viscosity $\mu$, dynamic bulk viscosity $\mu_{\mathrm{B}},{ }^{*}$ and thermal conductivity $\kappa$. Often the kinematic shear viscosity $v=\mu / \rho$ and the kinematic bulk viscosity $\nu_{\mathrm{B}}=\mu_{\mathrm{B}} / \rho$ are used instead of their dynamic counterparts. With this form of the deviatoric stress tensor, the momentum equation (2.19b) is also known as the Navier-Stokes equation.

In the momentum equation (2.19b), the additional $\sigma^{\prime}$ term represents the friction between adjacent parts of the fluid moving at different speeds. $\sigma^{\prime}$ also occurs in the energy equation (2.19c), representing the energy increase due to frictional heating. The final $q$ term represents the heat conduction between adjacent parts of the fluid with different temperatures.

In many subfields of fluid mechanics, the fluid is often considered to be incompressible, meaning that the density $\rho$ is constant. This assumption simplifies the mass conservation equation to $\nabla \cdot \boldsymbol{u}=0$. Consequently, the bulk viscosity in (2.19d) becomes irrelevant, as its term is zero. For this reason, bulk viscosity is often neglected in fluid mechanics. Still, it is relevant in acoustics and high-velocity compressible flow.

Many, if not most, problems in mathematical fluid mechanics reduce to solving these equations with appropriate boundary conditions, equations of state, and approximations. The most common boundary condition is the no-slip condition, where the fluid at a wall is restricted to have the same velocity as the wall due to friction. The physical origins of this no-slip condition are not fully clear even today [23, Ch. 4].

### 2.3 Acoustics

The wave equation is the mathematical basis for most of acoustics. This equation can be derived directly from the conservation equations of mass and momentum. Typically the linearised Euler equations with a simplified equation of state are used, but more detailed equations can also be employed to derive a more detailed wave equation.

In this section, we will first show how the simple ideal wave equation is derived and then find a more complex wave equation that takes into account the effects of viscosity and heat conduction. In both cases, we assume that the sound wave is weak enough that the equations can be linearised. Later we look at the effect of molecular rotation and vibration on sound propagation, and the mathematical modeling of multipole sound sources. Towards the end of this section we will consider what happens when the sound wave is strong and nonlinear effects occur. All

## Linearisation

An approximation technique where terms of higher than first order in small quantities are neglected, resulting in linear equations
of these topics are relevant to the research work presented in Part II of this thesis.

The field quantities of acoustics can be divided into two parts,

$$
\begin{align*}
& \rho(\boldsymbol{x}, t)=\rho_{0}+\rho^{\prime}(\boldsymbol{x}, t)  \tag{2.20a}\\
& p(\boldsymbol{x}, t)=p_{0}+p^{\prime}(\boldsymbol{x}, t)  \tag{2.20b}\\
& \boldsymbol{u}(\boldsymbol{x}, t)=0+\boldsymbol{u}^{\prime}(\boldsymbol{x}, t) \tag{2.20c}
\end{align*}
$$

The subscripted zeroes denote a constant rest state, and the primed quantities are small fluctuations. Linearisation entails neglecting any term where more than one primed term occurs simulaneously, due to that term's smallness.

Linearisation is widely employed in acoustics due to its wide range of applicability. The human ear's threshold of pain is at about 140 dB , which corresponds to a relative RMS pressure $p_{\mathrm{rms}}^{\prime} / p_{0} \simeq 2 \times 10^{-3}$ in air, with $p_{0}$ being the standard atmospheric pressure [24, Chs. $5 \& 11$ ]. Thus, linearisation is a highly valid approximation for the sound waves we encounter in daily life.*

### 2.3.1 Ideal wave equation

The ideal wave equation neglects as many nonideal effects, such as viscosity and heat conduction, as possible. Even so, it is sufficient to describe most cases in acoustics with very good accuracy.

The wave equation is derived from the linearised form of the Euler mass and momentum equations, (2.17a) and (2.17b). Except for extremely low frequencies [24, Ch. 5] or long-range atmospheric or underwater propagation [25, Ch. 2], the effects of gravitational force are also negligible. The linearised and forceless Euler mass and momentum equations are

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\rho_{0} \frac{\partial u_{\alpha}}{\partial x_{\alpha}} & =0  \tag{2.21a}\\
\rho_{0} \frac{\partial u_{\alpha}}{\partial t}+\frac{\partial p}{\partial x_{\alpha}} & =0 \tag{2.21b}
\end{align*}
$$

The sum $\partial(2.21 \mathrm{a}) / \partial t-\partial(2.21 \mathrm{~b}) / \partial x_{\alpha}$ gives

$$
\begin{equation*}
\frac{\partial^{2} \rho}{\partial t^{2}}-\nabla^{2} p=0 \tag{2.22}
\end{equation*}
$$

This is one step away from the wave equation. Note that the derivatives of $\rho$ and $p$ are equal to the derivatives of $\rho^{\prime}$ and $p^{\prime}$, since the rest state values $\rho_{0}$ and $p_{0}$ are constant.

[^5]To take the final step to the wave equation, we need to relate $p^{\prime}$ and $\rho^{\prime}$ through an equation of state. Typically, the isentropic relation

$$
\begin{equation*}
\frac{p}{p_{0}}=\left(\frac{\rho}{\rho_{0}}\right)^{\gamma} \tag{2.23}
\end{equation*}
$$

is used [19, 24, 25]. This relation follows from (2.16) and the assumption of near-constant entropy, $s \simeq s_{0}$. From this equation, $p^{\prime}$ and $\rho^{\prime}$ can be related as

$$
\begin{equation*}
\frac{p^{\prime}}{\rho^{\prime}} \simeq\left(\frac{\partial p}{\partial \rho}\right)_{s, 0}=\frac{\gamma p_{0}}{\rho_{0}}=c_{0}^{2} \tag{2.24}
\end{equation*}
$$

where the derivative has been evaluated at the rest state. We will soon see that $c_{0}$ is the ideal speed of sound.

Using this, we can re-express the time derivative term in (2.22) as $\partial^{2} \rho / \partial t^{2}=\partial^{2} \rho^{\prime} / \partial t^{2}=\left(1 / c_{0}^{2}\right) \partial^{2} p^{\prime} / \partial t^{2}$, and at last we find the ideal wave equation,

$$
\begin{equation*}
\frac{1}{c_{0}^{2}} \frac{\partial^{2} p}{\partial t^{2}}-\nabla^{2} p=0 \tag{2.25}
\end{equation*}
$$

This wave equation is linear. For solutions of a single frequency $\omega$ (which is the angular frequency, linked to the natural frequency $f$ as $\omega=2 \pi f$ ) we can therefore use complex phasor notation, which is mathematically simpler to deal with. The simplest solution of the wave equation is a one-dimensional plane wave, which in phasor notation is

$$
\begin{equation*}
\hat{p}^{\prime}(x, t)=\hat{p}^{\star} \mathrm{e}^{\mathrm{i}(\omega t \mp k x)} . \tag{2.26}
\end{equation*}
$$

Here, $k=\omega / c_{0}=2 \pi / \lambda$ is the wavenumber, $\lambda$ is the wavelength, hats indicate complex quantities, and $\hat{p}^{\star}$ is the complex amplitude, which has both a magnitude $\left|\hat{p}^{\star}\right|$ and a phase $\varphi_{p}=\arg \left(\hat{p}^{\star}\right)$,

$$
\hat{p}^{\star}=\left|\hat{p}^{\star}\right| \mathrm{e}^{\mathrm{i} \varphi_{p}}
$$

This amplitude is determined by boundary or initial conditions.
The real, physical solution is found by taking the real part of the complex phasor solution,

$$
\begin{equation*}
p^{\prime}(x, t)=\operatorname{Re}\left[\hat{p}^{\prime}(x, t)\right]=\left|\hat{p}^{\star}\right| \cos \left(\omega t \mp k x+\varphi_{p}\right) . \tag{2.27}
\end{equation*}
$$

Thus, the magnitude $\left|\hat{p}^{\star}\right|$ determines the physical wave amplitude and the phase $\varphi_{p}$ determines the phase shift. It is generally mathematically easier to deal with expressions on the phasor form of (2.26) rather than those on the physical form of (2.27).

From any of these solutions we find that the solution value is constant if the argument $\omega t \mp k x$ is constant. Equating the argument at two different times and positions, as shown in Figure 2.2, we find that

$$
x_{2}-x_{1}= \pm c_{0}\left(t_{2}-t_{1}\right)
$$

## Phasor notation

A method of notation for variables in linear equations. It uses complex exponentials for mathematical simplicity.
The real, physical solution is found as the real part of the phasor solution.

Retarded time, $t_{\mathrm{r}}$ A transformed coordinate which, when held constant, follows a wave in time and space.


Figure 2.2: Part of a plane pressure wave described by (2.27). From time $t_{1}$ to $t_{2}$, the leftmost peak moves from position $x_{1}$ to $x_{2}$.

This proves that $c_{0}$ is the speed of sound, and that the choice of $\mp$ in the solution corresponds to propagation in the $\pm x$ direction.

If the argument $\omega t \mp k x$ is constant, then the retarded time

$$
\begin{equation*}
t_{\mathrm{r}}=t \mp x / c_{0} \tag{2.28}
\end{equation*}
$$

must also be constant. This quantity can be seen as a transformed coordinate that follows the wave as it propagates.

If the solution is assumed to be single-frequency and complex, all fluctuating field quantities vary as $\mathrm{e}^{\mathrm{i} \omega t}$. With this assumption, the wave equation (2.25) becomes the Helmholtz equation,

$$
\begin{equation*}
\nabla^{2} \hat{p}^{\prime}+k^{2} \hat{p}^{\prime}=0 \tag{2.29}
\end{equation*}
$$

Thus, the time-dependent, hyperbolic wave equation is transformed into a time-independent elliptic equation. The solution $\hat{p}^{\prime}$ can still be a function of time, however; the harmonic solution $\hat{p}^{\prime}(x, t)$ in (2.26) is also a valid solution of (2.29).

### 2.3.2 Viscous and thermoviscous wave equation

In any fluid, viscosity and heat conduction cause some absorption of sound waves. These effects become relevant at high frequencies and long propagation distances. The effect of viscosity on sound wave propagation was first examined by Stokes [21], in the same article where he derived the stress tensor for a fluid.

In this thesis, the case of purely viscous absorption will be the most relevant. We will look at this in detail, and then take a quick look at the case where both viscous and thermal effects are present.

## Purely viscous case

In the previous derivation of the ideal wave equation (2.25), the isentropic equation of state (2.23) was used. Viscous effects cause entropy to increase, but this variation is of second order in the small, primed terms [25, Ch. 9]. Therefore, this entropy increase is neglected by linearisation, and (2.23) can still be assumed to hold. This is not the case if thermal absorption is present, however, and that case requires use of another equation of state.

Instead of the Euler momentum equation, the Navier-Stokes momentum equation is used to derive the wave equation. The extra stress tensor term must now be considered in the derivation. When the spatial derivative of the momentum equation is taken, this term becomes

$$
\begin{equation*}
\frac{\partial^{2} \sigma_{\alpha \beta}^{\prime}}{\partial x_{\alpha} \partial x_{\beta}}=\left(\frac{4}{3} \mu+\mu_{\mathrm{B}}\right) \nabla^{2} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}=-\tau_{v} \nabla^{2} \frac{\partial p}{\partial t} . \tag{2.30}
\end{equation*}
$$

In the last equality, the mass conservation equation (2.19a) and the speed of sound (2.24) have been used, and the viscous relaxation time

$$
\begin{equation*}
\tau_{v}=\frac{1}{c_{0}^{2}}\left(\frac{4}{3} v+v_{\mathrm{B}}\right) \tag{2.31}
\end{equation*}
$$

has been introduced. For most physical fluids, $\tau_{v}$ is $\sim 10^{-10} \mathrm{~s}$ for gases and $\sim 10^{-12}$ s for liquids [24, Ch. 8].

Otherwise the derivation proceeds as in the ideal case, and we find the viscous wave equation,

$$
\begin{equation*}
\frac{1}{c_{0}^{2}} \frac{\partial^{2} p}{\partial t^{2}}-\left(1+\tau_{v} \frac{\partial}{\partial t}\right) \nabla^{2} p=0 \tag{2.32}
\end{equation*}
$$

The only difference from the ideal wave equation is the term where $\tau_{v}$ appears in front of a time derivative. We will now see how this causes an absorbed solution.

Returning to complex phasor notation, we can in this case get complex wavenumbers $\hat{k}$ and frequencies $\hat{\omega}$. We denote the corresponding wavenumbers and frequencies from the ideal case as $k_{0}$ and $\omega_{0}$.

Looking at a wave radiated from a source oscillating at a single frequency $\omega_{0}$ and a constant amplitude, we can assume that the solution varies in time as $\mathrm{e}^{\mathrm{i} \omega_{0} t}$, resulting in a Helmholtz equation

$$
\begin{equation*}
\nabla^{2} \hat{p}^{\prime}+\hat{k}^{2} \hat{p}^{\prime}=0 \tag{2.33}
\end{equation*}
$$

with a complex wavenumber $\hat{k}$. Assuming a solution propagating in $+x$-direction and normalising by $k_{0}=\omega_{0} / c_{0}$, we find

$$
\begin{equation*}
\frac{\hat{k}}{k_{0}}=\frac{1}{\sqrt{1+\mathrm{i} \omega_{0} \tau_{v}}} \simeq 1-\mathrm{i} \frac{1}{2}\left(\omega_{0} \tau_{v}\right)-\frac{3}{8}\left(\omega_{0} \tau_{v}\right)^{2}+\mathcal{O}\left(\left[\omega_{0} \tau_{v}\right]^{3}\right) \tag{2.34}
\end{equation*}
$$

Acoustic viscosity
number, $\omega_{0} \tau_{v}=X$ A dimensionless number indicating the effect of viscosity on sound propagation


Figure 2.3: Comparison of plane wave solutions of two wave equations: the ideal (2.25) and the viscous (2.32), the latter with an exaggerated absorption coefficient $\alpha_{x}$.
$\omega_{0} \tau_{v}$ can be seen as a dimensionless parameter determining the effect of viscosity on sound wave propagation. Its name and exact form varies throughout the literature [26,27]; we will here call it the acoustic viscosity number. It will be heavily used later in the thesis, where it will be denoted as $X$ for brevity.

Following the series expansion around $\omega_{0} \tau_{v}=0$ even further, we find a pattern of every even term in $\omega_{0} \tau_{\nu}$ being real and every odd term being imaginary. It is convenient to split the complex wavenumber into a real part and an imaginary part,

$$
\begin{equation*}
\hat{k}=k-\mathrm{i} \alpha_{x} . \tag{2.35}
\end{equation*}
$$

$\alpha_{x}$ is known as the spatial absorption coefficient, for reasons that will become clear presently.

As the basic Helmholtz equation (2.29) is on the same mathematical form as its complex counterpart (2.33), their solutions are nearly identical, with the difference that the wavenumber is complex in the latter case. Thus, for a plane wave propagating in the $x$-direction, the solution is

$$
\begin{equation*}
\hat{p}^{\prime}(x, t)=\hat{p}^{\star} \mathrm{e}^{-\alpha_{x} x} \mathrm{e}^{\mathrm{i}\left(\omega_{0} t-k x\right)} \tag{2.36}
\end{equation*}
$$

where the complex wavenumber $\hat{k}$ has been separated into its real part $k$ and its imaginary part $\alpha_{x}$. The former causes the speed of sound $c=\omega_{0} / k$ to be different from its ideal value $c_{0}=\omega_{0} / k_{0}$. The latter causes the wave to be absorbed exponentially with distance as its energy is converted into heat. The solutions to the ideal and viscous wave equations are compared in Figure 2.3.

Assuming small values of $\omega_{0} \tau_{v}$, which is valid in most gases for
frequencies up to $\sim 10^{8} \mathrm{~Hz}$, (2.34) gives an absorption coefficient

$$
\begin{equation*}
\alpha_{x} \simeq \frac{k_{0}}{2}\left(\omega_{0} \tau_{v}\right)=\frac{\omega_{0}^{2}}{2 c_{0}^{3}}\left(\frac{4}{3} v+v_{\mathrm{B}}\right) \tag{2.37a}
\end{equation*}
$$

and a real part of the wavenumber

$$
\begin{equation*}
k \simeq k_{0} \tag{2.37b}
\end{equation*}
$$

Thus, for small $\omega_{0} \tau_{v}$, the absorption coefficient $\alpha_{x}$ scales with the viscosity and the square of the frequency, and there is negligible change in the speed of sound. We will see in Chapter 5 that the predictions made by the Navier-Stokes-Fourier model are incorrect at higher than first order in $\omega_{0} \tau_{v}$. As such, (2.37) is the best we can get from this model.

We assumed above that the wave was radiated outwards from a source. This is sometimes called a forced wave, since the wave is generated, or forced, by a source, and is absorbed with the distance to that source. Another case seen throughout the literature is based on the assumption that the wave at $t=0$ has infinite extent and the same amplitude everywhere,

$$
\hat{p}^{\prime}(x, 0)=\hat{p}^{\star} \mathrm{e}^{-\mathrm{i} k_{0} x} .
$$

This initial-value problem causes the angular frequency to be complex instead of the wavenumber,

$$
\begin{equation*}
\hat{\omega}=\omega+\mathrm{i} \alpha_{t} \tag{2.38}
\end{equation*}
$$

giving the solution

$$
\begin{equation*}
\hat{p}^{\prime}(x, t)=\hat{p}^{\star} \mathrm{e}^{-\alpha_{t} t} \mathrm{e}^{\mathrm{i}\left(\omega t-k_{0} x\right)} . \tag{2.39}
\end{equation*}
$$

Thus, the wave is absorbed exponentially in time instead of in space. Such waves are sometimes called free waves.

While free waves are not really physically realisable, unlike forced waves, free waves can be used to benchmark numerical methods by performing simulations with periodic boundary conditions that simulate a wave of infinite extent. We will look at this case in more detail in Chapter 5.

## Thermoviscous case

In physical gases, the effect of thermal conduction on sound wave absorption is of comparable relevancy to the effect of viscosity. However, in isothermal lattice Boltzmann simulations, which will be the focus later in this thesis, there is no heat conduction and thermal absorption is therefore irrelevant. We will therefore treat this case more cursorily than the previous case of pure viscous absorption.

If thermal conduction is relevant, the nearly isentropic equation of state (2.23) no longer approximately holds, and another equation of state must be used when deriving the wave equation. From the energy equation (2.19c), an alternative equation of state can be derived under the assumptions of linearity and the gas being ideal. Adapting the method of [25, Ch. 9] to multiple spatial dimensions, we find

$$
\begin{equation*}
\frac{\partial\left(p^{\prime}-c_{0}^{2} \rho^{\prime}\right)}{\partial t}=\frac{\kappa}{\rho_{0} c_{V}} \nabla^{2}\left(p^{\prime}-\frac{c_{0}^{2}}{\gamma} \rho^{\prime}\right) \tag{2.40}
\end{equation*}
$$

Using this equation of state when deriving the nonideal wave equation, the approximate thermoviscous wave equation can be found to be

$$
\begin{equation*}
\frac{1}{c_{0}^{2}} \frac{\partial^{2} p}{\partial t^{2}}-\left(1+\left[\tau_{v}+\tau_{\kappa}\right] \frac{\partial}{\partial t}\right) \nabla^{2} p=0 \tag{2.41}
\end{equation*}
$$

where the thermal relaxation time

$$
\begin{equation*}
\tau_{\kappa}=\frac{1}{c_{0}^{2}} \frac{\kappa(\gamma-1)}{\rho_{0} c_{p}} \tag{2.42}
\end{equation*}
$$

has been introduced. For air, $\tau_{\kappa}=7.4 \times 10^{-11} \mathrm{~s}$, of the same order as $\tau_{v}$, and for freshwater, $\tau_{\kappa}=2.6 \times 10^{-16} \mathrm{~s}$, which is negligible compared to $\tau_{v}$ [24, App. 10]. Note that (2.41) is not the exact thermoviscous wave equation [25, Ch. 9], but an approximation where very small terms of order $\mathcal{O}\left(\tau_{\nu} \tau_{\kappa}\right)$ have been neglected.

Comparing the thermoviscous wave equation (2.41) with the purely viscous wave equation (2.32), it is clear that their solutions are very similar. The only difference lies in an additional term in the spatial absorption coefficient,

$$
\begin{equation*}
\alpha_{x} \simeq \frac{\omega_{0}^{2}}{2 c_{0}^{3}}\left(\frac{4}{3} v+v_{\mathrm{B}}+\frac{\gamma-1}{\rho_{0} c_{p}} \kappa\right) . \tag{2.43}
\end{equation*}
$$

With simulation methods, such as the isothermal lattice Boltzmann method, that simulate the effect of viscosity on sound waves but not the effect of thermal conduction, the latter effect can be emulated by artificially increasing the bulk viscosity by $\kappa(\gamma-1) / \rho_{0} c_{p}$.

### 2.3.3 Molecular relaxation processes

In most polyatomic gases, the dominant mechanism of absorption at low frequencies is molecular relaxation due to relatively slow transfer of energy between the molecules' translational degrees of freedom (i.e. the energy due to the molecules' velocity) and their inner degrees of freedom (i.e. the energy due to rotation and vibration of the molecules).


Figure 2.4: A linear molecule has two possible orthogonal rotations, and therefore classically has two rotational degrees of freedom. Nonlinear molecules have three.

In liquids, a different type of relaxation may be present, related to changes in chemical equilibria between different solutes.

While the relaxation mechanisms of polyatomic gases and liquids are very different, they can be modelled similarly. We will however focus on ideal polyatomic gases here, as they are most relevant to this thesis. We will not delve very deeply into this topic, as a full treatment requires some amount of quantum and statistical mechanics and quickly becomes very complicated. More in-depth treatment can be found elsewhere [28, 29]. The following treatment is based on simpler descriptions [24, Ch. 8][25, Ch. 9].

In a gas at rest, the energies stored in the translational and inner degrees of freedom are at equilibrium. If the gas is not at rest, external disturbances such as a passing sound wave may cause the translational energy to change.* This will push the different degrees of freedom out of equilibrium, and a gradual readjustment to equilibrium will occur.

This readjustment happens through molecular collisions. Classically, collisions will tend to slowly equilibrate the different degrees of freedom. Quantum mechanically, each collision between molecules may knock them into a higher or lower rotational or vibrational energy state with a certain probability. Classically or quantum mechanically, the overall result is the same: An equilibrium is eventually reached between the energies stored in the different degrees of freedom.

From the classical equipartition theorem [19, Ch. 2], energy is distributed evenly among all degrees of freedom when the system is at equilibrium. However, from quantum statistical mechanics, inner degrees of freedom are not fully excited and cannot store their full amount of energy unless the temperature $T$ is high enough. From the equipartition

[^6]

Figure 2.5: Sketch of the re-equilibration of energy after the translational energy is suddenly increased at $t=0$.
theorem, the total heat capacity at constant volume is

$$
\begin{equation*}
c_{V}=\left(\frac{\partial e}{\partial T}\right)_{V}=\frac{d_{\mathrm{tot}}}{2} R \tag{2.44}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{\mathrm{tot}}=d_{\mathrm{tot}}(T)=3+d_{\mathrm{i}}=3+\sum_{i} H_{i}(T) \tag{2.45}
\end{equation*}
$$

is the total number of degrees of freedom at temperature $T$. This contains three translational degrees of freedom and $d_{\mathrm{i}}$ inner degrees of freedom. $H_{i}(T)$ is the excitation fraction for the inner degree of freedom $i$, which asymptotically varies from 0 at low temperatures, where the degree of freedom is not active, to 1 at high temperatures, where the degree of freedom is fully active.

Different inner degrees of freedom will be active in different amounts at a certain temperature $T$. At room temperatures, $H_{i}$ is nearly 1 for rotational states in most molecules, significantly less than 1 for lower vibrational states, and nearly 0 for higher vibrational states [24, Ch. 8].

For ideal gases at equilibrium, the heat capacity at constant pressure $c_{p}$ and the heat capacity ratio $\gamma$ are

$$
\begin{align*}
c_{p} & =c_{V}+R=\frac{2+d_{\mathrm{tot}}}{2} R  \tag{2.46}\\
\gamma & =\frac{c_{p}}{c_{V}}=1+\frac{2}{d_{\mathrm{tot}}} \tag{2.47}
\end{align*}
$$

Monatomic gases, which have no inner degrees of freedom, have $\gamma=1+$ $2 / 3=5 / 3$. For other gases, $\gamma$ will tend to increase with temperature, as the excitation fractions $H_{i}(T)$ increase. High-temperature gases consisting of very complicated molecules with many possible vibrational states would have a very large number of degrees of freedom, so that $\gamma \rightarrow 1$.

Let us now look at the simplified case of a gas of molecules with only one relevant inner degree of freedom. If the translational energy of the
gas is suddenly increased, for instance due to a sudden compression, the translational and inner energies will re-equilibrate exponentially [24, Ch. 8], as sketched in Figure 2.5. The characteristic time for this process is the molecular relaxation time $\tau_{\mathrm{m}}$.

If the translational energy is changed periodically by a sound wave with frequency $\omega_{0}$, the dimensionless product $\omega_{0} \tau_{\mathrm{m}}$ determines the character of the relaxation process:

If $\omega_{0} \tau_{\mathrm{m}} \ll 1$, the equilibration occurs quickly compared to the disturbance. The translational and inner energies are always nearly in equilibrium.

If $\omega_{0} \tau_{\mathrm{m}} \gg 1$, the equilibration occurs relatively slowly. The inner energy cannot keep up with the translational energy, and remains nearly constant, or frozen. In this case, the inner energy's degree of freedom does not play a part in determining heat capacity. Thus, the adiabatic index $\gamma$ will go asymptotically with frequency towards a value $\gamma_{\infty}$ where the inner degree of freedom is not included in $d_{\text {tot }}$. With only a single inner degree of freedom, the adiabatic index is the same as for a monatomic gas, $\gamma_{\infty}=5 / 3$.

With the speed of sound determined as in (2.24), we find an asymptotic high-frequency speed of sound $c_{\infty}$ determined from

$$
\begin{equation*}
c_{\infty}^{2}=\frac{\gamma_{\infty} p_{0}}{\rho_{0}} \tag{2.48}
\end{equation*}
$$

With $\gamma_{\infty}=5 / 3$ and $\gamma_{0}$ given by (2.47), the ratio between the asymptotic high-frequency and low-frequency speeds of sound is determined solely from the excitation fraction of the inner degree of freedom,

$$
\begin{equation*}
\frac{c_{\infty}^{2}}{c_{0}^{2}}=\frac{1+d_{\mathrm{i}} / 3}{1+d_{\mathrm{i}} / 5} \quad \Leftrightarrow \quad d_{\mathrm{i}}=\frac{5\left(c_{\infty}^{2} / c_{0}^{2}-1\right)}{5 / 3-c_{\infty}^{2} / c_{0}^{2}} \tag{2.49}
\end{equation*}
$$

where we have from (2.45) that $d_{\mathrm{i}}=H(T)$, the excitation fraction of the inner degree of freedom.

The effect of molecular relaxation on acoustic propagation can be modelled using a relaxation equation of state [25, Ch. 9][22, 30],

$$
\begin{equation*}
\tau_{\mathrm{m}} \frac{\partial}{\partial t}\left(p^{\prime}-c_{\infty}^{2} \rho^{\prime}\right)+\left(p^{\prime}-c_{0}^{2} \rho^{\prime}\right)=0 \tag{2.50}
\end{equation*}
$$

This reduces to $p^{\prime}=c_{0}^{2} \rho^{\prime}$ at frequencies where $\omega_{0} \tau_{\mathrm{m}} \ll 1$, and at frequencies where $\omega_{0} \tau_{\mathrm{m}} \gg 1$ it reduces to $p^{\prime}=c_{\infty}^{2} \rho^{\prime}$.

Differentiating this equation of state twice with respect to time and using (2.22) to eliminate $\rho^{\prime}$ (thus neglecting thermoviscous effects), we

## Molecular relaxation

time, $\tau_{\mathrm{m}}$
The characteristic time for re-equilibration of translational energy and an inner energy mode


Figure 2.6: Normalised absorption coefficient and speed of sound as functions of $\omega_{0} \tau_{\mathrm{m}}$.
find the wave equation for a single relaxation process,

$$
\begin{equation*}
\tau_{\mathrm{m}} \frac{\partial}{\partial t}\left(\frac{\partial^{2} p^{\prime}}{\partial t^{2}}-c_{\infty}^{2} \nabla^{2} p^{\prime}\right)+\left(\frac{\partial^{2} p^{\prime}}{\partial t^{2}}-c_{0}^{2} \nabla^{2} p^{\prime}\right)=0 \tag{2.51}
\end{equation*}
$$

This wave equation can also be found by a more fundamental approach that takes quantum statistical mechanical effects fully into account [22].

The effect of relaxation on sound wave propagation can now be found by inserting a plane forced wave trial solution $\hat{p}^{\prime}=\hat{p}^{\star} \mathrm{e}^{\mathrm{i}\left(\omega_{0} t-\hat{k} x\right)}$ into (2.51). The complex wavenumber is then found to be

$$
\begin{equation*}
\frac{\hat{k}}{k_{0}}=\sqrt{\frac{1+\mathrm{i} \omega_{0} \tau_{\mathrm{m}}}{1+\mathrm{i} \omega_{0} \tau_{\mathrm{m}}\left(c_{\infty} / c_{0}\right)^{2}}} \tag{2.52}
\end{equation*}
$$

The exact expressions for the real and imaginary parts of the wavenumber, which respectively lead to the true speed of sound $c$ and spatial absorption coefficient $\alpha_{x}$, are quite complicated. However, in most real fluids, $c_{0}$ and $c_{\infty}$ are very close [25, Ch. 9]. Assuming the quantity $c_{\infty}^{2} / c_{0}^{2}-1$ to be very small, the complicated expressions can be simplified [25, Ch. 9], giving

$$
\begin{align*}
& \frac{\alpha_{x}}{k_{0}}=\frac{1}{2}\left(\frac{c_{\infty}^{2}}{c_{0}^{2}}-1\right) \frac{\omega_{0} \tau_{\mathrm{m}}}{1+\left(\omega_{0} \tau_{\mathrm{m}}\right)^{2}}  \tag{2.53a}\\
& \frac{c^{2}}{c_{0}^{2}}=\frac{1+\left(\omega_{0} \tau_{\mathrm{m}}\right)^{2}\left(c_{\infty}^{2} / c_{0}^{2}\right)^{4}}{1+\left(\omega_{0} \tau_{\mathrm{m}}\right)^{2}\left(c_{\infty}^{2} / c_{0}^{2}\right)^{2}} \tag{2.53b}
\end{align*}
$$

These expressions are plotted in Figure 2.6. The absorption over a wavelength is maximal at $\omega_{0} \tau_{\mathrm{m}}=1$, and the speed of sound $c$ changes smoothly from $c_{0}$ to $c_{\infty}$.

When several relaxation processes and thermoviscous absorption occur simultaneously, it is often assumed that the absorption coefficients of the individual processes can be summed to find a total absorption coefficient $[25,31,32]$.

In air, the relevant relaxation processes are rotational and vibrational relaxation in nitrogen and oxygen. The rotational relaxation time is typically of the order of $10^{-9} \mathrm{~s}$, comparable to the viscous relaxation time $\tau_{v},{ }^{*}$ and the vibrational relaxation times for nitrogen and oxygen are typically of the order of $10^{-3} \mathrm{~s}$ and $10^{-5} \mathrm{~s}$, respectively, although the latter two are strongly dependent on humidity [31].

Humidity is relevant because water molecules act as catalysts for the relaxation process: Collisions between water molecules and nitrogen or oxygen molecules has a higher probability of knocking the latter molecules into higher or lower vibrational energy states [29], so that the re-equilibration process occurs more quickly. Therefore, the relaxation times $\tau_{\mathrm{m}}$ decrease with humidity.

Due to the very short rotational relaxation time, the approximation $\omega_{0} \tau_{\mathrm{m}} \ll 1$ is fully valid for all but extremely high frequencies. Using this approximation in (2.53), we find $c \simeq c_{0}$ and $\alpha_{x} \propto \omega_{0}^{2}$. A comparison of the latter with the $\omega_{0} \tau_{v} \ll 1$ approximation of the viscous absorption coefficient (2.37a) shows that they have the same form. In fact, several sources [28, 33, 34] suggest that bulk viscosity in dilute polyatomic gases is merely the low-frequency behaviour of rotational relaxation. A closer analysis of measurements of rotational relaxation from this perspective gives a bulk viscosity in air of $v_{\mathrm{B}}=0.60 v[33,34]$.

It is important to emphasise that the modelling of rotational relaxation as a bulk viscosity is only valid at low frequencies where $\omega_{0} \tau_{\mathrm{m}} \ll 1$. At higher frequencies, this will mispredict the sound wave dispersion from rotational relaxation [22]. However, at the extremely high frequencies where this is a problem, the entire Navier-Stokes-Fourier model itself is cast into doubt, as we will see in Chapters 3 and 5.

We end this section on relaxation with Figure 2.7, which shows the composition of the absorption coefficient for air at representative conditions. The calculation was performed using formulas from the relevant ISO standard [32], which can also be found elsewhere [25, App. B]. From the figure we see that the effects of the vibrational relaxations clearly dominate at audible frequencies.

### 2.3.4 Acoustic multipoles and aeroacoustics

Acoustic multipoles are oscillating sound sources that generate acoustic fields of various directional radiation patterns. These sources can be either
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Figure 2.7: Absorption coefficient and its composition for air at 293.15 K , atmospheric pressure and $70 \%$ relative humidity. Rotational relaxation for nitrogen and oxygen is represented as bulk viscosity.
point sources, localised at single points in space, or they can be source densities distributed throughout the medium. The the first three orders of multipoles are the most well-known: Monopoles, dipoles, and quadrupoles at zeroth, first, and second order, respectively.

Before going into the causes of multipole sources, we will look at how they are presented and dealt with mathematically. In general, multipole sources can be expressed by source terms in the wave equation. For the ideal wave equation, we have

$$
\begin{equation*}
\left(\frac{1}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) p^{\prime}(x, t)=\mathcal{T}_{0}(x, t)+\frac{\partial \mathcal{T}_{\alpha}(x, t)}{\partial x_{\alpha}}+\frac{\partial^{2} \mathcal{T}_{\alpha \beta}(x, t)}{\partial x_{\alpha} \partial x_{\beta}}+\ldots \tag{2.54}
\end{equation*}
$$

We shall see that $\mathcal{T}_{0}, \mathcal{T}_{\alpha}$, and $\mathcal{T}_{\alpha \beta}$ represents the local source strength of monopoles, dipoles, and quadrupoles, respectively.

The solution of this equation is based on Green's functions. In this derivation we will consider time-harmonic Green's functions, with a time dependence of $\mathrm{e}^{\mathrm{i} \omega t}$. This Green's function $\hat{G}$ is defined by

$$
\begin{equation*}
\left(\frac{1}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) \hat{G}(x, t)=\delta(x) \mathrm{e}^{\mathrm{i} \omega t} \tag{2.55}
\end{equation*}
$$

where $\delta(\boldsymbol{x})$ is the Dirac delta function. Thus, the Green's function is the pressure response to a time-harmonic point inhomogenity at $x=0$.

Alternatively, the impulsive Green's function could be used [35]. This is defined similarly to (2.55), but with a different source term, $\delta(\boldsymbol{x}) \delta(t)$, on the right-hand side. Thus, the impulsive Green's function is the response to an inhomogenity representing a single Dirac pulse at $x=0$ and $t=0$. However, since it is impossible to find analytical solutions on this form for two dimensional cylindrical waves except as far-field approximations or Fourier integrals [25, Ch. 1], we wil not consider the impulsive Green's function further. It is possible to use the Fourier transform to transform time-harmonic solutions to more general solutions.

In one, two and three dimensions, the time-harmonic Green's functions are [36]

$$
\begin{array}{ll}
\text { 1D: } & \hat{G}(x, t)=\frac{1}{2 \mathrm{i} k} \mathrm{e}^{\mathrm{i}(\omega t-k|x|),} \\
\text { 2D: } & \hat{G}(x, t)=\frac{1}{4 \mathrm{i}} \hat{H}_{0}^{(2)}(k|x|) \mathrm{e}^{\mathrm{i} \omega t}, \\
\text { 3D: } & \hat{G}(x, t)=\frac{1}{4 \pi|x|} \mathrm{e}^{\mathrm{i}(\omega t-k|x|)}, \tag{2.56c}
\end{array}
$$

where $\hat{H}_{n}^{(2)}$ is the $n$th order Hankel function of the second kind. The Hankel function is found from the corresponding Bessel functions of the first kind $J_{n}$ and second kind $Y_{n}$, as [24]

$$
\begin{equation*}
\hat{H}_{n}^{(2)}(x)=J_{n}(x)-\mathrm{i} Y_{n}(x) \tag{2.57}
\end{equation*}
$$

$|x|=\sqrt{x^{2}+y^{2}+z^{2}}$ is the distance from the origin, often denoted as $r$.
Now, let us consider a simplified, time-harmonic version of (2.54),

$$
\left(\frac{1}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) p(x, t)=\hat{\mathcal{T}}_{0}(x) \mathrm{e}^{\mathrm{i} \omega t}
$$

The source term can be seen as a distribution of infinitely many individual weak point source terms $\hat{\mathcal{T}}_{0}(\boldsymbol{y}) \delta(\boldsymbol{x}-\boldsymbol{y}) \mathrm{d} \boldsymbol{y}$, since

$$
\hat{\mathcal{T}}_{0}(x)=\int \hat{\mathcal{T}}_{0}(y) \delta(x-y) \mathrm{d} y
$$

From the definition of the Green's function, each component source radiates a pressure field $\hat{\mathcal{T}}_{0}(\boldsymbol{y}) \hat{G}(\boldsymbol{x}-\boldsymbol{y}, t) \mathrm{d} \boldsymbol{y}$. Thus, we can find a general solution by adding the contributions of all these individual sources,

$$
p^{\prime}(\boldsymbol{x}, t)=\int \hat{\mathcal{T}}_{0}(\boldsymbol{y}) \hat{G}(\boldsymbol{x}-\boldsymbol{y}, t) \mathrm{d} \boldsymbol{y} .
$$

The pressure at the listener point $x$ is thus found by integrating over the contributions of all source points $y$.

To find the solution of the source term with a single spatial derivative, we can simply let $\hat{\mathcal{T}}_{0}(x) \rightarrow \partial \hat{\mathcal{T}}_{\alpha}(x) / \partial x_{\alpha}$ in the solution,

$$
p^{\prime}(\boldsymbol{x}, t)=\int \frac{\partial \hat{\mathcal{T}}_{\alpha}(\boldsymbol{y})}{\partial y_{\alpha}} \hat{G}(\boldsymbol{x}-\boldsymbol{y}, t) \mathrm{d} y
$$

Using multidimensional integration by parts (2.11) and assuming that $\hat{\mathcal{T}}=0$ infinitely far away, this becomes

$$
p^{\prime}(x, t)=-\int \hat{\mathcal{T}}_{\alpha}(y) \frac{\partial \hat{G}(x-y, t)}{\partial y_{\alpha}} \mathrm{d} y=\int \hat{\mathcal{T}}_{\alpha}(y) \frac{\partial \hat{G}(x-y, t)}{\partial x_{\alpha}} \mathrm{d} y .
$$

A similar solution can be found found for the source term with a double spatial derivative. Thus, the time-harmonic analogue of (2.54),

$$
\begin{equation*}
\left(\frac{1}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) p^{\prime}(\boldsymbol{x}, t)=\mathrm{e}^{\mathrm{i} \omega t}\left[\hat{\mathcal{T}}_{0}(\boldsymbol{x})+\frac{\partial \hat{\mathcal{T}}_{\alpha}(\boldsymbol{x})}{\partial x_{\alpha}}+\frac{\partial^{2} \hat{\mathcal{T}}_{\alpha \beta}(\boldsymbol{x})}{\partial x_{\alpha} \partial x_{\beta}}+\ldots\right] \tag{2.58}
\end{equation*}
$$

is solved by

$$
\begin{align*}
p^{\prime}(\boldsymbol{x}, t)=\int[ & \hat{\mathcal{T}}_{0}(\boldsymbol{y}) \hat{G}(\boldsymbol{x}-\boldsymbol{y}, t)+\hat{\mathcal{T}}_{\alpha}(\boldsymbol{y}) \frac{\partial \hat{G}(\boldsymbol{x}-\boldsymbol{y}, t)}{\partial x_{\alpha}} \\
& \left.+\hat{\mathcal{T}}_{\alpha \beta}(\boldsymbol{y}) \frac{\partial^{2} \hat{G}(\boldsymbol{x}-\boldsymbol{y}, t)}{\partial x_{\alpha} \partial x_{\beta}}+\ldots\right] \mathrm{d} \boldsymbol{y} . \tag{2.59}
\end{align*}
$$

Each term inside the integral represents one type of multipole source, and the different $\hat{\mathcal{T}}_{\mathrm{s}}$ indicate the local source strengths of these.

The different derivatives of $\hat{G}$ have their own angular dependence. The far-field angular dependence patterns for some representative derivatives are given in Figure 2.8. $\hat{G}$ itself is omnidirectional, radiating equally in all directions; a monopole source. Applying a spatial derivative in $x_{\alpha}$ direction to $\hat{G}$ results in a radiation pattern known as an $x_{\alpha}$-dipole, with a lobe in the $x_{\alpha}$ direction and a lobe of opposite polarity in the $-x_{\alpha}$ direction. Applying two spatial derivatives in $x_{\alpha}$ and $x_{\beta}$ directions, we get $x_{\alpha} x_{\beta^{-}}$ quadrupoles. If the two derivatives are the same, we have a longitudinal quadrupole with two lobes of the same polarity in opposing directions. If the derivatives are different, we have a lateral quadrupole with four lobes of varying polarities in the $x_{\alpha} x_{\beta}$ plane.

Now that we know how to deal with source terms in the wave equation, we will now look at where these source terms may originate from in the first place. We will later return to this topic in Chapter 6, where the multipole source origin will be different.


Figure 2.8: Far-field (i.e. $|x| \rightarrow \infty$ ) dependence on the angle to the $x$ axis for (a) $\hat{G}$, (b) $\partial \hat{G} / \partial x$, (c) $\partial^{2} \hat{G} / \partial x^{2}$, (d) $\partial^{2} \hat{G} / \partial x \partial y$. Lobes with negative polarity are drawn with dashed lines. These angular dependence patterns hold for both the two- and threedimensional Green's functions $\hat{G}$, and their common names are given in the subcaptions.

We begin with the mass and momentum conservation equations (2.17) of the Euler model. On conservation form, these are

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\frac{\partial \rho u_{\alpha}}{\partial x_{\alpha}} & =Q  \tag{2.60a}\\
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial x_{\beta}} & =-\nabla p+\boldsymbol{F} \tag{2.60b}
\end{align*}
$$

A mass source term $Q$ with units $\mathrm{kg} / \mathrm{sm}^{3}$ has been added to the mass equation. This can model the pulsations of small bodies throughout the fluid [24, Ch. 5][35, Ch. 1].

Deriving the wave equation from these equations as before, we get

$$
\begin{equation*}
\left(\frac{1}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}\right) p=\frac{\partial Q}{\partial t}-\frac{\partial F_{\alpha}}{\partial x_{\alpha}}+\frac{\partial^{2} \rho u_{\alpha} u_{\beta}}{\partial x_{\alpha} \partial x_{\beta}} . \tag{2.61}
\end{equation*}
$$

By comparison with equation (2.54), we explicitly find the multipole
source strengths

$$
\begin{equation*}
\mathcal{T}_{0}=\frac{\partial Q}{\partial t}, \quad \mathcal{T}_{\alpha}=-F_{\alpha}, \quad \mathcal{T}_{\alpha \beta}=\rho u_{\alpha} u_{\beta} \tag{2.62}
\end{equation*}
$$

We could also perform a more general derivation by using the Navier-Stokes-Fourier model and not using the linear approximation $p^{\prime}=c_{0}^{2} \rho^{\prime}$. This would result in an exact quadrupole strength of $[35,37]$

$$
\mathcal{T}_{\alpha \beta}=\rho u_{\alpha} u_{\beta}+\left(p-c_{0}^{2} \rho^{\prime}\right) \delta_{\alpha \beta}-\sigma_{\alpha \beta}^{\prime}
$$

In most cases, however, the two last terms are negligible, and the first term can even be approximated well as $\rho_{0} u_{\alpha} u_{\beta}[35,37]$.

Thus, monopoles are typically caused either by injection of mass, or by pulsations of small bodies which push on the fluid; identical waves are radiated in the two cases if the same amount of mass is injected and pushed [24, Chs. 5 \& 7]. Dipoles are typically caused by body forces acting on the fluid. Quadrupoles are typically caused by areas with rapid spatial variations in $\rho u_{\alpha} u_{\beta}$, such as an area of turbulent flow. The fact that such flow generates sound is familiar from daily life; consider for instance the noise from the turbulent flow of air blown out of a mouth.

The study of aerodynamic sound generation is called aeroacoustics. Aeroacoustic studies are especially important to finding out how to reduce the noise generated by vehicles, in particular aircraft.

The study of aeroacoustic computer simulations is called computational aeroacoustics. Such studies started in the 1980s, and the two main types of methods used are:

Hybrid methods, where the flow and acoustic fields are found separately. The incompressible flow field is analysed to find the acoustic source strength of the flow, which is then used to compute the acoustic field in the surrounding domain.

Direct methods, where the acoustic field comes out as a natural part of a numerical solution to the compressible Navier-Stokes or Euler equations.

While hybrid methods are usually far more efficient than direct methods, they cannot simulate the feedback of the acoustic field on the flow field. Therefore, hybrid methods cannot be used in cases where this feedback is critical to the process of sound generation, such as the singing risers problem currently studied in the natural gas industry [38-42]. It is also difficult to capture complex geometries with such methods.

Direct methods have no such problems, but performing traditional numerical simulations of the compressible Navier-Stokes equation is far more complex and computationally demanding than using hybrid methods. We can therefore hope that the lattice Boltzmann method will
prove to be an useful direct method for computational aeroacoustics. In fact, several publications have been made on this topic recently [42-50].

### 2.3.5 Nonlinear acoustics

At high sound wave amplitudes, the assumptions behind the linearisation performed previously break down, and the equations of sound propagation become nonlinear.* The primary consequence of this nonlinearity is that the sound wave propagation speed can no longer be assumed to be constant; peaks propagate more quickly and troughs more slowly. There are two separate mechanisms behind this effect.

The first mechanism is the dependence of the sound speed $c$ on local state variables. Simply put, a sound wave peak is compressed and therefore has a slightly higher temperature, which leads to a slightly higher local sound speed. Conversely, a trough is rarefied and has a lower temperature and a lower sound speed.

Evaluating the speed of sound from the isentropic relation (2.23) without assuming that the state variables are close to the rest state variables $p_{0}$ and $\rho_{0}$, we find

$$
\begin{equation*}
c^{2}=\left(\frac{\partial p}{\partial \rho}\right)=\frac{\gamma p}{\rho}=c_{0}^{2}\left(\frac{\rho}{\rho_{0}}\right)^{\gamma-1}=c_{0}^{2}\left(\frac{p}{p_{0}}\right)^{(\gamma-1) / \gamma} \tag{2.63}
\end{equation*}
$$

With some effort, the speed of sound can also be expressed exactly through the acoustic fluid velocity [51][25, Ch. 2]. For a plane wave,

$$
\begin{equation*}
c=c_{0}+\frac{\gamma-1}{2} u \tag{2.64}
\end{equation*}
$$

the scalar $u$ being the fluid velocity in the propagation direction of the sound wave.

The second mechanism is self-advection. The particle velocity $u$ of a sound wave, which points towards and against the direction of sound propagation in peaks and troughs respectively, also contributes to transport of the sound wave.

Consequently, the total local wave propagation speed is $c+u$, or

$$
\begin{equation*}
c+u=c_{0}+\beta u, \tag{2.65}
\end{equation*}
$$

where $\beta$ is the coefficient of nonlinearity,

$$
\beta=\frac{\gamma+1}{2}
$$

In other words, peaks propagate more quickly and troughs propagate more slowly than the small-signal sound speed $c_{0}$. As a consequence, the
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## Harmonics

Wave components with frequencies that are integer multiples of a fundamental frequency
peaks may eventually catch up to the troughs, steepening the sound wave and distorting it into a shock wave as shown in Figure 2.9. This distortion also results in the introduction of harmonics.

These harmonic components have higher frequencies than the fundamental and are consequently absorbed to a larger degree. In a way, the propagation of high-amplitude sound waves may be seen as a competition between the effects of nonlinearity, which cause distortion and harmonics, and the effects of absorption, which absorb the harmonics and thus dampen the distortion.

Nonlinear acoustics can be modeled by a number of different equations [51]. To derive these, some approximations must be made. Most importantly, the effects of nonlinearity must be assumed to be sufficiently small.

Let us introduce a smallness order parameter $\varepsilon$, so that the fluctuating field quantities of pressure $p^{\prime}$, density $\rho^{\prime}$, velocity $u^{\prime}$, and so forth are all $\mathcal{O}(\varepsilon)$. Another parameter which is small up to very high ultrasonic frequencies is the acoustic viscosity number $X=\omega_{0} \tau_{\nu}$. To derive reasonably simple model equations, an approximation scheme that neglects all terms of higher order of smallness than $\mathcal{O}\left(\varepsilon^{2}\right)$ and $\mathcal{O}(\varepsilon X)$ must be used [51]. By comparison, in the linearisation process used in the previous sections we neglected all terms above the orders $\mathcal{O}(\varepsilon)$ and $\mathcal{O}(\varepsilon X)$.

Perhaps the simplest model equation is the Burgers equation, which describes the nonlinear steepening of a plane wave [51].* In dimensionless form, the Burgers equation for the propagation of a forced wave with frequency $\omega_{0}$ and initial amplitude $p^{\star}$ is [52]

$$
\begin{equation*}
\frac{\partial \tilde{p}}{\partial \tilde{x}}=\tilde{p} \frac{\partial \tilde{p}}{\partial \tilde{t}_{\mathrm{r}}}+\tilde{\alpha}_{x} \frac{\partial^{2} \tilde{p}}{\partial \tilde{t}_{\mathrm{r}}^{2}} . \tag{2.66a}
\end{equation*}
$$

The tilde indicates parameters which have been reduced to nondimensional form as

$$
\begin{equation*}
\tilde{p}=p^{\prime} / p^{\star}, \quad \tilde{x}=x / x_{\text {shock }}, \quad \tilde{t}_{\mathrm{r}}=\omega_{0} t_{\mathrm{r}}, \quad \tilde{\alpha}_{x}=\alpha_{x} x_{\text {shock }} \tag{2.66b}
\end{equation*}
$$

where $x_{\text {shock }}$ is the shock formation distance, i.e. the distance it takes for the peak to catch up to the trough for a plane wave in a lossless medium, given by

$$
\begin{equation*}
x_{\text {shock }}=\frac{\rho_{0} c_{0}^{3}}{p^{\star} \beta \omega_{0}} . \tag{2.66c}
\end{equation*}
$$

By rewriting the equation into this dimensionless form, we see that it relies only on the initial condition $\tilde{p}\left(0, \tilde{t}_{\mathrm{r}}\right)$ and the nondimensionalised absorption coefficient $\tilde{\alpha}_{x}$.
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Figure 2.9: Nonlinear distortion of a sound wave; the solution to the dimensionless Burgers equation (2.66a) for $\tilde{\alpha}_{x}=0.01$ and $M=300$.

One method to solve the Burgers equation involves a transformation to the frequency domain. The solution variable $\tilde{p}$ can be written as a superposition of frequency components,

$$
\begin{equation*}
\tilde{p}\left(\tilde{x}, \tilde{t_{\mathrm{r}}}\right)=\sum_{n=1}^{\infty} \operatorname{Re}\left[\tilde{p}_{n}(\tilde{x}) \mathrm{e}^{\mathrm{i} n \tilde{t}_{\mathrm{r}}}\right] \tag{2.67}
\end{equation*}
$$

$\tilde{p}_{n}(\tilde{x})$ being the complex amplitudes of these frequency components. Truncating the number of components to $M$, the Burgers equation can be transformed into a set of coupled ordinary differential equations for the components $\tilde{p}_{n}$ [52],

$$
\begin{equation*}
\frac{\mathrm{d} \tilde{p}_{n}}{\mathrm{~d} \tilde{x}}=-n^{2} \tilde{\alpha}_{x} \tilde{p}_{n}+\frac{\mathrm{i} n}{4}\left(\sum_{m=1}^{n-1} \tilde{p}_{m} \tilde{p}_{n-m}+2 \sum_{m=n+1}^{M} \tilde{p}_{m} \tilde{p}_{m-n}^{*}\right) . \tag{2.68}
\end{equation*}
$$

This set of ODEs can be solved using a number of standard methods. Here, Matlab's fourth-order Runge-Kutta method with adaptive time steps (the ode45 function) was used. The results for $\tilde{\alpha}_{x}=0.01$ and an initial condition $\tilde{p}_{1}(0)=1, \tilde{p}_{n \neq 1}(0)=0$ are shown in Figure 2.9.

## 3 The kinetic theory of gases

A gas at rest is not merely a static continuum. Instead, it is teeming with activity at the molecular level: Most of the molecules fly around at speeds higher than the speed of sound, and a single molecule typically collides with billions of other molecules within the space of a single second.

In principle, this behaviour can be described by tracking every single molecule in the gas and calculating how they collide with each other. This is naturally impossible in practice for many reasons, e.g. the enormous number of particles and the lack of knowledge of their initial states.

Knowing the position $(x, y, z)=x$ and velocity $\left(\xi_{x}, \xi_{y}, \xi_{z}\right)=\xi=$ $\mathrm{d} x / \mathrm{d} t$ of a single molecule means knowing 6 different variables. Consequently, knowing the position and velocity of $N$ molecules means knowing 6 N variables. In addition, if the molecules have internal structure as described in section 2.3.3, variables describing their rotational and vibrational state are also necessary. Considering that a single gram of oxygen consists of over $10^{22}$ molecules, it becomes clear that it is impossible to describe a tangible amount of gas at the microscopic level of detail.

Instead of attempting a full description of the gas, we can attempt a statistical one, where we consider distributions of particles; essentially expectation values of the density of particles that have a particular position and velocity.* We go from a microscopic description to a mesoscopic description of the gas, as described in Chapter 1.

In this chapter, a short introduction will be given to this field, which is known as the kinetic theory of gases. We will start by looking at the statistical description of the gas and how any distribution of particles may be connected to the macroscopic variables familiar from fluid mechanics. Then the Boltzmann equation, which describes the evolution of these particle distributions, will be derived. Finally, we will see how the conservation equations of fluid mechanics may be derived from this equation.

It is necessary to make certain assumptions about the gas to keep the following discussion at a sufficiently simple and instructive level. First, we will assume that the molecules are all identical and consist of only one atom. If the molecules have no detailed internal structure,
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Figure 3.1: Vectors and infinitesimal volumes in velocity space (left) and physical space (right).
all their kinetic energy is translational, or coupled to their velocity; they cannot rotate or vibrate as described in section 2.3.3. The kinetic theory of polyatomic gases is significantly more complicated, and may be found elsewhere [54-58].

Second, Bohr's correspondence principle states that the quantum behaviour of a system reduces to classical behaviour when the system becomes large enough. We can therefore largely disregard quantum mechanical effects and assume classical behaviour at the statistical level of description.

The primary goal of this chapter is to give an introduction to the aspects of kinetic theory that are the most relevant for the lattice Boltzmann method. We will cover the basic principles, the simplest model for collisions between particles, and the link to fluid mechanics. Discussion of less relevant aspects will be kept to a minimum.

### 3.1 The distribution function and its moments

The distribution function $f(x, \xi, t)$ can be seen as a generalisation of density; it represents the density of particles in both physical space and velocity space simultaneously. In other words, $f(x, \boldsymbol{\xi}, t)$ indicates the density of particles with position $x$ and velocity $\xi$ at time $t$.

The distribution function lets us find other, more familiar quantities. $f(\boldsymbol{x}, \boldsymbol{\xi}, t) \mathrm{d} \boldsymbol{\xi}$ is the spatial density of particles which have velocities which lie inside an infinitesimal velocity space volume $\mathrm{d} \xi$ at $\xi$. Furthermore, $f(x, \xi, t) \mathrm{d} x \mathrm{~d} \boldsymbol{\xi}$ is the mass of particles with such velocities and positions which lie inside an infinitesimal physical space volume $\mathrm{d} x$ at $x$.

This distribution function is sufficient to find macroscopic properties such as fluid density, fluid velocity, and internal energy in the fluid. These properties can be found as moments, where the distribution function $f(x, \xi, t)$ is weighted with some function of $\xi$ and integrated over the

Distribution function, $f$
Indicates the density of particles with position $x$ and velocity $\xi$ at time $t$

## Moment

An integral over all velocities with $f$ weighted with a function of velocity as the integrand

Mass density, $\rho$
Mass per physical volume in $\mathrm{kg} / \mathrm{m}^{3}$

Momentum density, $\rho u$ Momentum per physical volume in $\mathrm{kg} / \mathrm{s} \mathrm{m}^{2}$

Fluid velocity, $u$ The average velocity of the particles in $\mathrm{m} / \mathrm{s}$

Energy density, $\rho E$ Kinetic energy per physical volume in $\mathrm{J} / \mathrm{m}^{3}$

Specific energy, $E$
Kinetic energy per mass in J/kg

Internal energy density, $\rho e$
The energy density component due to random thermal movement of particles in the gas
entire velocity space. These moments, which link the mesoscopic and macroscopic scales, are somewhat similar to the equations (1.1) which link the microscopic and macroscopic scales.

For the simplest moment we do not weight with anything. As mentioned previously, $f(x, \xi, t) \mathrm{d} \xi$ is the spatial density of particles that have velocities within a certain infinitesimal velocity range. Thus, if we integrate over all the velocities, i.e. the entire velocity space, we get the physical mass density, most commonly simply called density,

$$
\begin{equation*}
\rho(x, t)=\int f(x, \xi, t) \mathrm{d} \xi . \tag{3.1}
\end{equation*}
$$

Now, if we weight with $\xi$, we get $\xi f(x, \xi, t) \mathrm{d} \xi$, which is the momentum density of the particles in the given velocity range. Integrating over all the velocities gives us the total momentum density,

$$
\begin{equation*}
\rho u(x, t)=\int \xi f(x, \xi, t) \mathrm{d} \xi . \tag{3.2}
\end{equation*}
$$

Here, $u$ is the average velocity of the particles, which corresponds to the fluid velocity in fluid mechanics.

Similarly, weighting with $\frac{1}{2}|\xi|^{2}$ and integrating gives the energy density,

$$
\begin{equation*}
\rho E(x, t)=\frac{1}{2} \int|\xi|^{2} f(x, \xi, t) \mathrm{d} \xi \tag{3.3}
\end{equation*}
$$

Here, $E$ is the specific energy. We have assumed here that the kinetic energy is given only by the translational movement of the particles; this is only correct if the gas is monatomic, as we earlier assumed. For a polyatomic gas, there would also be contributions from rotational and vibrational energy, which cannot be as easily represented through $f(x, \xi, t)$.

This total kinetic energy may be split up into two parts: The kinetic energy density due to the bulk movement of the fluid, $\frac{1}{2} \rho|u|^{2}$, and the internal energy density $\rho e$, which is due to random thermal movement of particles, and is independent of the fluid velocity $\boldsymbol{u}$. Thus, we can write

$$
\begin{equation*}
\rho E=\rho\left(e+\frac{1}{2}|u|^{2}\right) . \tag{3.4}
\end{equation*}
$$

Here, $e$ is the specific internal energy.
As an example of internal energy, let us look at a somewhat unrealistic case where all particles move in the same direction, so that the distribution function is a Dirac delta function, $f(\boldsymbol{x}, \boldsymbol{\xi}, t)=\rho \delta(\boldsymbol{\xi}-\boldsymbol{u})$. Using this to find the energy density, we find $\rho E=\frac{1}{2} \rho|\boldsymbol{u}|^{2}$. Comparing with (3.4), we see


Figure 3.2: The velocity $\xi$ is split into the fluid velocity $u$ and the peculiar velocity $v$.
that $\rho e=0$ in this case where all particles have the same velocity. Thus, we see that the internal energy comes from the particle velocities' deviation from the mean. We will see later in section 3.3 that this deviation and the internal energy grows larger with temperature.

It is useful to split the particle velocity $\xi$ into two components, as shown in Figure 3.2: The fluid velocity $u$ and the peculiar velocity $v$,

$$
\begin{equation*}
\xi=v+u \tag{3.5}
\end{equation*}
$$

## Peculiar velocity, $v$

The deviation of the particle velocity $\xi$ from the fluid velocity $u$

Because it describes the deviation from the mean velocity, the peculiar velocity cannot contribute to the momentum. This may also be shown mathematically,

$$
\begin{equation*}
\int v f \mathrm{~d} \xi=\int \xi f \mathrm{~d} \xi-\boldsymbol{u} \int f \mathrm{~d} \xi=\rho \boldsymbol{u}-\rho \boldsymbol{u}=0 \tag{3.6}
\end{equation*}
$$

Here the fluid velocity has been moved outside the integral, as $\boldsymbol{u}(\boldsymbol{x}, \mathrm{t})$ does not depend on $\xi$.

In (3.3), we can substitute with (3.5). Using (3.6) and (3.1), we find

$$
\begin{aligned}
\rho E & =\frac{1}{2} \int(\boldsymbol{v}+\boldsymbol{u}) \cdot(\boldsymbol{v}+\boldsymbol{u}) f(\boldsymbol{x}, \boldsymbol{\xi}, t) \mathrm{d} \boldsymbol{\xi} \\
& =\frac{1}{2} \int|\boldsymbol{v}|^{2} f \mathrm{~d} \boldsymbol{\xi}+\boldsymbol{u} \cdot \int \boldsymbol{v} f \mathrm{~d} \xi+\frac{1}{2}|\boldsymbol{u}|^{2} \int f \mathrm{~d} \boldsymbol{\xi} \\
& =\frac{1}{2} \int|\boldsymbol{v}|^{2} f \mathrm{~d} \boldsymbol{\xi}+\frac{1}{2} \rho|\boldsymbol{u}|^{2} .
\end{aligned}
$$

By comparison with (3.4) we find the moment equation for the internal energy density,

$$
\begin{equation*}
\rho e(x, t)=\frac{1}{2} \int|v|^{2} f(x, \xi, t) \mathrm{d} \xi \tag{3.7}
\end{equation*}
$$



Figure 3.3: A single particle bounces elastically off a surface $\mathrm{d} A=\mathrm{d} y \mathrm{~d} z$. In the time it takes for the particle to reach the surface, all the particles with the same velocity inside the upper collision prism around the particle's path will also have hit the surface, and will have bounced into the lower collision prism.

### 3.2 Pressure and heat

Fluids exert a force on adjacent surfaces. The area density of this force is given by the pressure $p(x, t)$ at the surface. In general, the pressure is an internal thermodynamic quantity of the fluid. It indicates the force density which would be exerted on a surface placed at that point, if that surface is at rest relative to the fluid.

The actual, microscopic reason why fluids exert a pressure on surfaces is that the particles in the fluid keep bouncing off the surface. Since momentum is always conserved, the momentum change imparted to the surface is equal and opposite to the momentum change of a particle bouncing off it.

In the following, we will make the assumption that the distribution function is approximately spherically symmetric around $v=0$, so that all velocity directions are equally probable, and the peculiar velocity does not tend to any particular directions. This assumption will be discussed further in section 3.3.

Let's say that we have placed a surface in the $y$-z-plane at rest relative to the fluid, and that a particle bounces elastically off it, as shown in Figure 3.3. Before and after the collision, the particle's momentum relative to the wall in the $x$-direction is $-m v_{x}$ and $m v_{x}$ respectively, having changed by $2 m v_{x}$ in the collision. The same momentum change is imparted to the wall.

We can use the distribution function to find the total momentum
change imparted to the wall over an infinitesimal time period $\mathrm{d} t$. If the aforementioned particle has a velocity $\xi$, the total mass of the particles with similar velocities hitting the surface $\mathrm{d} A=\mathrm{d} y \mathrm{~d} z$ in the period $\mathrm{d} t$ is $f(x, \xi, t) \mathrm{d} \xi \mathrm{d} x$. Here, $\mathrm{d} x=\mathrm{d} x \mathrm{~d} y \mathrm{~d} z=v_{x} \mathrm{~d} t \mathrm{~d} y \mathrm{~d} z$ is the volume of the collision prism shown in Figure 3.3. Thus, the total mass of particles hitting the wall with such velocities is

$$
v_{x} f(x, \boldsymbol{\xi}, t) \mathrm{d} \xi \mathrm{~d} t \mathrm{~d} y \mathrm{~d} z
$$

To find the total momentum imparted to the surface by these particles, we multiply their mass by their velocity change $2 v_{x}$. Thus, their total imparted momentum change to the surface is

$$
\begin{equation*}
2 v_{x}^{2} f(x, \xi, t) \mathrm{d} \xi \mathrm{~d} t \mathrm{~d} y \mathrm{~d} z \tag{3.8}
\end{equation*}
$$

Of course, this is only an infinitesimal part of all possible velocities. This surface may be hit by particles with any velocity $\xi$ where $v_{x}<0$, i.e. the velocities that point toward the surface. To find the momentum change imparted by all particle collisions, we must integrate (3.8) over the velocity half-space where $v_{x}<0$. Alternatively, since we have assumed that $f$ is spherically symmetric around $v=0$, we can simply integrate over the entire velocity space and divide by 2 . Thus, the momentum change imparted to the wall by all particle collisions during the period $\mathrm{d} t$ is

$$
\mathrm{d} t \mathrm{~d} y \mathrm{~d} z \int v_{x}^{2} f(x, \xi, t) \mathrm{d} \xi
$$

To get the force from the momentum change, we simply need to divide by $\mathrm{d} t$, as per Newton's second law. To get the pressure from the force, we divide by the area $\mathrm{d} y \mathrm{~d} z$. Thus, the pressure felt by the surface in Figure 3.3 is

$$
p=\int v_{x}^{2} f(x, \xi, t) \mathrm{d} \xi
$$

Since we have assumed that the particles are distributed symmetrically about $v=0$, we could instead have placed the wall in Figure 3.3 in the $x-$ $z$-plane or the $x-y$-plane and found equivalent definitions for the pressure with $v_{y}^{2}$ and $v_{z}^{2}$ inside the integral, respectively, instead of $v_{x}^{2}$. In fact, we can take the average of these three equivalent definitions, replacing $v_{x}^{2}$ with $\frac{1}{3}\left(v_{x}^{2}+v_{y}^{2}+v_{z}^{2}\right)=\frac{1}{3}|v|^{2}$.

Having done this, the pressure integral is on a familiar form,

$$
\begin{equation*}
p=\frac{1}{3} \int|v|^{2} f(x, \xi, t) \mathrm{d} \xi=\frac{2}{3} \rho e \tag{3.9}
\end{equation*}
$$

The last equality follows from comparison with (3.7). We have thus found that the pressure of a gas is proportional to its internal energy density!

Specific gas constant, $R$ The proportionality constant in the ideal gas law, in $\mathrm{J} / \mathrm{kg} \mathrm{K}$
Temperature, $T$ A thermodynamic quantity related to $e$, in K

Boltzmann's constant, $k_{\mathrm{B}}$ A physical constant relating $e$ and $T$, approx. $1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}$

Specific heat capacity at constant volume, $c_{V}$
The rate of increase of $e$ against $T$ if the volume (or $\rho$ ) is kept constant, in $\mathrm{J} / \mathrm{kg} \mathrm{K}$

This might also have been expected beforehand; with a higher internal energy density, particles tend to move faster. Faster-moving particles bounce off a surface harder and more often.

Equation (3.9) is an equation of state for the gas, relating the pressure $p$, the density $\rho$ and the specific internal energy $e$. We may compare this to the ideal gas law [19, Ch. 2.5],

$$
\begin{equation*}
p=\rho R T=\rho \frac{k_{\mathrm{B}} T}{m}, \tag{3.10}
\end{equation*}
$$

where $R=k_{\mathrm{B}} / m$ is the specific gas constant, $T$ is the temperature, and $k_{\mathrm{B}}$ is Boltzmann's constant.

Combining equations (3.9) and (3.10), we find

$$
\begin{equation*}
e=\frac{3}{2} \frac{p}{\rho}=\frac{3}{2} R T=\frac{3}{2} \frac{k_{\mathrm{B}} T}{m}, \tag{3.11}
\end{equation*}
$$

which relates the specific energy with the other thermodynamic quantities. This equality could also be predicted by the equipartition theorem of statistical mechanics previously described in section 2.3.3, which predicts an average molecular energy me of $\frac{1}{2} k_{\mathrm{B}} T$ for each degree of freedom [19, Ch. 2]. Our monatomic gas has three degrees of freedom, one for each coordinate in three-dimensional space. More complicated molecules have additional degrees of freedom, as they may also rotate and vibrate.

We may use (3.11) to calculate the heat capacities for this gas [19, Ch. 2]. The specific heat capacity at constant volume is

$$
\begin{equation*}
c_{V}=\left(\frac{\partial e}{\partial T}\right)_{V}=\frac{3}{2} R=\frac{3}{2} \frac{k_{\mathrm{B}}}{m} . \tag{3.12}
\end{equation*}
$$

The specific heat capacity at constant pressure can be found through a property of ideal gases [19, Ch. 2],

$$
\begin{equation*}
c_{p}-c_{V}=R=\frac{k_{\mathrm{B}}}{m} \quad \Rightarrow \quad c_{p}=\left(\frac{\partial(e+p / \rho)}{\partial T}\right)_{p}=\frac{5}{2} R=\frac{5}{2} \frac{k_{\mathrm{B}}}{m} . \tag{3.13}
\end{equation*}
$$

The ratio between the two heat capacities is often more useful than the heat capacities themselves. For our monatomic ideal gas, it is found from (3.12) and (3.13) to be

$$
\begin{equation*}
\gamma=\frac{c_{p}}{c_{V}}=\frac{5}{3}, \tag{3.14}
\end{equation*}
$$

which fits well with tabulated values for noble gases (see e.g. [19, App. F]). As we saw in section 2.3.1, the speed of sound in a gas depends on this heat capacity ratio.


Figure 3.4: A spherical isosurface of a distribution function which is spherically symmetric around $\xi=u$. At any point on this isosurface, $f$ has the same value.

### 3.3 Equilibrium

When two particles collide, their velocities are changed. Their new velocities depend on their pre-collision positions and velocities and the intermolecular forces during the collision. However, we can assume that collisions tend to distribute the particles' velocities evenly in all directions around their mean velocity $\boldsymbol{u}$. This means that if we take a gas of particles with any initial distribution and leave it for long enough, it will eventually reach an equilibrium state where all directions of the peculiar velocity $v$ are equally probable.*

### 3.3.1 The Maxwell-Boltzmann distribution

This even distribution of velocities means that the distribution function is only dependent on the peculiar velocity. The distribution function has the same value for peculiar velocities where $|v|^{2}=v_{x}^{2}+v_{y}^{2}+v_{z}^{2}$ is the same, as shown in Figure 3.4. We can therefore simplify the notation for the distribution function at equilibrium to $f^{(0)}(|\boldsymbol{v}|)$.

We also assume that the distribution function is separable in the different $v$ coordinates, so that

$$
f^{(0)}(|v|)=f_{x}^{(0)}\left(v_{x}\right) f_{y}^{(0)}\left(v_{y}\right) f_{z}^{(0)}\left(v_{z}\right)
$$

For a constant $|\boldsymbol{v}|^{2}, f^{(0)}(|\boldsymbol{v}|)$ is constant, and

$$
\ln f_{x}^{(0)}\left(v_{x}\right)+\ln f_{y}^{(0)}\left(v_{y}\right)+\ln f_{z}^{(0)}\left(v_{z}\right)=\text { const. . }
$$

*There is an interesting paradox hidden here. At the microscale, where we look at the interaction of individual particles, the Newtonian dynamics of the particles are time reversible: Flipping all the particle velocities would cause the system to retrace its steps back in time. Why, then, does $f$ always go to equilibrium? The short answer is that $f$ is part of a statistical description; the microscopic system tends towards disorder, and the equilibrium state is the most disordered state. A fuller explanation is found in [58, § III.9].

This is solved only if the equilibrium distributions for the different directions are of the form

$$
\ln f_{x}^{(0)}\left(v_{x}\right)=a-b v_{x}^{2} \Rightarrow f_{x}^{(0)}\left(v_{x}\right)=\mathrm{e}^{a} \mathrm{e}^{-b v_{x}^{2}}
$$

where $a$ and $b$ are two constants that are independent of $v$. Thus, the equilibrium distribution is fn the form

$$
\begin{equation*}
f^{(0)}(|v|)=\mathrm{e}^{3 a} \mathrm{e}^{-b\left(v_{x}^{2}+v_{y}^{2}+v_{z}^{2}\right)}=\mathrm{e}^{3 a} \mathrm{e}^{-b|v|^{2}} \tag{3.15}
\end{equation*}
$$

The constants $a$ and $b$ can be determined from the moments of $f^{(0)}$. First, we find the moment of density,

$$
\begin{aligned}
\rho=\int f^{(0)}(|v|) \mathrm{d} \tilde{\xi} & =\mathrm{e}^{3 a} \int_{-\infty}^{\infty} \mathrm{e}^{-b v_{x}^{2}} \mathrm{~d} v_{x} \int_{-\infty}^{\infty} \mathrm{e}^{-b v_{y}^{2}} \mathrm{~d} v_{y} \int_{-\infty}^{\infty} \mathrm{e}^{-b v_{z}^{2}} \mathrm{~d} v_{z} \\
& =\mathrm{e}^{3 a}\left(\frac{\pi}{b}\right)^{\frac{3}{2}}
\end{aligned}
$$

We see that $\mathrm{e}^{3 a}=\rho(b / \pi)^{3 / 2}$, and the equilibrium distribution becomes

$$
\begin{equation*}
f^{(0)}(|\boldsymbol{v}|)=\rho\left(\frac{b}{\pi}\right)^{\frac{3}{2}} \mathrm{e}^{-b|\boldsymbol{v}|^{2}} \tag{3.16}
\end{equation*}
$$

Finally we can determine $b$ using the moment of energy. Since $f^{(0)}(|v|)$ is spherically symmetric around $v=0$, we can perform the substitution $\mathrm{d} \xi=4 \pi|v|^{2} \mathrm{~d}|v|$. The integral is

$$
\rho e=\frac{1}{2} \int_{0}^{\infty}|v|^{2} f^{(0)}(|v|) 4 \pi|v|^{2} \mathrm{~d}|v|=2 \rho \pi\left(\frac{b}{\pi}\right)^{\frac{3}{2}} \int_{0}^{\infty}|v|^{4} \mathrm{e}^{-b|v|^{2}} \mathrm{~d}|v|=\frac{3 \rho}{4 b},
$$

which lets us identify $b$ using several different thermodynamic quantities,

$$
\begin{equation*}
b=\frac{3}{4 e}=\frac{\rho}{2 p}=\frac{m}{2 k_{\mathrm{B}} T} . \tag{3.17}
\end{equation*}
$$

The two last equalities follow from (3.11).
Thus, the equilibrium distribution has the possible forms

$$
\begin{align*}
f^{(0)}(|v|) & =\rho\left(\frac{3}{4 \pi e}\right)^{\frac{3}{2}} \mathrm{e}^{-3|v|^{2} / 4 e}=\rho\left(\frac{\rho}{2 \pi p}\right)^{\frac{3}{2}} \mathrm{e}^{-\rho|v|^{2} / 2 p}  \tag{3.18}\\
& =\rho\left(\frac{m}{2 \pi k_{\mathrm{B}} T}\right)^{\frac{3}{2}} \mathrm{e}^{-m|v|^{2} / 2 k_{\mathrm{B}} T}
\end{align*}
$$

depending on which thermodynamic variables we use to describe it.
This equilibrium distribution is called the Maxwell-Boltzmann distribution. It was first found by James Clerk Maxwell using a derivation similar to the one we have used here, and was later found by Ludwig Boltzmann using more rigorous statistical mechanics.


Figure 3.5: The normalised distribution of radial velocities in a neon gas at equilibrium.

### 3.3.2 Peculiar velocity moments at equilibrium

It will later be necessary to know several different $v$-weighted moments of the equilibrium distribution. We will now find the first seven general moments of this kind, with $f^{(0)}$ on the general form given by (3.16). The parameter $b$ can be related to the macroscopic state variables through (3.17).

The different moments of $f^{(0)}$ are tensors of different orders. These are most convently described using index notation, which has been previously introduced in section 2.1.

The zeroth-order moment tensor is already familiar. It is simply the density,

$$
\begin{equation*}
\int f^{(0)} \mathrm{d} \xi=\rho \tag{3.19a}
\end{equation*}
$$

The first-order moment has already found for a general distribution function in (3.6). For the equilibrium special case $f=f^{(0)}$ it is still the same,

$$
\begin{equation*}
\int v_{\alpha} f^{(0)} \mathrm{d} \xi=0 \tag{3.19b}
\end{equation*}
$$

This could also have been seen from symmetry considerations: Since $f^{(0)}$ is symmetric around $v=0$ and $v_{\alpha}$ is antisymmetric around $v_{\alpha}=0$, the integrand is antisymmetric, and the integral is zero. This is the case for all of the odd moments, as the product of an odd number of antisymmetric functions is always also antisymmetric.

Since $f^{(0)}$ is rotationally invariant around $v=0$, the moment integrals are independent of the coordinate axes in velocity space, and the resulting tensors must be isotropic, which means that it is independent of the choice of coordinate system. For example, the tensor $\delta_{\alpha \beta}$ is one if both indices are the same, which is true for any coordinate system.

The general second-order isotropic tensor is $C_{1} \delta_{\alpha \beta}$ [59], where $C_{1}$ is a constant. The constant can be found by calculating the integral $\int v_{x} v_{x} f^{(0)} \mathrm{d} \xi$, and we find that the second-order moment tensor is

$$
\begin{equation*}
\int v_{\alpha} v_{\beta} f^{(0)} \mathrm{d} \xi=\frac{\rho}{2 b} \delta_{\alpha \beta} . \tag{3.19c}
\end{equation*}
$$

The third-order moment tensor is

$$
\begin{equation*}
\int v_{\alpha} v_{\beta} v_{\gamma} f^{(0)} \mathrm{d} \xi=0 \tag{3.19d}
\end{equation*}
$$

due to antisymmetry.
The general form of the fourth-order isotropic tensor is $C_{1} \delta_{\alpha \beta} \delta_{\gamma \delta}+$ $C_{2} \delta_{\alpha \gamma} \delta_{\beta \delta}+C_{3} \delta_{\alpha \delta} \delta_{\beta \gamma}$ [59]. Since the moment tensors are invariant with respect to index order (e.g. changing $\beta$ and $\gamma$ makes no difference, as $\left.\int v_{x} v_{x} v_{y} v_{y} f^{(0)} \mathrm{d} \xi=\int v_{x} v_{y} v_{x} v_{y} f^{(0)} \mathrm{d} \xi\right)$, these constants must be equal, and can be found by taking the integral $\int v_{x} v_{x} v_{y} v_{y} f^{(0)} \mathrm{d} \xi$. The fourthorder moment tensor is therefore

$$
\begin{equation*}
\int v_{\alpha} v_{\beta} v_{\gamma} v_{\delta} f^{(0)} \mathrm{d} \xi=\frac{\rho}{(2 b)^{2}}\left(\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right) \tag{3.19e}
\end{equation*}
$$

The fifth-order moment tensor is also antisymmetric, which means that

$$
\begin{equation*}
\int v_{\alpha} v_{\beta} v_{\gamma} v_{\delta} v_{\epsilon} f^{(0)} \mathrm{d} \xi=0 \tag{3.19f}
\end{equation*}
$$

Similar to the approach taken to find the second and fourth moment tensors, the somewhat unwieldy sixth-order moment tensor can be found to be

$$
\begin{align*}
& \int v_{\alpha} v_{\beta} v_{\gamma} v_{\delta} v_{\epsilon} v_{\zeta} f^{(0)} \mathrm{d} \xi  \tag{3.19~g}\\
& =\frac{\rho}{(2 b)^{3}}\left[\delta_{\alpha \beta} \delta_{\gamma \delta} \delta_{\epsilon \zeta}+\delta_{\alpha \beta} \delta_{\gamma \epsilon} \delta_{\delta \zeta}+\delta_{\alpha \beta} \delta_{\gamma \zeta} \delta_{\delta \epsilon}+\delta_{\alpha \gamma} \delta_{\beta \delta} \delta_{\epsilon \zeta}+\delta_{\alpha \gamma} \delta_{\beta \epsilon} \delta_{\delta \zeta}\right. \\
& +\delta_{\alpha \gamma} \delta_{\beta \zeta} \delta_{\delta \epsilon}+\delta_{\alpha \delta} \delta_{\beta \gamma} \delta_{\epsilon \zeta}+\delta_{\alpha \delta} \delta_{\beta \epsilon} \delta_{\gamma \zeta}+\delta_{\alpha \delta} \delta_{\beta \zeta} \delta_{\gamma \epsilon}+\delta_{\alpha \epsilon} \delta_{\beta \gamma} \delta_{\delta \zeta} \\
& \left.+\delta_{\alpha \epsilon} \delta_{\beta \delta} \delta_{\gamma \zeta}+\delta_{\alpha \epsilon} \delta_{\beta \zeta} \delta_{\gamma \delta}+\delta_{\alpha \zeta} \delta_{\beta \gamma} \delta_{\delta \epsilon}+\delta_{\alpha \zeta} \delta_{\beta \delta} \delta_{\gamma \epsilon}+\delta_{\alpha \zeta} \delta_{\beta \epsilon} \delta_{\gamma \delta}\right] .
\end{align*}
$$

The seven moment tensors which we have seen show a clear pattern: The odd-order moment tensors are zero, while the moment tensors with even order $2 n$ are $\rho /(2 b)^{n}$ multiplied with the sum of all Kronecker delta product permutations of the $2 n$ different indices.

### 3.4 The Boltzmann equation

So far we have talked about the distribution function, its moments, and its value at equilibrium, but we still know nothing about how it actually evolves with time. We will therefore now derive the equation that describes the evolution of the distribution function.


Figure 3.6: Collision between two molecules modeled as hard spheres.

The distribution function is a function of $x, \xi$, and $t$. Therefore, its total differential with respect to $t$ is

$$
\frac{\mathrm{d} f}{\mathrm{~d} t}=\left(\frac{\partial f}{\partial x_{\alpha}}\right) \frac{\mathrm{d} x_{\alpha}}{\mathrm{d} t}+\left(\frac{\partial f}{\partial \xi_{\alpha}}\right) \frac{\mathrm{d} \xi_{\alpha}}{\mathrm{d} t}+\left(\frac{\partial f}{\partial t}\right) \frac{\mathrm{d} t}{\mathrm{~d} t} .
$$

$\mathrm{d} x_{\alpha} / \mathrm{d} t$ is the particles' velocity $\xi_{\alpha} . \mathrm{d} \xi_{\alpha} / \mathrm{d} t$ is their acceleration, which by Newton's second law is given by the body force density as $\mathrm{d} \xi_{\alpha} / \mathrm{d} t=F_{\alpha} / \rho$. Thus, the equation can be rewritten as

$$
\frac{\partial f}{\partial t}+\xi_{\alpha}\left(\frac{\partial f}{\partial x_{\alpha}}\right)+\frac{F_{\alpha}}{\rho}\left(\frac{\partial f}{\partial \xi_{\alpha}}\right)=\frac{\mathrm{d} f}{\mathrm{~d} t}
$$

If the right hand side of this equation is zero, the equation becomes a sort of advection equation, describing collisionless propagation of the particle distribution $f$. This propagates with the velocity of its particles, $\xi$, which is itself affected by the force $\boldsymbol{F}$. In general, the right hand side $\mathrm{d} f / \mathrm{d} t$ is a source term that indicates the rate of change of $f$, due to collisions causing particles to change their directions.

Since collisions can only happen between particles which are at the same place at the same time, $\mathrm{d} f(x, \xi, t) / \mathrm{d} t$ for a particular choice of $x, \xi$, and $t$ depends on the distribution function $f$ for all $\xi$ at the same $x$ and $t$.

Writing this equation on vector form with $\mathrm{d} f / \mathrm{d} t$ rewritten as the collision operator $\Omega(f)$, we find

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\xi \cdot \nabla f+\frac{\boldsymbol{F}}{\rho} \cdot \nabla_{\xi} f=\Omega(f) \tag{3.20}
\end{equation*}
$$

Here, $\nabla_{\xi} f$ is the gradient of $f$ in velocity space. This equation is called the Boltzmann equation after Ludwig Boltzmann, who devised it in the late 19th century.

### 3.5 The collision operator

The collision operator may have many different forms, as long as it fulfils certain conditions. Three quantities are always conserved in a collision:

Body force density, F
Force density of long-range forces, e.g. gravity, in $\mathrm{N} / \mathrm{m}^{3}$

Relaxation time, $\tau$
A time constant indicating how quickly a gas relaxes towards an equilibrium

Mass, momentum, and, if the collisions are elastic, ${ }^{*}$ translational energy. These conservation conditions are expressed mathematically as

$$
\begin{array}{cl}
\text { Mass conservation: } & \int \Omega(f) \mathrm{d} \xi=0, \\
\text { Momentum conservation: } & \int \xi \Omega(f) \mathrm{d} \xi=0, \\
\text { Energy conservation: } & \begin{cases}\int|\xi|^{2} \Omega(f) \mathrm{d} \xi=0, \\
\int|\boldsymbol{v}|^{2} \Omega(f) \mathrm{d} \xi=0\end{cases} \tag{3.21c}
\end{array}
$$

The two energy conservation conditions are equivalent, which can be shown using the identity (2.9),

$$
|\boldsymbol{v}|^{2}=|\xi-u|^{2}=|\xi|^{2}-2 \xi \cdot u+|u|^{2},
$$

and the mass and momentum conservation conditions.
Another criterion for collision operators is that they must ensure that the distribution function always evolves towards equilibrium. We will not discuss this further before section 3.9, except stating that this criterion is fulfilled by all collision operators discussed in this section.

Boltzmann's original collision operator is of the form of a complicated double integral over velocity space. It essentially considers the outcome of all possible two-particle collisions, for any choice of intermolecular forces between the particles.

This collision operator fulfils conditions (3.21), but is very cumbersome. Alternative collision models were later proposed. The goal was to find a collision model that was simpler than Boltzmann's original one, but which still gave a largely correct macroscopic behaviour. In the scientific field of lattice Boltzmann methods, variants of the BGK collision operator,

$$
\begin{equation*}
\Omega(f)=-\frac{1}{\tau}\left(f-f^{(0)}\right) \tag{3.22}
\end{equation*}
$$

are generally used. Here, $\tau$ is called the relaxation time. This collision operator proposed by Bhatnagar, Gross, and Krook in 1954 as a very simple model for particle collisions [60]. As discussed in section 3.3, the particle distribution will tend to relax to an equilibrium. The BGK operator captures this behaviour by directly modeling the relaxation process instead of attempting to follow the details of the collisions.

[^11]The BGK operator can easily be shown to satisfy conservation of mass, momentum, and energy. As the equilibrium distribution $f^{(0)}$ has the same moments of density, momentum, and energy as the distribution function $f$, the BGK operator (3.22) satisfies (3.21).

As an example, say that we have a distribution function which is spatially homogeneous $(\nabla f(\xi, t)=0)$, but in a non-equilibrium state at $t=0$. Neglecting external forces, the Boltzmann equation for this case is

$$
\frac{\partial f(\boldsymbol{\xi}, t)}{\partial t}=-\frac{1}{\tau}\left(f(\boldsymbol{\xi}, t)-f^{(0)}(\boldsymbol{\xi})\right),
$$

which is solved by

$$
f(\boldsymbol{\xi}, t)=f^{(0)}(\boldsymbol{\xi})+\left(f(\boldsymbol{\xi}, 0)-f^{(0)}(\boldsymbol{\xi})\right) \mathrm{e}^{-t / \tau} .
$$

This solution describes a distribution function that relaxes exponentially to the equilibrium distribution with a time constant $\tau$. From the results that will be found in section 3.8.3, it can be shown that $\tau \sim 10^{-10}$ for ordinary gases like air at room temperature.

However, being only a simplified model of the result of particle collisions in a gas, the BGK collision operator is not as exact as Boltzmann's original collision operator. For instance, the Boltzmann equation with the BGK operator predicts a Prandtl number $\operatorname{Pr}=1$, whereas with Boltzmann's collision operator we get a value $\operatorname{Pr} \simeq 2 / 3$, which agrees with experiments with monatomic gases [58, Ch.II]. This will be discussed further in section 3.8.3.

### 3.6 Macroscopic conservation equations

By taking the appropriate moments of the Boltzmann equation (3.20) we can find general conservation equations for the three collision invariants of mass, momentum, and energy.

It will be useful to define a common notation for all the moments of $f$;

$$
\begin{align*}
\Pi_{0} & =\int f \mathrm{~d} \xi=\rho, & \Pi_{\alpha} & =\int \xi_{\alpha} f \mathrm{~d} \xi=\rho u_{\alpha} \\
\Pi_{\alpha \beta} & =\int \xi_{\alpha} \xi_{\beta} f \mathrm{~d} \xi, & \Pi_{\alpha \beta \gamma} & =\int \xi_{\alpha} \xi_{\beta} \xi_{\gamma} f \mathrm{~d} \xi \tag{3.23}
\end{align*}
$$

and so forth. From their definitions, the moment tensors are clearly invariant with a switch of their indices, e.g. $\Pi_{x y}=\Pi_{y x}$.

For the force term it will be useful to know some moments of $\partial f / \partial \xi_{\alpha}$. Using multidimensional integration by parts (2.11), these can be found to
be

$$
\begin{align*}
\int \frac{\partial f}{\partial \xi_{\alpha}} \mathrm{d} \xi & =0,  \tag{3.24a}\\
\int \xi \alpha \frac{\partial f}{\partial \xi_{\beta}} \mathrm{d} \xi & =-\int \frac{\partial \xi_{\alpha}}{\partial \xi_{\beta}} f \mathrm{~d} \xi=-\rho \delta_{\alpha \beta},  \tag{3.24b}\\
\int \xi_{\alpha} \xi_{\alpha} \frac{\partial f}{\partial \xi_{\beta}} \mathrm{d} \xi & =-\int \frac{\partial \xi_{\alpha} \xi_{\alpha}}{\partial \xi_{\beta}} f \mathrm{~d} \xi=-2 \rho u_{\beta} . \tag{3.24c}
\end{align*}
$$

The surface integrals vanish using the assumptions that $f, \xi_{\alpha} f$, and $\xi_{\alpha} \xi_{\alpha} f$ vanishes as $\xi \rightarrow \infty$. These assumptions are quite safe, as they are necessary for the conserved quantities to be finite. Also, it is reasonable to assume that $f$ will not be very far off in any case from the equilibrium $f^{(0)}$, which goes exponentially to zero.

### 3.6.1 Mass conservation

We first take the zeroth moment of all terms in the Boltzmann equation (3.20),

$$
\frac{\partial}{\partial t} \int f \mathrm{~d} \boldsymbol{\xi}+\frac{\partial}{\partial x_{\alpha}} \int \xi_{\alpha} f \mathrm{~d} \xi+\frac{F_{\alpha}}{\rho} \int \frac{\partial f}{\partial \xi_{\alpha}} \mathrm{d} \xi=\int \Omega(f) \mathrm{d} \xi .
$$

Since $t$ and $x$ are not functions of $\boldsymbol{\xi}$, their derivatives have been moved outside the integrals. Also, $\xi$ does not depend on $x$ as it is merely a coordinate in velocity space, and we have used that $\xi_{\alpha} \partial f / \partial x_{\alpha}=\partial\left(\xi_{\alpha} f\right) / \partial x_{\alpha}$.

The integrals on the left hand side are the density moment (3.1), the momentum moment (3.2), and zero (by 3.24a), respectively. The right side is also zero, by conservation of mass (3.21a). Thus, the zeroth moment of the Boltzmann equation becomes

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\partial \rho u_{\alpha}}{\partial x_{\alpha}}=0 \tag{3.25}
\end{equation*}
$$

which is exactly the continuity equation. This equation does not depend on the specific form of the distribution function $f$, only its conserved moments.

### 3.6.2 Momentum conservation

Taking the first moment of the Boltzmann equation and using the same assumptions as for the zeroth moment, we get

$$
\frac{\partial}{\partial t} \int \xi_{\alpha} f \mathrm{~d} \xi+\frac{\partial}{\partial x_{\beta}} \int \xi_{\alpha} \xi_{\beta} f \mathrm{~d} \xi+\frac{F_{\beta}}{\rho} \int \xi_{\alpha} \frac{\partial f}{\partial \xi_{\beta}} \mathrm{d} \xi=\int \xi_{\alpha} \Omega(f) \mathrm{d} \xi .
$$

By equations (3.2), (3.23), (3.24b), and (3.21b), this reduces to

$$
\begin{equation*}
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \Pi_{\alpha \beta}}{\partial x_{\beta}}=F_{\alpha} . \tag{3.26}
\end{equation*}
$$

The moment $\Pi_{\alpha \beta}=\int \xi_{\alpha} \xi_{\beta} f \mathrm{~d} \xi$ can be interpreted as the flow in the $\alpha$ direction of the momentum component in the $\beta$ direction, which is $\xi_{\beta} f \mathrm{~d} \xi$. The directions can also be vice versa, as $\Pi_{\alpha \beta}$ is symmetric.

It can be resolved into two parts by using $\xi_{\alpha} \xi_{\beta}=\left(u_{\alpha}+v_{\alpha}\right)\left(u_{\beta}+v_{\beta}\right)$ and the fact that moments of only the peculiar velocity are zero:

$$
\begin{equation*}
\Pi_{\alpha \beta}=\int\left(u_{\alpha} u_{\beta}+u_{\alpha} v_{\beta}+v_{\alpha} u_{\beta}+v_{\alpha} v_{\beta}\right) f \mathrm{~d} \xi=\rho u_{\alpha} u_{\beta}-\sigma_{\alpha \beta} . \tag{3.27}
\end{equation*}
$$

Here, the first term, $\rho u_{\alpha} u_{\beta}$, represents the macroscopic flow of momentum, and the second term,

$$
\begin{equation*}
\sigma_{\alpha \beta}=-\int v_{\alpha} v_{\beta} f \mathrm{~d} \xi \tag{3.28}
\end{equation*}
$$

represents a diffusion of momentum.
Thus, the first moment of the Boltzmann equation results in the conservation form of the Cauchy momentum equation (2.18),

$$
\begin{equation*}
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial x_{\beta}}=\frac{\partial \sigma_{\alpha \beta}}{\partial x_{\beta}}+F_{\alpha} \tag{3.29}
\end{equation*}
$$

$\sigma_{\alpha \beta}$ can be identified as the Cauchy stress tensor, which completely defines the state of stress at any point in the fluid. We see from its definition (3.28) that it is symmetric, i.e. $\sigma_{\alpha \beta}=\sigma_{\beta \alpha}$.

The Cauchy stress tensor (3.28) is determined by the form of $f$, and we can therefore not find a fully macroscopic momentum conservation equation before we know more about $f$.

### 3.6.3 Energy conservation

To find an energy conservation equation, we take the $\xi_{\beta} \xi_{\beta}$ moment of the Boltzmann equation,
$\frac{\partial}{\partial t} \int \xi_{\beta} \xi_{\beta} f \mathrm{~d} \xi+\frac{\partial}{\partial x_{\alpha}} \int \xi_{\alpha} \xi_{\beta} \xi_{\beta} f \mathrm{~d} \xi+\frac{F_{\alpha}}{\rho} \int \xi_{\beta} \xi_{\beta} \frac{\partial f}{\partial \xi_{\alpha}} \mathrm{d} \xi=\int \xi_{\beta} \xi_{\beta} \Omega(f) \mathrm{d} \xi$.
By dividing by 2 and using equations (3.3), (3.23), (3.24b), this reduces to

$$
\begin{equation*}
\frac{\partial \rho E}{\partial t}+\frac{1}{2} \frac{\partial \Pi_{\alpha \beta \beta}}{\partial x_{\alpha}}=F_{\alpha} u_{\alpha} \tag{3.30}
\end{equation*}
$$

As $\frac{1}{2} \xi_{\beta} \xi_{\beta} f \mathrm{~d} \xi=\frac{1}{2}|\xi|^{2} f \mathrm{~d} \xi$ is related to the translational energy of particles, the moment $\Pi_{\alpha \beta \beta}$ represents the flow of energy in the $\alpha$ direction.

Cauchy stress tensor, $\sigma$ A second-order tensor which at any point in the fluid specifies the normal and shear stresses in the $x, y$, and $z$ directions

Heat flux, $q$
Macroscopically; the flow rate of heat. Microscopically; the rate of diffusion of energy. In $\mathrm{J} / \mathrm{sm}^{2}$.

It may be resolved to another form,

$$
\begin{aligned}
\frac{1}{2} \Pi_{\alpha \beta \beta} & =\frac{1}{2} \int\left(u_{\alpha} u_{\beta} u_{\beta}+u_{\alpha} v_{\beta} v_{\beta}+2 v_{\alpha} v_{\beta} u_{\beta}+v_{\alpha} v_{\beta} v_{\beta}\right) f \mathrm{~d} \xi \\
& =\frac{1}{2} \rho u_{\alpha}|u|^{2}+\rho u_{\alpha} e-u_{\beta} \sigma_{\alpha \beta}+q_{\alpha}=\rho u_{\alpha} E-u_{\beta} \sigma_{\alpha \beta}+q_{\alpha}
\end{aligned}
$$

where the first term represents macroscopic advection of energy, the second term can be identified as related to the work done by the Cauchy stresses, and the last term,

$$
\begin{equation*}
q=\frac{1}{2} \int v|v|^{2} f \mathrm{~d} \xi \tag{3.31}
\end{equation*}
$$

represents the diffusion of energy.
Thus, this moment of the Boltzmann equation results in a conservation equation for the energy,

$$
\begin{equation*}
\frac{\partial \rho E}{\partial t}+\frac{\partial \rho u_{\alpha} E}{\partial x_{\alpha}}=\frac{\partial \sigma_{\alpha \beta} u_{\beta}}{\partial x_{\alpha}}+F_{\alpha} u_{\alpha}-\frac{\partial q_{\alpha}}{\partial x_{\alpha}} . \tag{3.32}
\end{equation*}
$$

By subtracting $u_{\alpha} \times$ (3.29) from this (carefully switching some of the repeated indices), we can find a simpler conservation equation for the internal energy,

$$
\begin{equation*}
\frac{\partial \rho e}{\partial t}+\frac{\partial \rho u_{\alpha} e}{\partial x_{\alpha}}=\sigma_{\alpha \beta} \frac{\partial u_{\beta}}{\partial x_{\alpha}}-\frac{\partial q_{\alpha}}{\partial x_{\alpha}} \tag{3.33}
\end{equation*}
$$

This is a general form of the energy equations given in section 2.2. The first term on the right hand side describes the increase in energy due to work done by the stresses, whereas the last term, which describes diffusion of energy, can be identified with the heat flux vector from the macroscopic energy equation.

In this equation, both the Cauchy stress $\sigma$ and the heat flux $q$ depend of the form of the distribution function. Like the momentum conservation equation, the energy equation is not fully determined until we know more about the form of $f$.

### 3.7 Equilibrium: The Euler model

The simplest assumption we can make about the form of the distribution function is that it is always at equilibrium, i.e. $f \simeq f^{(0)}$. (In the next section we will see that this corresponds to assuming that the distance between gas particles is very small compared to any relevant macroscopic length.) It is then simple to find an equilibrium expression for the stress tensor, $\sigma^{(0)}$, and for the heat flux, $\boldsymbol{q}^{(0)}$.

Referring to the moments of the equilibrium distribution found in section 3.3.2, we find that the stress tensor and heat flux at equilibrium are

$$
\begin{equation*}
\sigma_{\alpha \beta}^{(0)}=-\int v_{\alpha} v_{\beta} f^{(0)} \mathrm{d} \xi=-p \delta_{\alpha \beta} \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{\alpha}^{(0)}=\frac{1}{2} \int v_{\alpha} v_{\beta} v_{\beta} f^{(0)} \mathrm{d} \xi=0 \tag{3.35}
\end{equation*}
$$

respectively.
With the assumptions that $\sigma \simeq \sigma^{(0)}$ and $\boldsymbol{q} \simeq \boldsymbol{q}^{(0)}$, the momentum and energy conservation equations become

$$
\begin{align*}
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial x_{\beta}} & =-\frac{\partial p}{\partial x_{\alpha}}+F_{\alpha}  \tag{3.36a}\\
\frac{\partial \rho e}{\partial t}+\frac{\partial \rho u_{\alpha} e}{\partial x_{\alpha}} & =-p \frac{\partial u_{\alpha}}{\partial x_{\alpha}} \tag{3.36b}
\end{align*}
$$

These and the equation of continuity correspond to Euler's equations of fluid dynamics, previously given in material derivative form in (2.17).

However, these equations lack the viscous stresses and heat conduction of the Navier-Stokes-Fourier model. The assumption that the distribution function is at an equilibrium is clearly not sufficient to reproduce all the phenomena of continuum fluid mechanics. This shows that viscosity and heat conduction are connected with the relaxation of the distribution function to equilibrium.

### 3.8 The Chapman-Enskog expansion

In the previous section we saw that the Euler equations can be derived from the Boltzmann equation under the assumption that the gas is always at equilibrium. This implies that more detailed fluid models, such as the Navier-Stokes-Fourier model, are connected with the deviation from equilibrium.

We can see this more clearly if we nondimensionalise the Boltzmann equation, by replacing each variable with the product of a dimensionless counterpart (denoted with a tilde) and an appropriate characteristic number. Using the characteristic length $x_{0}$, characteristic velocity $\xi_{0}$, characteristic time $t_{0}=x_{0} / \xi_{0}$, mean free path $x_{\mathrm{mfp}}$, and mean free time $t_{\mathrm{mfp}}=x_{\mathrm{mfp}} / \xi_{0}$, we get

$$
\begin{array}{lll}
t=\tilde{t} x_{0} / \xi_{0}, & x=\tilde{x} x_{0}, & \xi=\tilde{\xi} \xi_{0} \\
\tau=\tilde{\tau} x_{\mathrm{mfp}} / \xi_{0}, & F=\tilde{F} \rho \tilde{\xi}_{0}^{2} / x_{0}, & f=\tilde{f} \rho / c_{0}^{3} \tag{3.37}
\end{array}
$$

Here we have assumed that the relaxation time in the BGK collision operator is related to the time between particle collisions.

Knudsen number, $K n$ The ratio between the mean free path and a characteristic length. If $K n \ll 1$, the gas can be seen as a continuum.

Replacing all the variables and derivatives in the Boltzmann equation (3.20) with their dimensionless counterparts, we get

$$
\begin{equation*}
\frac{x_{\mathrm{mfp}}}{x_{0}}\left(\frac{\partial \tilde{f}}{\partial \tilde{t}}+\tilde{\xi}_{\alpha} \frac{\partial \tilde{f}}{\partial \tilde{x}_{\alpha}}+\tilde{F}_{\alpha} \frac{\partial \tilde{f}}{\partial \tilde{\xi}_{\alpha}}\right)=-\frac{1}{\tilde{\tau}}\left(\tilde{f}-\tilde{f}^{(0)}\right) \tag{3.38}
\end{equation*}
$$

On the left hand side we have the Knudsen number,

$$
\begin{equation*}
K n=\frac{x_{\mathrm{mfp}}}{x_{0}}=\frac{t_{\mathrm{mfp}}}{t_{0}} . \tag{3.39}
\end{equation*}
$$

If $K n \rightarrow 0$, then both sides of (3.38) must also go to zero. The right side going to zero implies that $\tilde{f} \simeq \tilde{f}^{(0)}$, i.e. that the distribution function is very close to equilibrium, which again implies that the Euler equations is an approximate macroscopic description of the fluid flow for this case. As we increase $K n$, the distribution function's deviation from equilibrium becomes more significant, and we need a better macroscopic model, such as the Navier-Stokes-Fourier model, to properly describe the fluid flow.

As the distribution function's deviation from equilibrium becomes more important with larger $K n$, it would be natural to approximate $\tilde{f}$ by $\tilde{f}^{(0)}$ with a small perturbation which increases with Kn. We introduce a smallness parameter $\epsilon$ which serves to label a term's order in the Knudsen number, i.e. we let

$$
K n \rightarrow \epsilon K n .
$$

Going back to dimensional quantities again, we expand the distribution function around equilibrium with terms in increasing order of Kn,

$$
\begin{equation*}
f=f^{(0)}+\epsilon f^{(1)}+\epsilon^{2} f^{(2)}+\ldots \tag{3.40}
\end{equation*}
$$

where the $\epsilon$ s indicate that $f^{(1)} / f^{(0)}=\mathcal{O}(K n), f^{(2)} / f^{(0)}=\mathcal{O}\left(K n^{2}\right)$, and so forth.

Since the ratio between the left and right hand sides of (3.38) is $\mathcal{O}(\mathrm{Kn})$, the Boltzmann equation with $f$ expanded now becomes

$$
\begin{align*}
{\left[\frac{\partial}{\partial t}+\xi_{\alpha} \frac{\partial}{\partial x_{\alpha}}+F_{\alpha} \frac{\partial f}{\partial \xi_{\alpha}}\right] } & \left(f^{(0)}+\epsilon f^{(1)}+\epsilon^{2} f^{(2)}+\ldots\right)  \tag{3.41}\\
& =-\frac{1}{\epsilon \tau}\left(\epsilon f^{(1)}+\epsilon^{2} f^{(2)}+\ldots\right)
\end{align*}
$$

The reason for introducing $\epsilon$ is to order the terms according to their Knudsen number order. We assume that terms of different order in $K n$ are semi-independent. Thus, (3.41) may be seen as a hierarchy of equations; one equation at $\mathcal{O}\left(K n^{0}\right)$, one at $\mathcal{O}\left(K n^{1}\right)$, and so forth.* This

[^12]expansion technique for attacking the Boltzmann equation is named after Sydney Chapman and David Enskog, who discovered it independently of each other in the 1910s.

At the $\mathcal{O}\left(K n^{0}\right)$ level in (3.41), we have $f^{(0)}$ on the left hand side and $f^{(1)}$ on the right. Thus, we can will be able to find $f^{(1)}$ as a function of $f^{(0)}$. Similarly, we can in principle find $f^{(2)}$ from $f^{(1)}, f^{(3)}$ from $f^{(2)}$, and so forth.

We have seen previously that $f$ and $f^{(0)}$ have the same moments of density, momentum, and energy. Therefore, we can assume that the contributions of the higher order terms $f^{(1)}, f^{(2)}, \ldots$ to these moments are zero,

$$
\begin{array}{r}
\int f^{(n)} \mathrm{d} \boldsymbol{\xi}=\int \boldsymbol{\xi} f^{(n)} \mathrm{d} \boldsymbol{\xi}=\int|\boldsymbol{\xi}|^{2} f^{(n)} \mathrm{d} \boldsymbol{\xi}=\int|\boldsymbol{v}|^{2} f^{(n)} \mathrm{d} \boldsymbol{\xi}=0  \tag{3.42}\\
\text { for } n \geq 1
\end{array}
$$

Finding the stress tensor (3.28) and heat flux vector (3.31) from the expanded distribution function (3.40), we find that the stress tensor and heat flux vector are necessarily also expanded in Kn ,

$$
\begin{align*}
\sigma & =\sigma^{(0)}+\epsilon \sigma^{(1)}+\epsilon^{2} \sigma^{(2)}+\ldots  \tag{3.43a}\\
\boldsymbol{q} & =\boldsymbol{q}^{(0)}+\epsilon \boldsymbol{q}^{(1)}+\epsilon^{2} \boldsymbol{q}^{(2)}+\ldots \tag{3.43b}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{\alpha \beta}^{(n)}=-\int v_{\alpha} v_{\beta} f^{(n)} \mathrm{d} \xi, \quad q_{\alpha}^{(n)}=\frac{1}{2} \int v_{\alpha}|v|^{2} f^{(n)} \mathrm{d} \xi \tag{3.43c}
\end{equation*}
$$

As our goal is to find macroscopic conservation equations beyond the Euler equations from the Boltzmann equation, we ultimately want to find at least the first-order moment perturbations $\sigma^{(1)}$ and $\boldsymbol{q}^{(1)}$. There are several paths to these moments. One is to find an expression for $f^{(1)}$, and calculate the moments from that. Another is to take several different moments at different $K n$ orders in the expanded Boltzmann equation and find the stress tensor and heat flux moments through other unknown moments, which must be traced back to the known, conserved moments. In the following, we will take the former approach, using a derivation similar to [61, Ch. 7]. The latter approach will be taken later in section 4.1.2.

### 3.8.1 Finding the distribution function perturbation

At $\mathcal{O}\left(K n^{0}\right)$, the expanded Boltzmann equation (3.41) is

$$
\begin{equation*}
\frac{\partial f^{(0)}}{\partial t}+\boldsymbol{\xi} \cdot \nabla f^{(0)}+\frac{\boldsymbol{F}}{\rho} \cdot \nabla_{\zeta} f^{(0)}=-\frac{f^{(1)}}{\tau} \tag{3.44}
\end{equation*}
$$

Taking the moments of mass, momentum or energy of this will give the Euler equations as described in section 3.7; the right side disappears by (3.42).

Instead, we divide both sides by $f^{(0)}$, rearrange, and use the chain rule in reverse,

$$
\begin{align*}
\frac{f^{(1)}}{f^{(0)}} & =-\frac{\tau}{f^{(0)}}\left[\frac{\partial f^{(0)}}{\partial t}+\xi_{\alpha} \frac{\partial f^{(0)}}{\partial x_{\alpha}}+\frac{F_{\alpha}}{\rho} \frac{\partial f^{(0)}}{\partial \xi_{\alpha}}\right]  \tag{3.45}\\
& =-\tau\left[\frac{\partial \ln f^{(0)}}{\partial t}+\left(u_{\alpha}+v_{\alpha}\right) \frac{\partial \ln f^{(0)}}{\partial x_{\alpha}}+\frac{F_{\alpha}}{\rho} \frac{\partial \ln f^{(0)}}{\partial \xi_{\alpha}}\right] .
\end{align*}
$$

The rest of this section will consist of resolving the derivatives of $\ln f^{(0)}$ into derivatives of the macroscopic variables, in order to find an entirely macroscopic relationship (3.52) between $f^{(1)}$ and $f^{(0)}$.

The logarithm of the equilibrium distribution function (3.18) has a reasonably simple form,

$$
\begin{equation*}
\ln f^{(0)}=\frac{3}{2} \ln \left(\frac{3}{4 \pi}\right)+\ln \rho-\frac{3}{2} \ln e-\left(\frac{3}{4 e}\right)|\boldsymbol{\xi}-u|^{2} \tag{3.46}
\end{equation*}
$$

but the derivatives in (3.45) are not straightforward, with the exception of

$$
\begin{equation*}
\frac{\partial \ln f^{(0)}}{\partial \xi_{\alpha}}=-\frac{3}{4 e} \frac{\partial}{\partial \xi_{\alpha}}\left(\xi_{\beta} \xi_{\beta}-2 \xi_{\beta} u_{\beta}+u_{\beta} u_{\beta}\right)=-\frac{3 v_{\alpha}}{2 e} \tag{3.47a}
\end{equation*}
$$

The equilibrium distribution function $f^{(0)}$ is uniquely determined by the conserved quantities of density, momentum, and energy, i.e.

$$
f^{(0)}=f^{(0)}(\rho(x, t), u(x, t), e(x, t), \boldsymbol{\xi})
$$

The dependence in time and space is only through the conserved quantities, and we may therefore use the chain rule for the time and space derivatives,

$$
\begin{align*}
& \frac{\partial \ln f^{(0)}}{\partial t}=\frac{\partial \ln f^{(0)}}{\partial \rho} \frac{\partial \rho}{\partial t}+\frac{\partial \ln f^{(0)}}{\partial u_{\beta}} \frac{\partial u_{\beta}}{\partial t}+\frac{\partial \ln f^{(0)}}{\partial e} \frac{\partial e}{\partial t}  \tag{3.47b}\\
& \frac{\partial \ln f^{(0)}}{\partial x_{\alpha}}=\frac{\partial \ln f^{(0)}}{\partial \rho} \frac{\partial \rho}{\partial x_{\alpha}}+\frac{\partial \ln f^{(0)}}{\partial u_{\beta}} \frac{\partial u_{\beta}}{\partial x_{\alpha}}+\frac{\partial \ln f^{(0)}}{\partial e} \frac{\partial e}{\partial x_{\alpha}} . \tag{3.47c}
\end{align*}
$$

These derivatives of $\ln f^{(0)}$ can be easily resolved,

$$
\begin{align*}
& \frac{\partial \ln f^{(0)}}{\partial \rho}=\frac{\partial}{\partial \rho} \ln \rho=\frac{1}{\rho^{\prime}}  \tag{3.47d}\\
& \frac{\partial \ln f^{(0)}}{\partial u_{\beta}}=-\frac{3}{4 e} \frac{\partial}{\partial u_{\beta}}\left(\xi_{\alpha} \xi_{\alpha}-2 \xi_{\alpha} u_{\alpha}+u_{\alpha} u_{\alpha}\right)=\frac{3 v_{\beta}}{2 e}  \tag{3.47e}\\
& \frac{\partial \ln f^{(0)}}{\partial e}=-\frac{\partial}{\partial e}\left(\frac{3|v|^{2}}{4 e}+\frac{3}{2} \ln e\right)=\frac{1}{e}\left(\frac{3|v|^{2}}{4 e}-\frac{3}{2}\right) \tag{3.47f}
\end{align*}
$$

Inserting all of (3.47) into (3.45), we find

$$
\begin{align*}
\frac{f^{(1)}}{f^{(0)}}=- & \tau
\end{aligned} \begin{aligned}
\rho & \left.\frac{\partial \rho}{\partial t}+\left(u_{\alpha}+v_{\alpha}\right) \frac{\partial \rho}{\partial x_{\alpha}}\right)+\frac{3 v_{\beta}}{2 e}\left(\frac{\partial u_{\beta}}{\partial t}+\left(u_{\alpha}+v_{\alpha}\right) \frac{\partial u_{\beta}}{\partial x_{\alpha}}\right) \\
& \left.+\frac{1}{e}\left(\frac{3|v|^{2}}{4 e}-\frac{3}{2}\right)\left(\frac{\partial e}{\partial t}+\left(u_{\alpha}+v_{\alpha}\right) \frac{\partial e}{\partial x_{\alpha}}\right)-\frac{3}{2 \rho e} F_{\alpha} v_{\alpha}\right] . \tag{3.48}
\end{align*}
$$

The time derivatives may be replaced using the conservation equations. As we are working at the $\mathcal{O}\left(\mathrm{Kn}^{0}\right)$ level in the Boltzmann equation, we must use the conservation equations that apply at this level, i.e. the Euler equations found in section 3.7. On material derivative form, the full set of Euler equations are

$$
\begin{aligned}
& \left(\frac{\partial}{\partial t}+u_{\alpha} \frac{\partial}{\partial x_{\alpha}}\right) \rho=-\rho \frac{\partial u_{\alpha}}{\partial x_{\alpha}}, \\
& \left(\frac{\partial}{\partial t}+u_{\alpha} \frac{\partial}{\partial x_{\alpha}}\right) u_{\beta}=\frac{1}{\rho}\left(-\frac{\partial p}{\partial x_{\beta}}+F_{\beta}\right)=\frac{1}{\rho}\left(-\frac{2 \rho}{3} \frac{\partial e}{\partial x_{\beta}}-\frac{2 e}{3} \frac{\partial \rho}{\partial x_{\beta}}+F_{\beta}\right), \\
& \left(\frac{\partial}{\partial t}+u_{\alpha} \frac{\partial}{\partial x_{\alpha}}\right) e=-\frac{p}{\rho} \frac{\partial u_{\alpha}}{\partial x_{\alpha}}=-\frac{2 e}{3} \frac{\partial u_{\alpha}}{\partial x_{\alpha}} .
\end{aligned}
$$

Inserting this into (3.48), we get

$$
\begin{aligned}
\frac{f^{(1)}}{f^{(0)}}=-\tau[ & -\frac{\partial u_{\alpha}}{\partial x_{\alpha}}+\frac{v_{\alpha}}{\rho} \frac{\partial \rho}{\partial x_{\alpha}}+\frac{3 v_{\beta}}{2 e}\left(-\frac{2}{3} \frac{\partial e}{\partial x_{\beta}}-\frac{2 e}{3 \rho} \frac{\partial \rho}{\partial x_{\beta}}+\frac{F_{\beta}}{\rho}+v_{\alpha} \frac{\partial u_{\beta}}{\partial x_{\alpha}}\right) \\
& \left.+\left(\frac{3|v|^{2}}{4 e}-\frac{3}{2}\right)\left(-\frac{2}{3} \frac{\partial u_{\alpha}}{\partial x_{\alpha}}+\frac{v_{\alpha}}{e} \frac{\partial e}{\partial x_{\alpha}}\right)-\frac{3}{2 \rho e} F_{\alpha} v_{\alpha}\right]
\end{aligned}
$$

Some of the terms in this equation cancel, and we are left with

$$
\begin{equation*}
\frac{f^{(1)}}{f^{(0)}}=-\tau\left[\left(\frac{3|v|^{2}}{4 e}-\frac{5}{2}\right) \frac{v_{\alpha}}{e} \frac{\partial e}{\partial x_{\alpha}}+\frac{3}{2 e}\left(v_{\alpha} v_{\beta} \frac{\partial u_{\beta}}{\partial x_{\alpha}}-\frac{|v|^{2}}{3} \frac{\partial u_{\alpha}}{\partial x_{\alpha}}\right)\right] . \tag{3.50}
\end{equation*}
$$

The last parenthesis is a familiar tensor in a different form. Switching the indices in one half of the first term and expanding the second, we get

$$
\begin{aligned}
\left(v_{\alpha} v_{\beta} \frac{\partial u_{\beta}}{\partial x_{\alpha}}-\frac{|v|^{2}}{3} \frac{\partial u_{\alpha}}{\partial x_{\alpha}}\right) & =v_{\alpha} v_{\beta}\left[\frac{1}{2}\left(\frac{\partial u_{\beta}}{\partial x_{\alpha}}+\frac{\partial u_{\alpha}}{\partial x_{\beta}}\right)-\frac{1}{3} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right] \\
& =v_{\alpha} v_{\beta} S_{\alpha \beta}
\end{aligned}
$$

where

$$
\begin{equation*}
S_{\alpha \beta}=\frac{1}{2}\left(\frac{\partial u_{\beta}}{\partial x_{\alpha}}+\frac{\partial u_{\alpha}}{\partial x_{\beta}}\right)-\frac{1}{3} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}} \tag{3.51}
\end{equation*}
$$

is the symmetric strain rate tensor. The trace of this tensor, which may be found by multiplying with $\delta_{\alpha \beta}$, is zero.

Finally, we have the first-order perturbation of the distribution function in a reasonably simple form,

$$
\begin{equation*}
f^{(1)}=-\tau f^{(0)}\left[\frac{1}{e} \frac{\partial e}{\partial x_{\alpha}}\left(\frac{3|v|^{2}}{4 e}-\frac{5}{2}\right) v_{\alpha}+\frac{3 S_{\alpha \beta}}{2 e} v_{\alpha} v_{\beta}\right] \tag{3.52}
\end{equation*}
$$

As predicted, $f^{(1)} / f^{(0)}$ is $\mathcal{O}(K n)$. This can be shown by performing a nondimensionalisation such as the one at the start of section 3.8.

### 3.8.2 Finding the moment perturbations

Now that we know $f^{(1)}$, we can find the first-order moment perturbations $\boldsymbol{\sigma}^{(1)}$ and $\boldsymbol{q}^{(1)}$ directly using (3.43c).

First we find the first-order perturbation of the stress tensor,

$$
\begin{aligned}
\sigma_{\alpha \beta}^{(1)} & =-\int v_{\alpha} v_{\beta} f^{(1)} \mathrm{d} \xi \\
& =\tau\left[\frac{1}{e} \frac{\partial e}{\partial x_{\alpha}} \int\left(\frac{3|v|^{2}}{4 e}-\frac{5}{2}\right) v_{\alpha} v_{\beta} v_{\gamma} f^{(0)} \mathrm{d} \xi+\frac{3 S_{\gamma \delta}}{2 e} \int v_{\alpha} v_{\beta} v_{\gamma} v_{\delta} f^{(0)} \mathrm{d} \xi\right]
\end{aligned}
$$

By (3.19d) and (3.19f), the first integral disappears. By (3.19e), the second integral is

$$
\int v_{\alpha} v_{\beta} v_{\gamma} v_{\delta} f^{(0)} \mathrm{d} \xi=\frac{4}{9} \rho e^{2}\left(\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right)
$$

Since the strain rate tensor $S_{\gamma \delta}$ is traceless, the first term in the parenthesis becomes zero. The two others, applied to $S_{\gamma \delta}$, together give $2 S_{\alpha \beta}$. Thus, the first-order perturbation to the stress tensor is

$$
\begin{equation*}
\sigma_{\alpha \beta}^{(1)}=\frac{4}{3} \rho e \tau S_{\alpha \beta}=p \tau\left(\frac{\partial u_{\beta}}{\partial x_{\alpha}}+\frac{\partial u_{\alpha}}{\partial x_{\beta}}-\frac{2}{3} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right) \tag{3.53}
\end{equation*}
$$

This corresponds exactly to the deviatoric stress tensor $\sigma_{\alpha \beta}^{\prime}$ in (2.19d) with a shear viscosity

$$
\begin{equation*}
\mu=\frac{2}{3} \rho e \tau=p \tau=\rho R T \tau \tag{3.54}
\end{equation*}
$$

and a bulk viscosity $\mu_{\mathrm{B}}=0$.
Next, we find the the first-order heat flux perturbation,

$$
\begin{aligned}
q_{\alpha}^{(1)}=\frac{1}{2} \int v_{\alpha}|v|^{2} f^{(1)} \mathrm{d} \boldsymbol{\xi}=-\frac{\tau}{2} & {\left[\frac{1}{e} \frac{\partial e}{\partial x_{\beta}} \int\left(\frac{3|v|^{2}}{4 e}-\frac{5}{2}\right)|v|^{2} v_{\alpha} v_{\beta} f^{(0)} \mathrm{d} \boldsymbol{\xi}\right.} \\
& \left.+\frac{3 S_{\beta \gamma}}{2 e} \int|v|^{2} v_{\alpha} v_{\beta} v_{\gamma} f^{(0)} \mathrm{d} \boldsymbol{\xi}\right]
\end{aligned}
$$

By (3.19f), the second integral is zero. The first part of the first integral is

$$
\frac{3}{4 e} \int|\boldsymbol{v}|^{4} v_{\alpha} v_{\beta} f^{(0)} \mathrm{d} \xi=\frac{3}{4 e} \frac{1}{3} \delta_{\alpha \beta} \int|v|^{6} f^{(0)} \mathrm{d} \xi=\frac{70}{9} \delta_{\alpha \beta} \rho e^{2}
$$

The last equality can most easily be shown by inserting for $f^{(0)}$ and performing the integral using the spherical symmetry of the integrand. Finally we have the second part of the first integral, which can similarly be shown to be

$$
-\frac{5}{2} \int|\boldsymbol{v}|^{2} v_{\alpha} v_{\beta} f^{(0)} \mathrm{d} \boldsymbol{\xi}=-\frac{5}{6} \delta_{\alpha \beta} \int|\boldsymbol{v}|^{4} f^{(0)} \mathrm{d} \boldsymbol{\xi}=-\frac{50}{9} \delta_{\alpha \beta} \rho e^{2}
$$

Thus, the first-order heat flux perturbation is

$$
\begin{equation*}
q_{\alpha}^{(1)}=-\frac{10}{9} \rho e \tau \frac{\partial e}{\partial x_{\alpha}} . \tag{3.55}
\end{equation*}
$$

### 3.8.3 The Navier-Stokes-Fourier model

Now that we know the first-order perturbations $\sigma^{(1)}$ and $q^{(1)}$, we have the fluid model one order higher in $K n$ than the Euler model. We reabsorb the smallness parameter $\epsilon$, letting $\epsilon K n \rightarrow K n$. Then we approximate $\sigma \simeq \sigma^{(0)}+\sigma^{(1)}$ and $\boldsymbol{q} \simeq \boldsymbol{q}^{(0)}+\boldsymbol{q}^{(1)}$.

Inserting this approximate stress tensor into the Cauchy momentum equation (3.29), we find exactly the Navier-Stokes mass conservation equation

$$
\begin{equation*}
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial x_{\beta}}=\frac{\partial}{\partial x_{\beta}}\left(-\delta_{\alpha \beta} p+\sigma_{\alpha \beta}^{\prime}\right)+F_{\alpha} \tag{3.56}
\end{equation*}
$$

with $\sigma_{\alpha \beta}^{\prime}$ given by (3.53). This corresponds exactly to (2.19b) in conservation form, but with known values of the shear viscosity $\mu=p \tau$ and bulk viscosity $\mu_{\mathrm{B}}=0$. This confirms that there is zero bulk viscosity for a monatomic dilute gas.

Inserting the stress tensor and heat flux vector into the general energy conservation equation (3.33), using (3.11) to get a temperature derivative in the heat flux, we find the energy equation

$$
\begin{equation*}
\frac{\partial \rho e}{\partial t}+\frac{\partial \rho u_{\alpha} e}{\partial x_{\alpha}}=\left(-\delta_{\alpha \beta} p+\sigma_{\alpha \beta}^{\prime}\right) \frac{\partial u_{\beta}}{\partial x_{\alpha}}+\frac{\partial}{\partial x_{\alpha}} \kappa \frac{\partial T}{\partial x_{\alpha}} \tag{3.57}
\end{equation*}
$$

with a thermal conductivity

$$
\begin{equation*}
\kappa=\frac{5}{3} \rho e R \tau=\frac{5}{2} p R \tau=\frac{5}{2} \rho R^{2} T \tau . \tag{3.58}
\end{equation*}
$$

These two equations, together with the continuity equation (3.25), form the Navier-Stokes-Fourier model previously in (2.19). This model may be derived either using kinetic theory as done here, or from continuum mechanics. In the continuum derivation, the transport coefficients $\mu$ and

Burnett model
The fluid model found by taking Chapman-Enskog one step further than the Navier-Stokes-Fourier model
$\kappa$ are empirical material parameters, whereas with the kinetic derivation the transport coefficients are given only through the relaxation time $\tau$.

The highly simplified BGK model of collisions gives the same form of the macroscopic equations as the full Boltzmann collision operator; in fact, this can be seen as a requirement for any collision model. However, from any derivation based in kinetic theory, the transport coefficients are determined by the choice of collision operator. In our case the relaxation time $\tau$ comes from the BGK operator; Boltzmann's original collision operator results in different transport coefficients, given by other parameters. In fact, assuming different intermolecular forces in Boltzmann's operator would change the resulting transport coefficients slightly [62].

Also, an underlying assumption of this entire chapter is that the gas is monatomic. It is also possible to describe polyatomic gases in kinetic theory [54-58]. This requires a different collision model and results in different transport coefficients. However, the kinetic theory of polyatomic gases is significantly more complicated.

From the viscosity (3.54), the thermal conductivity (3.58), and the heat capacity at constant pressure (3.13), we can find the Prandtl number

$$
\begin{equation*}
\operatorname{Pr}=\frac{c_{p} \mu}{\kappa}=1 . \tag{3.59}
\end{equation*}
$$

This is a weakness of the BGK collision operator; as mentioned previously, Boltzmann's original collision operator results in transport coefficients that give a Prandtl number of $\operatorname{Pr} \simeq 2 / 3$, a value which corresponds well with measurements on monatomic gases [58]. However, this is not a problem for isothermal lattice Boltzmann models, where the thermal conductivity is irrelevant.

### 3.8.4 Higher-order Boltzmann equation approximations

In the previous sections, we found the first-order perturbation $f^{(1)}$ to the distribution function, and its corresponding first-order moment perturbations $\sigma^{(1)}$ and $\boldsymbol{q}^{(1)}$.

Of course, it is possible to go further, finding $f^{(2)}, \sigma^{(2)}$, and $\boldsymbol{q}^{(2)}$. While we get the Euler model by assuming $f \simeq f^{(0)}$ and the Navier-Stokes-Fourier model by assuming $f \simeq f^{(0)}+f^{(1)}$, the assumption of $f \simeq f^{(0)}+f^{(1)}+f^{(2)}$ gives us an even more detailed picture, called the Burnett model. A far tougher derivation leads to moment perturbations $\sigma^{(2)}$ and $\boldsymbol{q}^{(2)}$ which contain several new terms and several new transport coefficients that cannot be predicted by continuum theory [57, Ch. 15].

Since $f^{(2)} / f^{(0)}$ is $\mathcal{O}\left(K n^{2}\right)$, the extra terms of the Burnett model are usually negligible, as $K n \ll 1$ in most flows of interest. However, the differences between the Navier-Stokes-Fourier model and the Burnett model are significant for the propagation of sound waves at very high fre-
quencies, where the acoustic Knudsen number given from the wavelength $\lambda$ as $K n=x_{\mathrm{mfp}} / \lambda$ goes towards one.

In fact, measurements on plane sound wave propagation in rarefied noble gases have indicated that the Burnett model gives a better description than the Navier-Stokes-Fourier at such high frequencies [27, 63]. The two models depart significantly in their predictions of sound speed and sound wave absorption at $K n \sim 0.1$, and the Burnett model agrees very well with measurements of sound propagation in noble gases up to $K n \sim 1$.

As it is mathematically very tough to get to even the Burnett level, approximations of even higher order can instead be found through particular assumptions on the form of $f$. Pioneering work for plane sound waves, where $f$ was assumed to be of the form of an infinitesimal forced plane wave around an equilibrium state, was done by Wang Chang and Uhlenbeck [64] (later collected in [65]). It was later found that even higherorder approximations to the Boltzmann equation paradoxically gives a poorer agreement with experiments than the Burnett model [27].

A very high-order approximation to the Boltzmann equation was later found for the propagation of plane sound waves, of the form of a power series in $K n$ up to $\mathcal{O}\left(\mathrm{Kn}^{32}\right)$ [66]. However, the series coefficients increase so rapidly that the series diverges unless $K n$ is small. This is an example of an asymptotic series, which is non-convergent unless a parameter tends to a certain limit (in this case $K n \rightarrow 0$ ), and which usually is most useful and accurate when truncated to a small number of terms. Still, such series can often be approximated beyond their range of convergence, and in this case the Shanks transformation gave promising results [66].

Similarly, it has been suggested that the Chapman-Enskog expansion $f=f^{(0)}+f^{(1)}+f^{(2)}+\ldots$ itself may be asymptotic [57, Ch. 15]. If so, truncating the expansion earlier could give a better solution than truncating it later. For sound wave propagation, it seems that the Burnett model gives the best agreement, although it is only significantly better than the Navier-Stokes-Fourier model for about an order of magnitude in Kn. The agreement between the Burnett model and measurements in this single case might also be only a fortunate coincidence and cannot be taken as absolute proof that the Burnett model is generally superior.

Since the Navier-Stokes-Fourier model may be derived independently either from continuum theory, the results of the Chapman-Enskog expansion to first order can be trusted. However, the Burnett model, or any higher-order models for that matter, cannot be found from any other derivation, and have therefore historically been viewed with some suspicion [67]. Since the Burnett model differs very little from the Navier-Stokes-Fourier model at low $K n$, the difference is negligible in most practical cases.

Other approaches than the Chapman-Enskog expansion can also be
used to find macroscopic equations from the Boltzmann equation. Some of the resulting models have been seen to at least agree well with measurements of the speed of sound over the entire range of Kn [68].

### 3.9 Boltzmann's $\mathcal{H}$-theorem

One thermodynamic quantity which has not been discussed yet in this chapter is entropy. It was shown by Boltzmann himself that a quantity $\mathcal{H}$ can be found from the distribution function $f$ which has many of the same properties as thermodynamic entropy. $\mathcal{H}$ can only evolve in one direction, and it reaches an extremum when the system is at an equilibrium. It was later shown for ideal gases that $\mathcal{H}$ is proportional to the entropy.

The first step in finding $\mathcal{H}$ is to see from the chain rule that

$$
\frac{\partial}{\partial t} f \ln f=(1+\ln f) \frac{\partial f}{\partial t}
$$

This is valid for any derivative in the Boltzmann equation, not just $\partial / \partial t$. Thus, multiplying the Boltzmann equation with $(1+\ln f)$, it thus becomes

$$
\left(\frac{\partial}{\partial t}+\xi_{\alpha} \frac{\partial}{\partial x_{\alpha}}+\frac{F_{\alpha}}{\rho} \frac{\partial}{\partial \xi_{\alpha}}\right) f \ln f=(1+\ln f) \Omega(f)
$$

Integrating this over velocity space, we find

$$
\begin{equation*}
\frac{\partial}{\partial t} \int f \ln f \mathrm{~d} \xi+\frac{\partial}{\partial x_{\alpha}} \int \xi \alpha f \ln f \mathrm{~d} \xi=\int \ln f \Omega(f) \mathrm{d} \xi \tag{3.60}
\end{equation*}
$$

The force term disappears similarly to (3.24), as $f \ln f \rightarrow-f$ when $f \rightarrow$ 0 as $\xi \rightarrow \infty$. Also, one term on the right side disappears by mass conservation, (3.21a).

Equation (3.60) is like a conservation equation for the quantity $f \ln f$, but with a source term on the right side. Using the BGK collision operator, the right side can be shown to be

$$
\begin{align*}
\int \ln f \Omega(f) \mathrm{d} \xi & =\int \ln \left(\frac{f}{f^{(0)}}\right) \Omega(f) \mathrm{d} \xi+\int \ln f^{(0)} \Omega(f) \mathrm{d} \xi \\
& =\frac{1}{\tau} \int \ln \left(\frac{f}{f^{(0)}}\right)\left(f^{(0)}-f\right) \mathrm{d} \xi  \tag{3.61}\\
& =\frac{1}{\tau} \int f^{(0)} \ln \left(\frac{f}{f^{(0)}}\right)\left(1-\frac{f}{f^{(0)}}\right) \mathrm{d} \boldsymbol{\xi} \leq 0
\end{align*}
$$

Here, the integral $\int \ln f^{(0)} \Omega(f) \mathrm{d} \xi$ can be shown to disappear by inserting for $f^{(0)}$ and using the mass and energy conservation properties of $\Omega(f)$. The last inequality follows from the identity $(1-x) \ln x \leq 0$ for $x>0$. For $x=1$ (i.e. $f=f^{(0)}$ ), it is zero.

Thus, (3.60) is equivalent to

$$
\begin{equation*}
\frac{\partial \mathcal{H}}{\partial t}+\frac{\partial \mathcal{H}_{\alpha}}{\partial x_{\alpha}} \leq 0 \tag{3.62}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{H}=\int f \ln f \mathrm{~d} \xi, \quad \mathcal{H}_{\alpha}=\int \xi_{\alpha} f \ln f \mathrm{~d} \xi \tag{3.63}
\end{equation*}
$$

Here, $\mathcal{H}_{\alpha}$ is the flux of $\mathcal{H}$, similarly to how $\rho \boldsymbol{u}$ is the flux of $\rho$. From the inequality, we see that $\mathcal{H}$ is not necessarily conserved like mass in the continuity equation, but will decrease if the system is not at equilibrium. However, as mentioned previously, the inequality in (3.62) becomes an equality at equilibrium. This means that $\mathcal{H}$ will decrease until the system reaches an equilibrium, where $\mathcal{H}$ reaches its lowest value. This is very similar to how thermodynamic entropy increases until the system reaches an equilibrium state.

In fact, for an ideal gas $\mathcal{H}$ is proportional to the entropy density $\rho s$ [58, 69],

$$
\begin{equation*}
\rho s=-\frac{k_{\mathrm{B}}}{m} \mathcal{H} . \tag{3.64}
\end{equation*}
$$

However, for a non-ideal gas, where the equation of state is affected by intermolecular forces, this equality does not hold [69].

The inequality (3.62) can also be shown from Boltzmann's original collision operator. In fact, it is an important criterion for any collision operator, in addition to the conservation criteria discussed in section 3.5, as it states that molecular collisions will invariably drive the distribution of particles towards an equilibrium.

## 4 The lattice Boltzmann method

In the last chapter we derived the Boltzmann equation and saw that the familiar equations of fluid mechanics follow. In practice, is is extremely hard to find analytical solutions for the Boltzmann equation, except in trivial cases like the spatially homogeneous example in section 3.5 and other simplified cases [70].

In fact, it is also extremely hard to find solutions for the general equations of fluid mechanics, so they are simplified in almost every case. In engineering fluid mechanics, the fluid is often considered incompressible (i.e. the density $\rho$ is considered constant). In acoustics, viscosity is usually neglected and the equations are linearised so that the flow field is considered as a small perturbation around a rest state.

However, if we somehow could find a solution for the Boltzmann equation, we would simultaneously be finding a solution to the less general but more familiar equations that follow from it. Since it is usually too difficult to attack the Boltzmann equation analytically, we must try to solve it numerically instead.

When discretising most transport equations, it is sufficient to discretise in only physical space and time. With the Boltzmann equation, however, the main variable $f$ is a function of coordinates in physical space, velocity space, and time. We must therefore discretise it in two separate steps. First, we restrict the continuous space of velocities $\xi$ to a finite discrete set $\xi_{i}$, a set which should ideally be as small as possible. Then, we simultaneously discretise in space and time. The result of this discretisation process can be quite conveniently implemented on a computer as the lattice Boltzmann method.

There are many approaches to this discretisation, but in this chapter we will emphasise clarity and brevity over generality. Throughout, as necessary, we will refer to articles with other, more general derivations.

In this chapter, we will derive the simplest and most common variety of the LB method: The isothermal, ideal gas, forceless variety. As the

Isothermal fluid A fluid with constant temperature fluid is isothermal with a constant temperature $T_{0}$, the ideal gas equation of state is $p=\rho R T_{0}$. From this follows a constant speed of sound and a simplified equation of state which does not involve the temperature,

$$
\begin{equation*}
c_{0}^{2}=\left(\frac{\partial p}{\partial \rho}\right)=\frac{k_{\mathrm{B}} T_{0}}{m} \quad \Rightarrow \quad p=c_{0}^{2} \rho . \tag{4.1}
\end{equation*}
$$

Comparing this with the physical isentropic equation of state (2.23) and speed of sound (2.24), we find that this isothermal equation of state corresponds to the physical assumption of $\gamma=1$. From (2.47), this itself implies an infinite number of inner degrees of freedom in the molecules that make up the gas.

### 4.1 The discrete-velocity Boltzmann equation

The first step in discretising the Boltzmann equation is to discretise velocity space. One very general method for this is based on approximating $f^{(0)}$ using a truncated basis of Hermite polynomials and a Gauss-Hermite quadrature $[72,73]$. The order of the quadrature determines the number of velocities $\boldsymbol{\xi}_{i}$ required. With sufficiently high orders, this method can preserve the behaviour of the Boltzmann equation to arbitrary level in the Chapman-Enskog expansion [72]. However, higher levels require larger numbers of velocities, which makes the lattice Boltzmann method more difficult to implement and more resource demanding.

Instead of this general method, we will use a mathematically simpler method in this derivation. The first step is to approximate the MaxwellBoltzmann distribution (3.18) by expanding it up to $\mathcal{O}\left(\boldsymbol{u}^{2}\right)$,

$$
\begin{aligned}
f^{(0)}(x, \xi, t) & =\frac{\rho}{\left(2 \pi c_{0}^{2}\right)^{3 / 2}} \mathrm{e}^{-\left(\xi_{\alpha} \xi_{\alpha}-2 \xi_{\alpha} u_{\alpha}+u_{\alpha} u_{\alpha}\right) / 2 c_{0}^{2}} \\
& \approx \frac{\rho}{\left(2 \pi c_{0}^{2}\right)^{3 / 2}} \mathrm{e}^{-\xi_{\alpha} \xi_{\alpha} / 2 c_{0}^{2}}\left(1+\frac{\xi_{\alpha} u_{\alpha}}{c_{0}^{2}}+\frac{\left(\xi_{\alpha} u_{\alpha}\right)^{2}}{2 c_{0}^{4}}-\frac{u_{\alpha} u_{\alpha}}{2 c_{0}^{2}}\right) .
\end{aligned}
$$

Here, (4.1) has been used, and terms of $\mathcal{O}\left(u^{3}\right)$ have been neglected. While stopping at $\mathcal{O}\left(u^{2}\right)$ may seem somewhat arbitrary, the following subsections will motivate this choice.

Next, we discretise velocity space, restricting $\mathcal{\xi}$ to a finite set of velocities $\boldsymbol{\xi}$. Thus, the distribution function $f(\boldsymbol{x}, \boldsymbol{\xi}, t)$ becomes $f_{i}(\boldsymbol{x}, t)$, representing the density at $(x, t)$ of particles with velocity $\boldsymbol{\xi}_{i}$. We also replace the coefficient $\mathrm{e}^{-\xi_{\alpha} \xi_{\alpha} / 2 c_{0}^{2}} /\left(2 \pi c_{0}^{2}\right)^{3 / 2}$ in front of the expansion above with a single weighting coefficient $w_{i}$, ending up with the classic [74] discrete equilibrium distribution

$$
\begin{equation*}
f_{i}^{(0)}=\rho w_{i}\left(1+\frac{\xi_{i \alpha} u_{\alpha}}{c_{0}^{2}}+\frac{\xi_{i \alpha} u_{\alpha} \xi_{i \beta} u_{\beta}}{2 c_{0}^{4}}-\frac{u_{\alpha} u_{\alpha}}{2 c_{0}^{2}}\right) \tag{4.2}
\end{equation*}
$$

This is arguably the optimally stable isothermal polynomial discrete equilibrium distribution [75].

We will see in the following subsection how the velocity sets defined

Hermite polynomials
An orthogonal polynomial sequence useful in kinetic theory [53, 71, 72]
Gauss-Hermite quadrature An approximation method for certain integrals:
$\int e^{-x^{2}} f(x) \mathrm{d} x \approx \sum_{i} w_{i} f\left(x_{i}\right)$
by $\xi_{i}$ and $w_{i}$ must be constrained in order to reproduce hydrodynamics correctly.

Having discretised velocity space and using the the discrete analogue of the BGK operator (3.22), the Boltzmann equation becomes the discretevelocity Boltzmann equation (DVBE),

$$
\begin{equation*}
\frac{\partial f_{i}}{\partial t}+\xi_{i \alpha} \frac{\partial f_{i}}{\partial x_{\alpha}}=-\frac{1}{\tau}\left(f_{i}-f_{i}^{(0)}\right) \tag{4.3}
\end{equation*}
$$

### 4.1.1 Moments and constraints

Of course, the velocity set cannot be chosen randomly. For the DVBE to give the same mass and momentum conservation equations as found from the continuous Boltzmann equation in section 3.8, we will show in the next subsection that the zeroth to third moments of $f_{i}^{(0)}$ must be equal to those of $f^{(0)}$, i.e.

$$
\begin{align*}
\sum_{i} f_{i}^{(0)}(x, t) & =\rho(x, t),  \tag{4.4a}\\
\sum_{i} \xi_{i \alpha} f_{i}^{(0)}(x, t) & =\rho \boldsymbol{u}(x, t),  \tag{4.4b}\\
\sum_{i} \xi_{i \alpha} \xi_{i \beta} f_{i}^{(0)}(x, t) & =\Pi_{\alpha \beta}^{(0)}(x, t),  \tag{4.4c}\\
\sum_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} f_{i}^{(0)}(x, t) & =\Pi_{\alpha \beta \gamma}^{(0)}(x, t) . \tag{4.4d}
\end{align*}
$$

We will now show that these equalities give us a set of constraints (4.11) on the velocity set. As we soon shall see, the last of these equalities can only be approximately fulfilled with $f_{i}^{(0)}$ given as in (4.2). The result of this discrepancy will be a largely insignificant error term in the momentum equation.

For (4.4a) to hold,

$$
\begin{aligned}
\rho & =\sum_{i} f_{i}^{(0)} \\
& =\rho\left[\sum_{i} w_{i}+\frac{u_{\alpha}}{c_{0}^{2}} \sum_{i} w_{i} \xi_{i \alpha}+\frac{u_{\alpha} u_{\beta}}{2 c_{0}^{2}}\left(\frac{1}{c_{0}^{2}} \sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta}-\delta_{\alpha \beta} \sum_{i} w_{i}\right)\right]
\end{aligned}
$$

i.e. the contents of the square brackets must equal 1. Given that $w_{i}$ are
constants, this holds only if

$$
\begin{align*}
\sum_{i} w_{i} & =1  \tag{4.5}\\
\sum_{i} w_{i} \xi_{i \alpha} & =0,  \tag{4.6}\\
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} & =c_{0}^{2} \delta_{\alpha \beta} . \tag{4.7}
\end{align*}
$$

These are three of the constraints on the velocity vectors $\xi_{i}$ and the weighting coefficients $w_{i}$. The other moments in (4.4) will supply us with additional such constraints.

Similarly, for (4.4b) to hold,

$$
\begin{aligned}
\rho u_{\alpha} & =\sum_{i} \xi_{i \alpha} f_{i}^{(0)} \\
& =\rho \underbrace{\frac{u_{\beta}}{c_{0}^{2}} \sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta}}_{=u_{\beta} \delta_{\alpha \beta}=u_{\alpha}}+\left(1-\frac{u_{\beta} u_{\beta}}{2 c_{0}^{2}}\right) \underbrace{\sum_{i} w_{i} \xi_{i \alpha}}_{=0}+\frac{u_{\beta} u_{\gamma}}{2 c_{0}^{4}} \sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma}]
\end{aligned}
$$

which only holds if

$$
\begin{equation*}
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma}=0 \tag{4.8}
\end{equation*}
$$

From (3.27), (3.34), and (4.1) we find

$$
\Pi_{\alpha \beta}^{(0)}=\int \xi_{\alpha} \xi_{\beta} f^{(0)} \mathrm{d} \xi=\rho u_{\alpha} u_{\beta}+\rho c_{0}^{2} \delta_{\alpha \beta},
$$

and thus we require

$$
\begin{aligned}
& \rho u_{\alpha} u_{\beta}+\rho c_{0}^{2} \delta_{\alpha \beta}=\sum_{i} \xi_{i \alpha} \xi_{i \beta} f_{i}^{(0)} \\
& =\rho[\left(1-\frac{u_{\gamma} u_{\gamma}}{2 c_{0}^{2}}\right) \underbrace{\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta}}_{=c_{0}^{2} \delta_{\alpha \beta}}+\frac{u_{\gamma}}{c_{0}^{2}} \underbrace{\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma}}_{=0}+\frac{u_{\gamma} u_{\delta}}{2 c_{0}^{4}} \sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} \xi_{i \delta}] .
\end{aligned}
$$

For this to hold,

$$
\frac{u_{\gamma} u_{\delta}}{2 c_{0}^{4}} \sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} \xi_{i \delta}-\frac{u_{\gamma} u_{\gamma}}{2} \delta_{\alpha \beta}=\rho u_{\alpha} u_{\beta}
$$

which gives us our fifth constraint,

$$
\begin{equation*}
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} \xi_{i \delta}=c_{0}^{4}\left(\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right) . \tag{4.9}
\end{equation*}
$$

Using (3.19c), the third moment of $f^{(0)}$ is

$$
\begin{aligned}
\Pi_{\alpha \beta \gamma}^{(0)} & =\int \xi_{\alpha} \xi_{\beta} \xi_{\gamma} f^{(0)} \mathrm{d} \xi \\
& =\int\left(u_{\alpha} u_{\beta} u_{\gamma}+u_{\alpha} v_{\beta} v_{\gamma}+u_{\beta} v_{\alpha} v_{\gamma}+u_{\gamma} v_{\alpha} v_{\beta}\right) f^{(0)} \mathrm{d} \xi \\
& =\rho u_{\alpha} u_{\beta} u_{\gamma}+\rho c_{0}^{2}\left(u_{\alpha} \delta_{\beta \gamma}+u_{\beta} \delta_{\alpha \gamma}+u_{\gamma} \delta_{\alpha \beta}\right)
\end{aligned}
$$

However, as the polynomial (4.2) for $f^{(0)}$ lacks any $\mathcal{O}\left(u^{3}\right)$ term, it is impossible to exactly reproduce this moment in the discrete case. The corresponding discrete moment ${ }^{*} \breve{\Pi}_{\alpha \beta \gamma}^{(0)}$ must therefore lack the $\rho u_{\alpha} u_{\beta} u_{\gamma}$ term, so that

$$
\begin{aligned}
\breve{\Pi}_{\alpha \beta \gamma}^{(0)} & =\sum_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} f^{(0)} \mathrm{d} \xi=\rho c_{0}^{2}\left(u_{\alpha} \delta_{\beta \gamma}+u_{\beta} \delta_{\alpha \gamma}+u_{\gamma} \delta_{\alpha \beta}\right) \\
& =\rho \sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma}\left(1-\frac{u_{\delta} u_{\delta}}{2 c_{0}^{2}}+\frac{u_{\delta}}{c_{0}^{2}} \xi_{i \delta}+\frac{u_{\delta} u_{\epsilon}}{2 c_{0}^{4}} \xi_{i \delta} \xi_{i \epsilon}\right)
\end{aligned}
$$

This gives us our sixth and final constraint,

$$
\begin{equation*}
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} \xi_{i \delta} \xi_{i \epsilon}=0 \tag{4.10}
\end{equation*}
$$

In summary, the constraints on the velocity set are

$$
\begin{align*}
\sum_{i} w_{i} & =1,  \tag{4.11a}\\
\sum_{i} w_{i} \xi_{i \alpha} & =0,  \tag{4.11b}\\
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} & =c_{0}^{2} \delta_{\alpha \beta},  \tag{4.11c}\\
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} & =0,  \tag{4.11d}\\
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} \xi_{i \delta} & =c_{0}^{4}\left(\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right),  \tag{4.11e}\\
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} \xi_{i \delta} \xi_{i \epsilon} & =0 . \tag{4.11f}
\end{align*}
$$

These conditions can be seen as symmetry properties of $\xi_{i}$ and $w_{i}$, similar to the symmetry properties of $f^{(0)}$ in section 3.3.2. The odd moments

[^13]disappear due to even symmetry, and the even moments are isotropic tensors.

These symmetry properties must be fulfilled for any DVBE to solve the conservation equations for mass and momentum. The number of conditions motivates truncating the polynomial in $f_{i}^{(0)}$ to $\mathcal{O}\left(\boldsymbol{u}^{2}\right)$ : If we include higher-order terms, like some extended (e.g. thermal) LB methods require, we get more of these constraints (including one analogous to the somewhat bulky $(3.19 \mathrm{~g})$ ), which in turn requires a larger set of velocities [76, Ch. 2].

### 4.1.2 Moment-based Chapman-Enskog expansion

In the last subsection we saw that the zeroth to third moments of $f_{i}^{(0)}$ and $f^{(0)}$ are equal (to $\mathcal{O}\left(\boldsymbol{u}^{2}\right)$ ) if the symmetry conditions (4.11) on $\xi_{i}$ and $w_{i}$ are upheld. We will now prove that this is sufficient for the DVBE (4.3) to behave essentially identically to the Boltzmann equation (3.20) to the Navier-Stokes level.

The Chapman-Enskog expansion, previously seen in section 3.8, is used for this proof. However, we will use a different method here than previously. In section 3.8, the first perturbation of the distribution function, $f^{(1)}$, was found from $f^{(0)}$, and subsequently used to find the stress tensor and heat flux vector perturbations $\boldsymbol{\sigma}^{(1)}$ and $\boldsymbol{q}^{(1)}$. In the method to be used here, we find relations for the unknown moments of $f_{i}^{(1)}$ through the known moments of $f_{i}^{(0)}$, using a derivation similar to [77].

In this moment-based expansion, a new mathematical trick must be used in addition to the perturbation expansion $f_{i}=f_{i}^{(0)}+\epsilon f_{i}^{(1)}+\epsilon^{2} f_{i}^{(2)}+$ $\ldots$. . In order to usefully close the system of equations for the moments, we need to perform a multiple-scale expansion of time in orders of Kn , letting $t \rightarrow t_{1}+\epsilon^{-1} t_{2}+\ldots$ [78, Ch. 1]. This technique is used in general perturbation theory to deal with expansions that result in unbounded terms at each order [79, Ch. 11]. A common explanation is that $t_{1}$ as a time scale dealing with fast phenomena like advection and $t_{2}$ as a time scale dealing with slower phenomena like diffusion.

Instead of expanding as $\tau \rightarrow \epsilon \tau$ as in section 3.8 , we expand the derivatives as

$$
\begin{equation*}
\frac{\partial}{\partial t} \rightarrow \epsilon \frac{\partial}{\partial t_{1}}+\epsilon^{2} \frac{\partial}{\partial t_{2}}+\ldots, \quad \frac{\partial}{\partial x_{\alpha}} \rightarrow \epsilon \frac{\partial}{\partial x_{\alpha}} \tag{4.12}
\end{equation*}
$$

which is comparable to multiplying with $\epsilon$ in (3.41). This will not make a significant difference here, but will be convenient later when expanding the fully discrete lattice Boltzmann equation.

While the time derivative expansion is necessary for the ChapmanEnskog expansion to work, the multiple-scale expansion of time makes
little physical sense. Another, more physical, motivation for the derivative expansion is that different phenomena affect the time derivative at different orders in the Knudsen number. The time derivative must therefore be split into components for each order in $\epsilon$. When the expansion is separated into multiple equations according to the order of $\epsilon$, all of these phenomena will then be able to affect the time derivative.

With these expansions, the DVBE becomes

$$
\begin{align*}
& \left(\epsilon \frac{\partial}{\partial t_{1}}+\epsilon^{2} \frac{\partial}{\partial t_{2}}+\ldots\right)\left(f_{i}^{(0)}+\epsilon f_{i}^{(1)}+\ldots\right)  \tag{4.13}\\
& \quad+\xi_{i \alpha} \epsilon \frac{\partial}{\partial x_{\alpha}}\left(f_{i}^{(0)}+\epsilon f_{i}^{(1)}+\ldots\right)=-\frac{1}{\tau}\left(\epsilon f_{i}^{(1)}+\epsilon^{2} f_{i}^{(2)}+\ldots\right) .
\end{align*}
$$

Separating terms into first and second order in $\epsilon$, we find

$$
\begin{align*}
\mathcal{O}(\epsilon): & \left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}^{(0)} & =-\frac{1}{\tau} f_{i}^{(1)},  \tag{4.14a}\\
\mathcal{O}\left(\epsilon^{2}\right): & \frac{\partial f_{i}^{(0)}}{\partial t_{2}}+\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}^{(1)} & =-\frac{1}{\tau} f_{i}^{(2)} . \tag{4.14b}
\end{align*}
$$

As in the fully continuous Boltzmann equation case (3.42), the conservation of mass and momentum imply that

$$
\begin{equation*}
\int f_{i}^{(n)} \mathrm{d} \boldsymbol{\xi}=\int \xi_{i} f_{i}^{(n)} \mathrm{d} \boldsymbol{\xi}=0 \quad \text { for } n \geq 1 \tag{4.15}
\end{equation*}
$$

Thus, the zeroth to second moments of (4.14a) are

$$
\begin{align*}
\frac{\partial \rho}{\partial t_{1}}+\frac{\partial \rho u_{\alpha}}{\partial x_{\alpha}} & =0  \tag{4.16a}\\
\frac{\partial \rho u_{\alpha}}{\partial t_{1}}+\frac{\partial \Pi_{\alpha \beta}^{(0)}}{\partial x_{\beta}} & =0  \tag{4.16b}\\
\frac{\partial \Pi_{\alpha \beta}^{(0)}}{\partial t_{1}}+\frac{\partial \breve{\Pi}_{\alpha \beta \gamma}^{(0)}}{\partial x_{\gamma}} & =-\frac{1}{\tau} \breve{\Pi}_{\alpha \beta}^{(1)} \tag{4.16c}
\end{align*}
$$

where $\breve{\Pi}_{\alpha \beta}^{(1)}=\sum_{i} \xi_{\alpha} \xi_{\beta} f_{i}^{(1)}$. Similarly, the zeroth and first moments of (4.14b) are

$$
\begin{align*}
\frac{\partial \rho}{\partial t_{2}} & =0  \tag{4.17a}\\
\frac{\partial \rho u_{\alpha}}{\partial t_{2}}+\frac{\partial \breve{\Pi}_{\alpha \beta}^{(1)}}{\partial x_{\beta}} & =0 \tag{4.17b}
\end{align*}
$$

We now proceed by recombining the moment equations at different orders in $\epsilon$ to produce conservation equations. For the mass conservation
equation, we simply reverse the expansion (4.12) in the sum $\epsilon(4.16 a)+$ $\epsilon^{2}(4.17 a)$, which results in the normal continuity equation

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\partial \rho u_{\alpha}}{\partial x_{\alpha}}=0 \tag{4.18}
\end{equation*}
$$

Similarly recombining (4.16b) and (4.17b), we find a momentum conservation equation

$$
\begin{equation*}
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial}{\partial x_{\beta}}\left(\rho u_{\alpha} u_{\beta}+\rho c_{0}^{2} \delta_{\alpha \beta}+\epsilon \breve{\Pi}_{\alpha \beta}^{(1)}\right)=0 \tag{4.19}
\end{equation*}
$$

However, this equation involves the as of yet unknown moment $\breve{\Pi}_{\alpha \beta}^{(1)}$. From a closer look at the equation, we can already now expect this moment to play the role of the stress tensor.

The necessity of expanding the time derivative into several components can now be seen. If it had not been expanded, (4.17b) would be stating that $\partial \breve{\Pi}_{\alpha \beta}^{(1)} / \partial x_{\beta}=0$, since no component of the time derivative would exist at $\mathcal{O}\left(\epsilon^{2}\right)$. Consequently, the stress tensor would not have appeared in the momentum conservation equation. While the ChapmanEnskog analysis in section 3.8 was performed without introducing any time derivative expansion, the unused and unnecessary terms in that derivation at higher orders in $\epsilon$ similarly do not stand up to close scrutiny without this expansion.

Using (4.16c), we may find $\breve{\Pi}_{\alpha \beta}^{(1)}$ by resolving the derivatives $\partial \Pi_{\alpha \beta}^{(0)} / \partial t_{1}$ and $\partial \breve{\Pi}_{\alpha \beta \gamma}^{(0)} / \partial x_{\gamma}$. Using the product rule corollaries

$$
\begin{aligned}
\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial t_{1}} & =u_{\alpha} \frac{\partial \rho u_{\beta}}{\partial t_{1}}+u_{\beta} \frac{\partial \rho u_{\alpha}}{\partial t_{1}}-u_{\alpha} u_{\beta} \frac{\partial \rho}{\partial t_{1}} \\
\frac{\partial \rho u_{\alpha} u_{\beta} u_{\gamma}}{\partial x_{\gamma}} & =u_{\alpha} \frac{\partial \rho u_{\beta} u_{\gamma}}{\partial x_{\gamma}}+u_{\beta} \frac{\partial \rho u_{\alpha} u_{\gamma}}{\partial x_{\gamma}}-u_{\alpha} u_{\beta} \frac{\partial \rho u_{\gamma}}{\partial x_{\gamma}}
\end{aligned}
$$

in addition to (4.16a) and (4.16b), we can resolve the former derivative,

$$
\begin{align*}
\frac{\partial \Pi_{\alpha \beta}^{(0)}}{\partial t_{1}}= & \frac{\partial \rho u_{\alpha} u_{\beta}}{\partial t_{1}}+\frac{\partial \rho c_{0}^{2} \delta_{\alpha \beta}}{\partial t_{1}} \\
= & u_{\alpha} \frac{\partial \rho u_{\beta}}{\partial t_{1}}+u_{\beta} \frac{\partial \rho u_{\alpha}}{\partial t_{1}}-u_{\alpha} u_{\beta} \frac{\partial \rho}{\partial t_{1}}+c_{0}^{2} \delta_{\alpha \beta} \frac{\partial \rho}{\partial t_{1}} \\
= & -u_{\alpha} \frac{\partial}{\partial x_{\gamma}}\left(\rho u_{\beta} u_{\gamma}+\rho c_{0}^{2} \delta_{\beta \gamma}\right)-u_{\beta} \frac{\partial}{\partial x_{\gamma}}\left(\rho u_{\alpha} u_{\gamma}+\rho c_{0}^{2} \delta_{\alpha \gamma}\right)  \tag{4.20}\\
& +u_{\alpha} u_{\beta} \frac{\partial \rho u_{\gamma}}{\partial x_{\gamma}}-c_{0}^{2} \delta_{\alpha \beta} \frac{\partial \rho u_{\gamma}}{\partial x_{\gamma}} \\
= & -\frac{\partial \rho u_{\alpha} u_{\beta} u_{\gamma}}{\partial x_{\gamma}}-c_{0}^{2}\left(u_{\alpha} \frac{\partial \rho}{\partial x_{\beta}}+u_{\beta} \frac{\partial \rho}{\partial x_{\alpha}}\right)-c_{0}^{2} \delta_{\alpha \beta} \frac{\partial \rho u_{\gamma}}{\partial x_{\gamma}} .
\end{align*}
$$

The latter derivative is more easily resolved,

$$
\begin{align*}
\frac{\partial \breve{\Pi}_{\alpha \beta \gamma}^{(0)}}{\partial x_{\gamma}} & =\frac{\partial}{\partial x_{\gamma}} \rho c_{0}^{2}\left(u_{\alpha} \delta_{\beta \gamma}+u_{\beta} \delta_{\alpha \gamma}+u_{\gamma} \delta_{\alpha \beta}\right)  \tag{4.21}\\
& =c_{0}^{2}\left(\frac{\partial \rho u_{\alpha}}{\partial x_{\beta}}+\frac{\partial \rho u_{\beta}}{\partial x_{\alpha}}\right)+c_{0}^{2} \delta_{\alpha \beta} \frac{\partial \rho u_{\gamma}}{\partial x_{\gamma}}
\end{align*}
$$

With these two derivatives resolved, (4.16c) becomes

$$
\begin{equation*}
\breve{\Pi}_{\alpha \beta}^{(1)}=-\rho c_{0}^{2} \tau\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}\right)+\tau \frac{\partial \rho u_{\alpha} u_{\beta} u_{\gamma}}{\partial x_{\gamma}} . \tag{4.22}
\end{equation*}
$$

The last term is an error term due to the $\rho u_{\alpha} u_{\beta} u_{\gamma}$ term which is missing in $\breve{\Pi}_{\alpha \beta \gamma}^{(0)}$ due to the truncation to $\mathcal{O}\left(\boldsymbol{u}^{2}\right)$ in the equation (4.2) for $f_{i}^{(0)}$. In a corresponding derivation for an isothermal, fully continuous Boltzmann equation, we would have found

$$
\Pi_{\alpha \beta}^{(1)}=-\rho c_{0}^{2} \tau\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}\right)
$$

A closer look at the terms in (4.22) reveals that the error term is negligible if $u^{2} \ll c_{0}^{2}$, i.e. if $M a^{2} \ll 1$. While this condition excludes using this basic LB method for simulations of transsonic and supersonic flow, the condition is otherwise not very strict. We will see in section 7.2 that the error term is negligible even for simulations of nonlinear acoustics.

Neglecting the error term, we can insert (4.22) into (4.19) to find the momentum conservation equation

$$
\begin{equation*}
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial x_{\beta}}=-\frac{\partial p}{\partial x_{\alpha}}+\frac{\partial \sigma_{\alpha \beta}^{\prime}}{\partial x_{\beta}} \tag{4.23}
\end{equation*}
$$

This is the forceless Navier-Stokes momentum equation (2.19b) with pressure $p=\rho c_{0}^{2}$, shear viscosity $v=\rho c_{0}^{2} \tau=p \tau$, and bulk viscosity $v_{\mathrm{B}}=(2 / 3) v$. This bulk viscosity appears solely due to the isothermal equation of state [77].

Thus, we have shown that the discrete-velocity Boltzmann equation (4.3), given the velocity set conditions (4.11), correctly reproduces the mass and momentum conservation equations of fluid mechanics, with the exception of a $\mathcal{O}\left(\boldsymbol{u}^{3}\right)$ error term which is negligible if $M a^{2} \ll 1$.

### 4.1.3 Velocity sets

So far, we have found the conditions (4.11) on the velocity set given by $\xi_{i}$ and $w_{i}$ and proven that these are sufficient for the discrete-velocity


Figure 4.1: Velocity vectors of simple one- and two-dimensional velocity sets

Boltzmann equation (4.3) to reproduce the mass and momentum equations of the Navier-Stokes-Fourier model. It is now time to look at specific velocity sets that fulfil these conditions.

In the early years of lattice Boltzmann, velocity sets were developed by finding weighting coefficients $w_{i}$ that fulfil conditions such as (4.11), given a certain choice of velocity vectors [74]. These velocity vectors were chosen for their ability to tile physical space; each velocity brings particles from one point on a regular periodic grid (or lattice) to another neighbouring point (unless the velocity is zero, in which case the particles are immobile). Later it was discovered how to develop both velocity vectors and weighting coefficients simultaneously through the Gauss-Hermite quadrature method mentioned previously [72, 73]. In the following, we will consider the former method, which is mathematically simpler, although more ad-hoc and less general.

In LB terminology, it is common to denote different velocity sets and the lattices that they form as $\mathrm{D} d \mathrm{Q} q, d$ being the number of spatial dimensions, and $q$ the number of velocities. The velocity vectors of the most simple velocity sets in one and and two dimensions, namely D1Q3, D2Q7, and D2Q9, are shown in Figure 4.1. Each of these velocity sets has a zero velocity vector $\xi_{0}=0$, which corresponds to particles being at rest.

The one-dimensional D1Q3 lattice is a line of regularly spaced points. The two-dimensional D2Q7 and D2Q9 lattices are hexagonal and square, respectively. While D2Q7 has the advantage of having fewer velocities than D2Q9 and thus being less computationally expensive, the square D2Q9 lattice is much easier to deal with in computer implementations. Thus, the latter lattice is more commonly chosen for two-dimensional simulations.

In the D1Q3 and D2Q7 velocity sets, the nonzero velocity vectors $\boldsymbol{\xi}_{i \neq 0}$ all have the same magnitude, which we define as $\Delta x / \Delta t .{ }^{*}$ In the D2Q9
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## Lattice

A regular periodic grid of nodes in physical space. In LB, lattices are defined by the velocity vectors $\xi_{i}$.
velocity set, not all nonzero velocity vectors have the same magnitude; the diagonal velocity vectors $\xi_{5}-\xi_{8}$ have the higher magnitude of $\sqrt{2} \Delta x / \Delta t$.

With the D1Q3 velocity vectors defined, we can derive the weighting coefficients $w_{i}$ that satisfy the symmetry conditions (4.11). First, for (4.11b) to hold, $w_{1}=w_{2}=w_{\mathrm{s}}$ (the letter $s$ being an abbreviation of short). Then, the other nonzero symmetry conditions form the system of equations

$$
\begin{align*}
\sum_{i} w_{i} & =\quad w_{0}+2 w_{\mathrm{s}}=1 \\
\sum_{i} w_{i} \xi_{i x}^{2} & =\quad\left(\frac{\Delta x}{\Delta t}\right)^{2}\left(2 w_{\mathrm{s}}\right)=c_{0}^{2}  \tag{4.24a}\\
\sum_{i} w_{i} \xi_{i x}^{4} & =\quad\left(\frac{\Delta x}{\Delta t}\right)^{4}\left(2 w_{\mathrm{s}}\right)=3 c_{0}^{4}
\end{align*}
$$

the solution of which is

$$
\begin{equation*}
c_{0}=\left(\frac{\Delta x}{\Delta t}\right) / \sqrt{3}, \quad w_{0}=2 / 3, \quad w_{\mathrm{s}}=1 / 6 \tag{4.24b}
\end{equation*}
$$

For the D2Q9 velocity vectors, we set $w_{1}=w_{2}=w_{3}=w_{4}=w_{\mathrm{s}}$ and $w_{5}=w_{6}=w_{7}=w_{8}=w_{1}$ for similar reasons (the letter $l$ being an abbreviation of long). Again, we get a system of equations from the nonzero symmetry conditions,

$$
\begin{array}{rlrl}
\sum_{i} w_{i} & = & w_{0}+4 w_{\mathrm{s}}+4 w_{1} & =1 \\
\sum_{i} w_{i} \xi_{i x}^{2}=\sum_{i} w_{i} \xi_{i y}^{2}= & \left(\frac{\Delta x}{\Delta t}\right)^{2}\left(2 w_{\mathrm{s}}+4 w_{1}\right)=c_{0}^{2}  \tag{4.25a}\\
\sum_{i} w_{i} \xi_{i x}^{2} \xi_{i y}^{2} & =\left(\frac{\Delta x}{\Delta t}\right)^{4}\left(4 w_{1}\right)=c_{0}^{4} \\
\sum_{i} w_{i} \xi_{i x}^{4}=\sum_{i} w_{i} \xi_{i y}^{4}= & \left(\frac{\Delta x}{\Delta t}\right)^{4}\left(2 w_{\mathrm{s}}+4 w_{1}\right)=3 c_{0}^{4}
\end{array}
$$

This is solved by

$$
\begin{equation*}
c_{0}=\left(\frac{\Delta x}{\Delta t}\right) / \sqrt{3}, \quad w_{0}=4 / 9, \quad w_{\mathrm{s}}=1 / 9, \quad w_{1}=1 / 36 \tag{4.25b}
\end{equation*}
$$

A similar derivation can be performed for the D2Q7 lattice. In summary, the velocity vectors and weighting coefficients for the simple oneand two-dimensional lattices are given in Table 4.1.

In three dimensions, the simplest velocity sets are D3Q15, D3Q19, and D3Q27 [74]. These three velocity sets are shown graphically in Figure 4.2, and are fully described in Table 4.2.

Note that D1Q3 is a one-dimensional projection of D2Q9, which itself is a two-dimensional projection of D3Q15, D3Q19, and D3Q27. This means, for example, that a D3Q27 simulation of a case where all variables are invariant in the $y$ and $z$ direction could be performed using D1Q3 with the same results.


Figure 4.2: Velocity vectors of the simple three-dimensional velocity sets. Velocity vectors to the six nearest neighbours are in black, those to the twelve second nearest neighbours are in dark grey, and those to the eight third nearest neighbours are in grey.

Table 4.1: Simple one- and two-dimensional velocity sets
(a) D1Q3, $c_{0}=\left(\frac{\Delta x}{\Delta t}\right) / \sqrt{3}$

| $i$ | $\boldsymbol{\xi}_{i} /\left(\frac{\Delta x}{\Delta t}\right)$ | $w_{i}$ |
| :---: | :---: | :---: |
| 0 | $(0)$ | $\frac{2}{3}$ |
| 1 | $(1)$ | $\frac{1}{6}$ |
| 2 | $(-1)$ | $\frac{1}{6}$ |


| (b) |  |  |
| :---: | :---: | :---: |
| $i$ | D2Q $7, c_{0}=\left(\frac{\Delta x}{\Delta t}\right) / 2$ |  |
| $i$ | $\xi_{i} /\left(\frac{\Delta x}{\Delta t}\right)$ | $w_{i}$ |
| 0 | $(0,0)$ | $\frac{1}{2}$ |
| 1 | $(1,0)$ | $\frac{1}{12}$ |
| 2 | $\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right)$ | $\frac{1}{12}$ |
| 3 | $\left(-\frac{1}{2}, \frac{\sqrt{3}}{2}\right)$ | $\frac{1}{12}$ |
| 4 | $(-1,0)$ | $\frac{1}{12}$ |
| 5 | $\left(-\frac{1}{2},-\frac{\sqrt{3}}{2}\right)$ | $\frac{1}{12}$ |
| 6 | $\left(\frac{1}{2},-\frac{\sqrt{3}}{2}\right)$ | $\frac{1}{12}$ |

(c) D2Q9, $c_{0}=\left(\frac{\Delta x}{\Delta t}\right) / \sqrt{3}$

| $i$ | $\boldsymbol{\xi}_{i} /\left(\frac{\Delta x}{\Delta t}\right)$ | $w_{i}$ |
| :---: | :---: | :---: |
| 0 | $(0,0)$ | $\frac{4}{9}$ |
| 1 | $(1,0)$ | $\frac{1}{9}$ |
| 2 | $(0,1)$ | $\frac{1}{9}$ |
| 3 | $(-1,0)$ | $\frac{1}{9}$ |
| 4 | $(0,-1)$ | $\frac{1}{9}$ |
| 5 | $(1,1)$ | $\frac{1}{36}$ |
| 6 | $(-1,1)$ | $\frac{1}{36}$ |
| 7 | $(-1,-1)$ | $\frac{1}{36}$ |
| 8 | $(1,-1)$ | $\frac{1}{36}$ |

Table 4.2: Simple three-dimensional velocity sets. (...) cycle indicates all possible spatial and sign permutations of the given vector coordinates.
(a) D3Q15, $c_{0}=\left(\frac{\Delta x}{\Delta t}\right) / \sqrt{3}$

| $i$ | $\xi_{i} /\left(\frac{\Delta x}{\Delta t}\right)$ | $w_{i}$ |
| :---: | :---: | :---: |
| 0 | $(0,0,0)$ | $\frac{2}{9}$ |
| $1-6$ | $( \pm 1,0,0)_{\text {cycle }}$ | $\frac{1}{9}$ |
| $7-14$ | $( \pm 1, \pm 1, \pm 1)_{\text {cycle }}$ | $\frac{1}{72}$ |

(b) D3Q19, $c_{0}=\left(\frac{\Delta x}{\Delta t}\right) / \sqrt{3}$

(c) D3Q27, $c_{0}=\left(\frac{\Delta x}{\Delta t}\right) / \sqrt{3}$

| $i$ | $\xi_{i} /\left(\frac{\Delta x}{\Delta t}\right)$ | $w_{i}$ |
| :---: | :---: | :---: |
| 0 | $(0,0,0)$ | $\frac{8}{27}$ |
| $1-6$ | $( \pm 1,0,0)_{\text {cycle }}$ | $\frac{2}{27}$ |
| $7-18$ | $( \pm 1, \pm 1,0)_{\text {cycle }}$ | $\frac{1}{54}$ |
| $19-26$ | $( \pm 1, \pm 1, \pm 1)_{\text {cycle }}$ | $\frac{1}{216}$ |

All of the LB velocity sets described in this section contain a zero velocity vector $\xi_{0}$ with a corresponding weighting coefficient $w_{0}$. This is in contrast to the simple lattice gas described in section 1.1.2, in which no zero velocity particles exist. However, these rest velocities are necessary for the lattice Boltzmann method to behave correctly; otherwise, the velocity set conditions (4.11) cannot all be simultaneously fulfilled. This can be demonstrated by trying to remove the rest particles from the D1Q3 and D2Q9 velocity sets by setting $w_{0}=0$ : The systems of equations (4.24a) and (4.25a) would both then become underdetermined and unsolvable.

### 4.1.4 Digression: Linearised DVBE

Instead of keeping terms to $\mathcal{O}\left(u^{2}\right)$ in the Taylor expansion of $f^{(0)}$, we could linearise the expansion. Consequently, the DVBE will be fully linear, which means that the resulting macroscopic equations will also necessarily be linear. This linearised DVBE will not be used until later chapters, but showing it here serves to emphasise how important the equilibrium distribution is to the resulting physics of the model.

As in section 2.3, we assume that there is only a very small perturbation in density and velocity from the rest state. Thus, we can linearise the equilibrium distribution (4.2),

$$
\begin{equation*}
f_{i}^{(0)}=w_{i}\left(\rho+\frac{\rho_{0} u_{\alpha} \xi_{i \alpha}}{c_{0}^{2}}\right) . \tag{4.26}
\end{equation*}
$$

This is, in fact, the only alteration we make in this section to the previously described DVBE.

Using the symmetry properties in (4.11), we find without approximation the discrete equilibrium moments

$$
\begin{gather*}
\breve{\Pi}_{0}^{(0)}=\rho, \quad \breve{\Pi}_{\alpha}^{(0)}=\rho_{0} u_{\alpha}, \quad \breve{\Pi}_{\alpha \beta}^{(0)}=\rho c_{0}^{2} \delta_{\alpha \beta}, \\
\breve{\Pi}_{\alpha \beta \gamma}^{(0)}=\rho_{0} c_{0}^{2}\left(u_{\alpha} \delta_{\beta \gamma}+u_{\beta} \delta_{\alpha \gamma}+u_{\gamma} \delta_{\alpha \beta}\right) . \tag{4.27}
\end{gather*}
$$

Following the Chapman-Enskog derivation in section 4.1 .2 with these moments, we exactly find

$$
\begin{equation*}
\breve{\Pi}_{\alpha \beta}^{(1)}=-\tau\left(\frac{\partial \breve{\Pi}_{\alpha \beta}^{(0)}}{\partial t_{1}}+\frac{\partial \breve{\Pi}_{\alpha \beta \gamma}^{(0)}}{\partial x_{\gamma}}\right)=-p_{0} \tau\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}\right) \tag{4.28}
\end{equation*}
$$

and the macroscopic mass and momentum conservation equations

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\rho_{0} \frac{\partial u_{\alpha}}{\partial x_{\alpha}} & =0,  \tag{4.29a}\\
\rho_{0} \frac{\partial u_{\alpha}}{\partial t} & =-\frac{\partial p}{\partial x_{\alpha}}+p_{0} \tau\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}\right) . \tag{4.29b}
\end{align*}
$$

These equations are linearised versions of the corresponding equations of the Navier-Stokes-Fourier model (2.19), with viscosities $\mu=p_{0} \tau$ and $\mu_{\mathrm{B}}=2 \mu / 3$. No error terms had to be neglected in this derivation, unlike the previous derivation of the DVBE where the momentum equation gained a $\mathcal{O}\left(u^{3}\right)$ error term.

### 4.2 The lattice Boltzmann equation

While the discrete-velocity Boltzmann equation (4.3) is discrete in velocity space, it is still continuous in physical space and time. To find

## Characteristics

Curves in the function variables (e.g. space and time) along which a hyperbolic partial differential equation becomes an ordinary differential equation
the fully discrete lattice Boltzmann equation, we must perform further discretisation.

The Boltzmann equation and the DVBE are both hyperbolic equations, and a possible way of discretising these is to integrate along characteristics. We assume that we can write the distribution function as $f_{i}=f_{i}(x(a), t(a))$, where $a$ denotes the position along the characteristic. The total differential of $f_{i}$ in $a$, assuming no external forces, is

$$
\begin{equation*}
\frac{\mathrm{d} f_{i}}{\mathrm{~d} a}=\left(\frac{\partial f_{i}}{\partial t}\right) \frac{\mathrm{d} t}{\mathrm{~d} a}+\left(\frac{\partial f_{i}}{\partial x_{\alpha}}\right) \frac{\mathrm{d} x_{\alpha}}{\mathrm{d} a}=-\frac{1}{\tau}\left(f_{i}-f_{i}^{(0)}\right) \tag{4.30}
\end{equation*}
$$

The right equality holds if the total differential is the left-hand side of the DVBE (4.3), which is true if

$$
\frac{\mathrm{d} t}{\mathrm{~d} a}=1, \quad \frac{\mathrm{~d} x_{\alpha}}{\mathrm{d} a}=\xi_{i \alpha} .
$$

Thus, allowing a minor abuse of notation, $f_{i}$ can be written as $f_{i}(x+$ $\left.\xi_{i} a, t+a\right)$.*

Integrating (4.30) from $a=0$ to $a=\Delta t$ (i.e. from one time step to the next) and using the fundamental theorem of calculus on the left side, we find

$$
\begin{align*}
f_{i}(\boldsymbol{x} & \left.+\boldsymbol{\xi}_{i} \Delta t, t+\Delta t\right)-f_{i}(\boldsymbol{x}, t) \\
& =-\frac{1}{\tau} \int_{0}^{\Delta t}\left[f_{i}\left(\boldsymbol{x}+\boldsymbol{\xi}_{i} a, t+a\right)-f_{i}^{(0)}\left(\boldsymbol{x}+\boldsymbol{\xi}_{i} a, t+a\right)\right] \mathrm{d} a . \tag{4.31}
\end{align*}
$$

While the left side is exact, the integral on the right-hand side must be approximated. There are two main ways to do this, which we shall describe in the following subsections.

When implementing the lattice Boltzmann equation on a computer, it is convenient to scale time and space so that the lattice resolution $\Delta x$ and time resolution $\Delta t$ both equal one. This choice of units is called lattice units. We will use this choice henceforth, and go into how to convert between lattice and physical units in section 4.2.4.

### 4.2.1 First order discretisation

With the most common "first order" $\dagger$ discretisation, the integral in (4.31) is approximated with the rectangle method, giving the first order lattice Boltzmann equation,

$$
\begin{equation*}
f_{i}\left(x+\xi_{i}, t+1\right)-f_{i}(x, t)=-\frac{1}{\tau}\left[f_{i}(x, t)-f_{i}^{(0)}(x, t)\right] . \tag{4.32}
\end{equation*}
$$

[^15]The resulting numerical scheme is fully explicit, as all populations $f_{i}$ of the next time step is determined by the populations $f_{i}$ of the current time step. However, the rectangle method is generally only a first order accurate approximation. Therefore, we should determine its actual numerical accuracy using the Chapman-Enskog expansion as in section 4.1.2.

However, the left-hand side of (4.32) must first be de-discretised. Truncating its Taylor expansion to second order, we find

$$
\begin{aligned}
& f_{i}\left(\boldsymbol{x}+\xi_{i}, t+1\right)-f_{i}(\boldsymbol{x}, t) \\
& \quad \approx\left(\frac{\partial}{\partial t}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}+\frac{1}{2}\left(\frac{\partial^{2}}{\partial t^{2}}+2 \xi_{i \alpha} \frac{\partial}{\partial t} \frac{\partial}{\partial x_{\alpha}}+\xi_{i \alpha} \xi_{i \beta} \frac{\partial}{\partial x_{\alpha}} \frac{\partial}{\partial x_{\beta}}\right) f_{i} .
\end{aligned}
$$

Due to the perturbation of the derivatives in (4.12), third order derivative terms in this expansion will be $\mathcal{O}\left(\epsilon^{3}\right)$ and therefore not contribute at the Navier-Stokes level.

Using this expression for the left-hand side, and performing the Chapman-Enskog expansion as in section 4.1.2, we get

$$
\begin{equation*}
\mathcal{O}(\epsilon): \quad\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}^{(0)}=-\frac{1}{\tau} f_{i}^{(1)} \tag{4.33a}
\end{equation*}
$$

to first order in $\epsilon$, which is identically to the corresponding DVBE equation (4.14a). To second order, we find an initially bulky expression which can be simplified by subtracting $\frac{1}{2}\left(\partial / \partial t_{1}-\xi_{i \beta} \partial / \partial x_{\beta}\right)(4.33 a)$, giving

$$
\begin{equation*}
\mathcal{O}\left(\epsilon^{2}\right): \quad \frac{\partial f_{i}^{(0)}}{\partial t_{2}}+\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right)\left(1-\frac{1}{2 \tau}\right) f_{i}^{(1)}=-\frac{1}{\tau} f_{i}^{(2)} \tag{4.33b}
\end{equation*}
$$

There is one difference here from (4.14b): the parenthesis ( $1-1 / 2 \tau$ ).
By comparison with the corresponding DVBE expressions, we can see that the following derivation would result in the same equation for $\breve{\Pi}_{\alpha \beta}^{(1)}$, but that the $(1-1 / 2 \tau)$ factor changes the shear viscosity to

$$
\begin{equation*}
v=c_{0}^{2}\left(\tau-\frac{1}{2}\right) . \tag{4.34}
\end{equation*}
$$

Thus, while the rectangle method is only first order accurate, the effect of the second order error terms is only to alter the viscosity by $c_{0}^{2} / 2$.

### 4.2.2 Second order discretisation

With the less common, "second order" discretisation, the integral in (4.31) is approximated with the trapezium rule, giving

$$
\begin{align*}
f_{i}\left(x+\xi_{i}, t+1\right)-f_{i}(x, t)=-\frac{1}{2 \tau} & {\left[f_{i}\left(x+\xi_{i}, t+1\right)\right.} \\
& -f_{i}^{(0)}\left(x+\xi_{i}, t+1\right)  \tag{4.35}\\
& \left.+f_{i}(x, t)-f_{i}^{(0)}(x, t)\right]
\end{align*}
$$

which can be rewritten into the cleaner form

$$
\begin{equation*}
f_{i}\left(\boldsymbol{x}+\boldsymbol{\xi}_{i}, t+1\right)-f_{i}(\boldsymbol{x}, t)=-\frac{1}{2 \tau}\left[f_{i}^{\mathrm{neq}}\left(\boldsymbol{x}+\boldsymbol{\xi}_{i}, t+1\right)+f_{i}^{\mathrm{neq}}(x, t)\right] \tag{4.36}
\end{equation*}
$$

using $f_{i}^{\text {neq }}=f_{i}-f_{i}^{(0)}$ for the nonequilibrium part of $f$.
This is not a fully explicit system of equations, as there is a codependence between $f_{i}\left(x+\xi_{i}, t+1\right)$ and $f_{i}^{(0)}\left(x+\xi_{i}, t+1\right)$. We shall later see that a substitution can be done to make it explicit, but we will first examine at the macroscopic behaviour of this discretisation.

Using the same methods as in the previous section, we find the Taylor expansion of (4.36) to second order,

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}+\frac{1}{2}\left(\frac{\partial^{2}}{\partial t^{2}}+2 \xi_{i \alpha} \frac{\partial}{\partial t} \frac{\partial}{\partial x_{\alpha}}+\xi_{i \alpha} \xi_{i \beta} \frac{\partial}{\partial x_{\alpha}} \frac{\partial}{\partial x_{\beta}}\right) f_{i}  \tag{4.37}\\
& =-\frac{1}{2 \tau}\left[2 f_{i}^{\mathrm{neq}}+\left(\frac{\partial}{\partial t}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}\right],
\end{align*}
$$

and subsequently find the first and second order terms in $\epsilon$,

$$
\begin{align*}
\mathcal{O}(\epsilon): & \left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}^{(0)} & =-\frac{1}{\tau} f_{i}^{(1)},  \tag{4.38a}\\
\mathcal{O}\left(\epsilon^{2}\right): & \frac{\partial}{\partial t_{2}} f_{i}^{(0)}+\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}^{(1)} & =-\frac{1}{\tau} f_{i}^{(2)} .
\end{align*}
$$

These equations correspond exactly to those of the DVBE, (4.14). Thus we know that this discretisation is a fully consistent approximation to the DVBE, with viscosity

$$
v=c_{0}^{2} \tau
$$

The implicit discretisation (4.36) can be made fully explicit through the substitution

$$
\begin{equation*}
\bar{f}_{i}(x, t)=f_{i}(x, t)+\frac{1}{2 \tau} f_{i}^{\mathrm{neq}}(x, t) \tag{4.39}
\end{equation*}
$$

after which (4.36) becomes the fully explicit second order lattice Boltzmann equation,

$$
\begin{equation*}
\bar{f}_{i}\left(x+\xi_{i}, t+1\right)-\bar{f}_{i}(x, t)=-\frac{1}{\tau+1 / 2}\left[\bar{f}_{i}(x, t)-f_{i}^{(0)}(x, t)\right] . \tag{4.40}
\end{equation*}
$$

By (4.39) and (4.15), the two first moments of $\bar{f}_{i}$ are equal to the corresponding moments of $f_{i}$,

$$
\begin{gather*}
\sum_{i} \bar{f}_{i}=\rho=\sum_{i} f_{i},  \tag{4.41a}\\
\sum_{i} \xi_{i} \bar{f}_{i}=\rho \boldsymbol{u}=\sum_{i} \xi_{i} f_{i} . \tag{4.41b}
\end{gather*}
$$

Therefore, $f_{i}^{(0)}$ can be constructed from $\bar{f}_{i}$ as if it were $f_{i}$. However, the second moment of $\bar{f}_{i}$ differs,

$$
\begin{equation*}
\sum_{i} \xi_{i \alpha} \xi_{i \beta} \bar{f}_{i}=\left(1+\frac{1}{2 \tau}\right) \Pi_{\alpha \beta}-\frac{1}{2 \tau} \Pi_{\alpha \beta}^{(0)} \tag{4.41c}
\end{equation*}
$$

Comparing the lattice Boltzmann equations of first and second order, (4.32) and (4.40) respectively, we find that they are nearly identical except for the the second moment and the denominator of the collision operator. The latter may be seen as a redefinition of $\tau$ that compensates for the viscosity difference. Thus, for simple LB models, the difference between the two discretisations is not relevant and we will henceforth use the simpler first order version.

However, more complex extended LB models (e.g. [80]) may require using the second order discretisation. Also, if an alternate DVBE model is devised, performing a second-order discretisation will always result in a numerical scheme which is consistent with the DVBE model to the Navier-Stokes-Fourier level, unlike the first-order discretisation which may only be consistent to the Euler level. As we have seen for this basic model, this inconsistency in the first-order discretisation was manifested as a change in the numerical viscosity.

### 4.2.3 Summary: The lattice Boltzmann method

The preceding sections have been quite mathematical, focusing on the derivation of the lattice Boltzmann equation. Therefore, it is prudent to now give a short, more practical summary of the lattice Boltzmann method.

In a regular spatial grid of nodes (a lattice), each node contains a number of distribution functions $f_{i}(\boldsymbol{x}, t)$. These represent the density of particles with velocity $\xi_{i}$ in the node at $x$, at time $t$. These velocity vectors are chosen so that particles are brought from one node to its neighbours (or remain stationary in the case $\xi_{0}=\mathbf{0}$ ) during one time step. Some simple velocity sets in one, two, and three dimensions are shown in Figures 4.1 and 4.2, and are specified in Tables 4.1 and 4.2.

The distribution functions $f_{i}$ can be used to find the more familiar macroscopic quantites of mass density and momentum density,

$$
\begin{aligned}
\rho(x, t) & =\sum_{i} f_{i}(x, t), \\
\rho u(x, t) & =\sum_{i} \xi_{i} f_{i}(x, t) .
\end{aligned}
$$

The fluid velocity is found as $\boldsymbol{u}(\boldsymbol{x}, t)=\left(\sum_{i} \boldsymbol{\xi}_{i} f_{i}\right) /\left(\sum_{i} f_{i}\right)$. The pressure is determined through the isothermal relation $p=c_{0}^{2} \rho$, where the ideal
speed of sound $c_{0}$ is determined by the choice of velocity set (though in most cases, $\left.c_{0}=1 / \sqrt{3}\right)$.

Once in each time step, the particles in each node collide, which is modelled as a relaxation of the distribution function $f_{i}$ towards the equilibrium distribution

$$
f_{i}^{(0)}=\rho w_{i}\left[1+\frac{\boldsymbol{\xi}_{i} \cdot \boldsymbol{u}}{c_{0}^{2}}+\frac{\left(\boldsymbol{\xi}_{i} \cdot \boldsymbol{u}\right)^{2}}{2 c_{0}^{4}}-\frac{\boldsymbol{u} \cdot \boldsymbol{u}}{2 c_{0}^{2}}\right]
$$

This is constructed from the macroscopic moments of density $\rho$ and fluid velocity $\boldsymbol{u}$, found using the above relations. The weighting coefficients $w_{i}$ are determined by the choice of velocity set.

What happens in each time step is this: In each node, collisions between incoming particles $f_{i}$ are represented by a relaxation with characteristic time $\tau$ towards the equilibrium distribution $f_{i}^{(0)}$, resulting in a new distribution of particles which is streamed on to the neighbouring nodes. All this is represented by the lattice Boltzmann equation,

$$
\begin{equation*}
f_{i}\left(x+\boldsymbol{\xi}_{i}, t+1\right)=f_{i}(x, t)-\frac{1}{\tau}\left[f_{i}(x, t)-f_{i}^{(0)}(x, t)\right] \tag{4.42}
\end{equation*}
$$

The right-hand side represents the distribution of particles after collisions have taken place, and the left-hand side represents these particles appearing in neighbouring nodes in the next time step.

This very simple numerical scheme is sufficient to evolve the macroscopic density $\rho$ and fluid velocity $u$ in accordance with the mass and momentum conservation equations of fluid mechanics, often known as the continuity equation and the compressible Navier-Stokes equation. In the latter, we get a kinematic shear viscosity $v=c_{0}^{2}(\tau-1 / 2)$ and a kinematic bulk viscosity $v_{\mathrm{B}}=(2 / 3) v$. (Note that there are some problems in the low-viscosity limit $\tau \rightarrow 1 / 2$, which will be discussed in section 4.3.) There is also an error term in the momentum conservation which is negligible only if $M a^{2}=\left(u / c_{0}\right)^{2} \ll 1$.

In summary, the lattice Boltzmann algorithm consists of the following steps in each node:

- Macroscopic quantities: From the distribution of particles $f_{i}$, calculate the node's fluid density $\rho$ and fluid velocity $\boldsymbol{u}$.
- Equilibrium distribution: From the fluid density $\rho$ and fluid velocity $u$, calculate the node's equilibrium distribution $f_{i}^{(0)}$.
- Collision: The post-collision distribution functions are calculated according to the right-hand side of (4.42).
- Streaming: The post-collision distribution functions are streamed to neighbouring nodes according to their velocities, completing (4.42).


Figure 4.3: Particle distributions $f_{i}$ (black) streaming from the central node to its neighbours, from which new distributions (black) are streamed back.

Apart from the streaming step, each step is completely local within each node, meaning no quantities outside that node are used. In the streaming step, particles only stream to neighbouring nodes. This locality is a very important property of the lattice Boltzmann method which allows for massive parallelisation of the algorithm.

However, the steps above require some starting condition. The most simple (but not necessarily the most accurate!) way to initialise the simulation is to calculate $f_{i}^{(0)}$ throughout the system based on specified values of $\rho$ and $u$, set $f_{i}=f_{i}^{(0)}$ everywhere, and start directly on the streaming step.

This summarises how the lattice Boltzmann method works in normal fluid nodes. So far we have said nothing about boundary conditions, which are handled differently to the steps above. We will touch on boundary conditions in section 4.4.

### 4.2.4 Lattice Boltzmann units

Relating lattice units to physical units is a surprisingly tricky topic, especially as it actually depends on what is being simulated.

If LB is being used to simulate incompressible flow, sound propagation in the simulation is considered physically irrelevant as sound propagation cannot occur in an incompressible fluid. Sound-like propagation might especially occur at the start of a simulation run, but is considered to be a transient error due to the initial condition of the flow field being different from the steady-state condition. Other sound-like propagation might occur due to the non-infinite information propagation speed of the numerical model.*

[^16]As the speed of sound is not a physically relevant quantity in an incompressible fluid, it does not put any constraints on the LB units in incompressible cases. This topic is well explained elsewhere [81], and we shall not go into it here as incompressibility is incompatible with acoustics. Instead, we shall look at the case of compressible flow, where the units are quite constrained.

The time and space resolutions $\Delta x$ and $\Delta t$ relate quantites in lattice units and physical units. For instance, the physical and lattice fluid speeds are connected as

$$
u_{\mathrm{ph}}=u_{\mathrm{la}} \frac{\Delta x}{\Delta t}
$$

Since $u_{\mathrm{la}}$ can be freely scaled throughout the system, this does not form a constraint on the units. However, the speed of sound is a constant and does form a constraint,

$$
\begin{equation*}
c_{0, \mathrm{ph}}=c_{0, \mathrm{la}} \frac{\Delta x}{\Delta t} . \tag{4.43}
\end{equation*}
$$

Similarly, the kinematic viscosity, with physical units $\mathrm{m}^{2} / \mathrm{s}$, forms another constraint,

$$
\begin{equation*}
v_{\mathrm{ph}}=v_{\mathrm{la}} \frac{\Delta x^{2}}{\Delta t} \tag{4.44}
\end{equation*}
$$

As $c_{0, \mathrm{ph}}$ and $v_{\mathrm{ph}}$ are determined by the simulated case, we now have two equations for the two unknowns $\Delta x$ and $\Delta t$. Solving them, we find

$$
\begin{align*}
\Delta x & =\frac{v_{\mathrm{ph}}}{v_{\mathrm{la}}} \frac{c_{0, \mathrm{la}}}{c_{0, \mathrm{ph}}}  \tag{4.45a}\\
\Delta t & =\frac{v_{\mathrm{ph}}}{v_{\mathrm{la}}}\left(\frac{c_{0, \mathrm{la}}}{c_{0, \mathrm{ph}}}\right)^{2} . \tag{4.45b}
\end{align*}
$$

The only tunable parameter we are left with is the relaxation time $\tau$, which determines the lattice viscosity $v_{\text {la }}$. To avoid $\Delta x$ and $\Delta t$ becoming prohibitively small so that an extreme number of nodes and time steps are required to resolve the physical case to be simulated, the relaxation time $\tau$ should generally be made as small as possible. However, the BGK collision operator can be quite unstable and inaccurate for small $\tau$. In section 4.3 we will look at some alternative collision operators which may perform better than BGK as $v_{\text {la }}$ becomes very small.

Density can also be represented in lattice units, for instance with the rest state density normalised to $\rho_{0, l a}=1 . \Delta x$ and $\Delta t$ are clearly insufficient to convert between lattice and physical density as their units are metres and seconds, respectively. Converting density to physical units requires
pressible" ones), the disturbance propagates with the speed of sound. From the definition of the speed of sound (2.24), we see that it actually goes to infinity as the fluid becomes incompressible.
units of kilograms. We therefore define the density conversion factor $C_{\rho}$ so that

$$
\begin{equation*}
\rho_{\mathrm{ph}}=C_{\rho} \rho_{\mathrm{la}} \tag{4.46}
\end{equation*}
$$

with units $\mathrm{kg} / \mathrm{m}^{3}$.
$\Delta x, \Delta t$, and $C_{\rho}$ are sufficient to convert the pressure to physical units. From the isothermal equation of state 4.1, the pressure in lattice and physical units is

$$
\begin{equation*}
p_{\mathrm{ph}}=c_{0, \mathrm{ph}}^{2} \rho_{\mathrm{ph}}, \quad p_{\mathrm{la}}=c_{0, \mathrm{la}}^{2} \rho_{\mathrm{la}} \tag{4.47}
\end{equation*}
$$

From these, we find

$$
\begin{equation*}
p_{\mathrm{ph}}=C_{\rho}\left(\frac{c_{0, \mathrm{ph}}}{c_{0, \mathrm{la}}}\right)^{2} p_{\mathrm{la}}=C_{\rho}\left(\frac{\Delta x}{\Delta t}\right)^{2} p_{\mathrm{la}} . \tag{4.48}
\end{equation*}
$$

Thus, converting from lattice to physical pressure requires the use of both $\Delta x, \Delta t$, and $C_{\rho}$.

It may seem from this that the LB method is restricted to simulating unphysical isothermal fluids, since the equation of state (4.47) gives a fully linear relationship between pressure and density. However, as only the pressure gradient $\nabla p$ occurs in the momentum equation, the absolute pressure does not matter.* In cases where the state variables vary little from constant rest values, e.g.

$$
\begin{equation*}
p=p_{0}+p^{\prime} \quad \text { where } p^{\prime} \ll p_{0} \tag{4.49}
\end{equation*}
$$

the pressure deviation $p^{\prime}$ can be expressed as a linearised state function of density $\rho$ and entropy $s$,

$$
\begin{equation*}
p^{\prime}=\left(\frac{\partial p}{\partial \rho}\right)_{s} \rho^{\prime}+\left(\frac{\partial p}{\partial s}\right)_{\rho} s^{\prime} . \tag{4.50}
\end{equation*}
$$

In nearly isentropic cases like acoustics, $s^{\prime}$ is negligible as discussed in section 2.3.2. Using the definition of the speed of sound (2.24), (4.49) becomes

$$
\begin{equation*}
p=p_{0}+c_{0}^{2} \rho^{\prime}=p_{0}+c_{0}^{2}\left(\rho-\rho_{0}\right) \tag{4.51}
\end{equation*}
$$

Therefore, in the momentum equation, $\nabla p \simeq c_{0}^{2} \nabla \rho$. This is a valid approximation, no matter the equation of state, as long as the processes involved are nearly isentropic and $\rho^{\prime}(\partial p / \partial \rho)_{s} \gg\left(\rho^{\prime 2} / 2\right)\left(\partial^{2} p / \partial \rho^{2}\right)_{s}$.

Since the absolute pressure does not matter in the mass and momentum conservation equations simulated by the LB method, the rest pressure $p_{0}$ is irrelevant and we can in principle choose it arbitrarily, ignoring its "true" but irrelevant value of $p_{0}=c_{0}^{2} \rho_{0}$.

[^17]

Figure 4.4: BGK relaxation with different relaxation times in the spatially homogeneous case described by (4.52) with $f_{i}(0) / f_{i}^{(0)}=1.1$.

### 4.3 Alternative collision operators

The BGK operator is the simplest known collision operator for lattice Boltzmann, that is still sufficient to reproduce most hydrodynamic behaviour. However, it has its problems, most importantly that it is prone to instability and inaccuracy at low viscosities.

In a spatially homogenous case analogous to the one in section 3.5, the first order scheme (4.32) gives

$$
\begin{equation*}
f_{i}(t+1)=\left(1-\frac{1}{\tau}\right) f_{i}(t)+\frac{1}{\tau} f_{i}^{(0)} \tag{4.52}
\end{equation*}
$$

If $\tau=1, f_{i}$ is fully relaxed to $f_{i}^{(0)}$ in one time step. If $\tau>1$, it is underrelaxed; gradually relaxed towards $f_{i}^{(0)}$. If $1 / 2<\tau<1$, it is overrelaxed, oscillating around $f_{i}^{(0)}$ with a decaying amplitude. Having $\tau<1 / 2$ would be an unstable overrelaxation with the amplitude increasing instead of decaying. Thus, $\tau=1 / 2$ is the linear stability limit. The different cases of relaxation are illustrated in Figure 4.4.

When a very low viscosity is required and $\tau \rightarrow 1 / 2$, the BGK overrelaxation is close to the linear stability limit, causing $f_{i}$ to tend to decay very slowly towards $f_{i}^{(0)}$ in an oscillatory manner. The combined effect of such oscillations and particle streaming can cause values of $f_{i}$ to go far away from equilibrium and even become negative. If a number of such far-off-equilibrium distributions $f_{i}$ are streamed into the same node, a very small or even negative density $\rho=\sum_{i} f_{i}$ may result and destabilising effects may occur [82]. For instance, if the density $\rho$ goes towards zero, the fluid velocity $\boldsymbol{u}=\left(\sum_{i} \xi_{i} f_{i}\right) / \rho$ may explode. If this happens, $f_{i}$ will then be
overrelaxing past an entirely unrealistic distribution function $f_{i}^{(0)}$, likely going even further away from the correct local equilibrium distribution.

Note that overrelaxation can occur only due to the discretisation of time. With the continuous BGK operator, the distribution function $f$ is always relaxed towards $f^{(0)}$, but never past it. Therefore, the continuous BGK operator is not potentially unstable in the same way as the discrete BGK operator.

Before the discrete BGK operator became common, the collision operator was often written in a more general way using a collision matrix $\Omega_{i j}$ [8],

$$
\begin{equation*}
f_{i}\left(\boldsymbol{x}+\boldsymbol{\xi}_{i}, t+1\right)-f_{i}(\boldsymbol{x}, t)=\sum_{j} \Omega_{i j}\left(f_{j}-f_{j}^{(0)}\right) \tag{4.53}
\end{equation*}
$$

The collision matrix acts on the nonequilibrium distribution vector $f_{j}-$ $f_{j}^{(0)}$, resulting in a vector of changes to the distribution function. Other linear discrete collision operators, including BGK, can be found as a special case of this general linear discrete collision operator. In the BGK case, $\Omega_{i j}=-\delta_{i j} / \tau$.

A number of alternative, more complex collision operators have been proposed to improve on the occasionally problematic BGK operator, though they generally build on the same principle of relaxing towards equilibrium. We will briefly go through the main ones as they all give a valuable additional understanding of the LB method.

### 4.3.1 Multiple relaxation time

Multiple relaxation time (MRT) operators evolved out of early experiments with general collision operators as described by (4.53) [8]. The distribution functions $f_{i}$ can be represented as a $q$-dimensional vector $f$, which can be transformed to another basis. With MRT models, this basis is $q$ hydrodynamic and nonhydrodynamic moments of $f_{i}$.

The hydrodynamic moments are typically $\Pi_{0}=\rho, \Pi_{\alpha}=\rho \boldsymbol{u}$, and $\Pi_{\alpha \beta}$, the moments which are relevant for the link to hydrodynamics. The nonhydrodynamic moments are not directly relevant for the hydrodynamics behaviour of the model, but must usually be present to fill out the moment basis.

The relaxation to equilibrium is performed in the moment basis instead of the $f$ basis like the BGK operator. After relaxation, the moments are then transformed back to the $f_{i}$ basis for streaming. The advantage of relaxing in the moment basis is that different moments can be relaxed at different rates.

The transformation to moment basis is done using the moment transformation matrix $M_{i j}$, where

$$
\begin{equation*}
M f=m, \quad M f^{(0)}=m^{(0)} \tag{4.54}
\end{equation*}
$$

$m$ and $m^{(0)}$ are the resulting moment vectors of the transformation.
The simplest possible practical example is the D1Q3 velocity set described in section 4.1.3. Slightly abusing the notation of the indices of $f_{i}$ by using $f_{+}=f_{1}$ for the particles moving in the $+x$-direction and $f_{-}=f_{2}$ for those moving in the $-x$-direction, (4.54) becomes

$$
\begin{align*}
& {\left[\begin{array}{ccc}
1 & 1 & 1 \\
-1 & 0 & 1 \\
1 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
f_{-} \\
f_{0} \\
f_{+}
\end{array}\right] }=\left[\begin{array}{c}
\rho \\
\rho u \\
\Pi_{x x}
\end{array}\right]  \tag{4.55a}\\
& {\left[\begin{array}{ccc}
1 & 1 & 1 \\
-1 & 0 & 1 \\
1 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
f_{-}^{(0)} \\
f_{0}^{(0)} \\
f_{+}^{(0)}
\end{array}\right]=\left[\begin{array}{c}
\rho \\
\rho u \\
\Pi_{x x}^{(0)}
\end{array}\right] . } \tag{4.55b}
\end{align*}
$$

D1Q3 can be handily transformed into a fully hydrodynamic basis. However, other velocity sets also need some nonhydrodynamic moments to fill out the moment basis, as the number of hydrodynamic quantities is smaller than the number of velocities.

For instance, D2Q9 has six independent hydrodynamic variables: $\breve{\Pi}_{0}$, $\breve{\Pi}_{x}, \breve{\Pi}_{y}, \breve{\Pi}_{x x}, \breve{\Pi}_{x y}$, and $\breve{\Pi}_{y y}$. The other three possible moments needed to fill out the basis cannot be entirely hydrodynamic, as they have to be linearly independent from the fully hydrodynamic moments which have been accounted for already. Choosing $\breve{\Pi}_{x x y}, \breve{\Pi}_{x y y}$, and $\breve{\Pi}_{x x y y}$ for the other moments as in [83, Ch. 4], we get

$$
\left[\begin{array}{ccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1  \tag{4.56}\\
0 & 1 & 0 & -1 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 1 & 0 & -1 & 1 & 1 & -1 & -1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right]\left[\begin{array}{c}
f_{0} \\
f_{1} \\
f_{2} \\
f_{3} \\
f_{4} \\
f_{5} \\
f_{6} \\
f_{7} \\
f_{8}
\end{array}\right]=\left[\begin{array}{c}
\breve{\Pi}_{0} \\
\breve{\Pi}_{x} \\
\breve{\Pi}_{y} \\
\breve{\Pi}_{x x} \\
\breve{\Pi}_{x y} \\
\breve{\Pi}_{y y} \\
\breve{\Pi}_{x x y} \\
\breve{\Pi}_{x y y} \\
\breve{\Pi}_{x x y y}
\end{array}\right] .
$$

Ghost modes
Nonhydrodynamic behaviour that coexists with the hydrodynamic behaviour in LB simulations

The nonhydrodynamic moments are often called ghost modes. These moments are not relevant to the Chapman-Enskog expansion, and therefore affect the fluid behaviour in LB simulations only indirectly. Using the discrete BGK collision operator, these moments decay to equilibrium with the relaxation time $\tau$, like the other moments.

The $q \times q$ collision matrix $\Omega$ is assumed to be diagonalisable, or expressable as

$$
\begin{equation*}
\Omega=M^{-1} T M \tag{4.57}
\end{equation*}
$$

where the relaxation matrix $T$ is usually diagonal.
The generalised LBE (4.53), left-multiplied with $M$, results in a relaxation equation in moment space,

$$
\begin{equation*}
m_{\mathrm{out}}=m+T\left(m-m^{(0)}\right) \tag{4.58}
\end{equation*}
$$

$m_{\text {out }}$ can be seen as the post-collision moment vector, or the moment vector of the particles being streamed out of the node. We see that each element in the diagonal matrix $T$ is a relaxation time for one of the moments in $m$. In the BGK special case, all relaxation times are equal, and $\boldsymbol{T}=-\frac{1}{\tau} \boldsymbol{I}$ so that

$$
\Omega=-\frac{1}{\tau} M^{-1} I M=-\frac{1}{\tau} \boldsymbol{I} ;
$$

the case mentioned previously.
More generally, the different moments can have different relaxation times. For the conserved moments, the relaxation times do not matter, as $\rho=\rho^{(0)}$ and $\boldsymbol{u}=\boldsymbol{u}^{(0)}$. For symmetry reasons, the non-conserved hydrodynamic moments $\Pi_{\alpha \beta}$ should all have the same relaxation time;* from section 4.1.2 we have that the relaxation of this second order moment determines the viscosity of the model.

The post-collision moments $m_{\text {out }}$ cannot be propagated directly, and must be converted back to the distribution function basis like $f=M^{-1} m$ before streaming. Thus, in principle, the MRT algorithm works by streaming, conversion to moment basis, relaxation of the moments, conversion back to the distribution function basis, and streaming again. In practice, it is more efficient to compute $\Omega$ directly and perform the relaxation as in (4.53).

The usefulness of MRT lies in setting different relaxation times for the different nonhydrodynamic moments. For a given lattice and a given moment basis, an analysis can be carried out to find the optimal nonhydrodynamic relaxation times to optimise certain aspects of the behaviour of the LB method [83-86].

A downside is that such analyses do not give universal results. The results are specific to each velocity set, each choice of moment basis, and each desired optimal behaviour. These analyses can also be difficult both to perform and to comprehend.

However, one simple general-purpose choice that can vastly improve the accuracy and stability of the LBM is to choose a relaxation time of 1

[^18]for the nonhydrodynamic moments [8, 78]. Thus, the nonhydrodynamic moments are always fully relaxed in each time step instead of oscillating analogously to the underrelaxation shown in Figure 4.4. In section 6.3 we shall look at a case where this choice allows accurate simulations with $\tau=1 / 2$, i.e. with no viscosity at all.

One argument leveled against MRT is that it is a numerical technique with no corresponding physical basis in kinetic theory [87]. However, that does not in itself make the method less valuable.

### 4.3.2 Regularised

The regularised collision operator $[76,88,89]^{*}$ is based on a different idea than the MRT operator. The idea is to fully reconstruct the distribution function in the collision step,

$$
\begin{equation*}
f_{i}\left(x+\boldsymbol{\xi}_{i}, t+1\right)=\left(f_{i}^{(0)}+f_{i}^{[1]}\right)-\frac{1}{\tau} f_{i}^{[1]} \tag{4.59}
\end{equation*}
$$

By comparing this scheme with (4.32), we see that $f_{i}^{[1]}$ has been substituted for $f_{i}^{\text {neq }}=f_{i}-f_{i}^{(0)} \cdot f_{i}^{[1]}$ is an approximation for $f_{i}^{(1)}$, constructed from the incoming distribution functions $f_{i}$.
$f_{i}^{(1)}$ itself can be found from the Chapman-Enskog expansion of the lattice Boltzmann equation, similarly to how $f^{(1)}$ was found in section 3.8.1. The construction is designed so that $f_{i}^{[1]}$ only contains the $\Pi_{\alpha \beta}$ terms from $f_{i}^{(1)}$ that are necessary to reproduce the correct momentum equation.

The details of how $f_{i}^{[1]}$ is constructed are somewhat complicated and can be found elsewhere [76], but the result is

$$
\begin{equation*}
f_{i}^{[1]}=\frac{w_{i}}{2 c_{0}^{4}}\left(\xi_{i \alpha} \xi_{i \beta}-c_{0}^{2} \delta_{\alpha \beta}\right) \sum_{j} \xi_{j \alpha} \xi_{j \beta}\left(f_{j}-f_{j}^{(0)}\right) \tag{4.60}
\end{equation*}
$$

resulting in a regularised lattice Boltzmann equation

$$
\begin{align*}
& f_{i}\left(x+\xi_{i}, t+1\right) \\
& =f_{i}^{(0)}+\frac{(1-1 / \tau) w_{i}}{2 c_{0}^{4}}\left(\xi_{i \alpha} \xi_{i \beta}-c_{0}^{2} \delta_{\alpha \beta}\right) \sum_{j} \xi_{j \alpha} \xi_{j \beta}\left(f_{j}-f_{j}^{(0)}\right) \tag{4.61}
\end{align*}
$$

While the principle of the regularised collision operator is different from that of the MRT operator, the regularised operator can also be expressed as a general linear LB collision operator as in (4.53) and be analysed using MRT principles. The result is that the regularised scheme

[^19]is equivalent to the aforementioned general-purpose MRT scheme that relaxes the second order moments $\Pi_{\alpha \beta}$ with a relaxation time $\tau$, and the other moments with a relaxation time of $1[76,89]$.

This tells us that $f_{i}^{[1]}$ can be seen as an improved approximation to $f_{i}^{(1)}$. Both have the same moment $\Pi_{\alpha \beta}$, but $f_{i}^{[1]}$ is constructed with the ghost modes set directly to equilibrium.

The regularised collision operator offers an interesting insight to the LB method. However, since it is in practice equivalent to the aforementioned simple general-purpose MRT method, which one to use of the two is to some degree a matter of taste and familiarity.

### 4.3.3 Entropic

There are several different approaches to entropic LB methods (e.g. [75, 82]). Only their common general concepts will be presented here as a brief overview. For details on the implementation of entropic methods it will be necessary to refer to the literature.

The original motivation for introducing entropic LB methods was to improve the stability of LB methods. In the process of discretising the Boltzmann equation in velocity and physical space, the $\mathcal{H}$-theorem is lost, and the direct discrete analogue of (3.62),

$$
\sum_{i} f_{i} \ln f_{i}
$$

is not a valid $\mathcal{H}$-function [82]. Instead other appropriate functions must be found that can play the role of entropy. Such functions must be convex, i.e. monotonically decreasing towards their minimum, which corresponds to the highest "entropy". The value of $f_{i}$ at this minimum thus defines the equilibrium distribution function $f_{i}^{(0)}$.

An entropic LB method is therefore based on specifying a valid alternative $\mathcal{H}$ function, finding $f_{i}^{(0)}$ as its minimum (either implicitly [82] or explicitly [75]), and ensuring that $\mathcal{H}$ is never increased in the collision step. With the BGK collision operator, it is possible for the $\mathcal{H}$ function to increase in collisions when overrelaxing, especially when $\tau$ is close to the stability limit of $\tau=1 / 2$. $^{*}$ Therefore, there can be a boundary on the lowest possible value of $\tau$; the one where the post- and pre-collision values of $\mathcal{H}$ are the same.

[^20]

Figure 4.5: A fully periodic D2Q9 lattice of $4 \times 4$ nodes. The upper left node is connected to "neighbouring" nodes on the opposite edges of the lattice.


Figure 4.6: A system with periodic boundaries emulates an infinitely large periodic system.

### 4.4 Simple boundary conditions

Obviously, the lattice Boltzmann method cannot simulate infinitely large systems. The system size must be finite, and the edges of the system must be handled by applying some boundary condition (BC). Many of these boundary conditions may also be applied within the fluid, for instance to create walls with no-slip boundary conditions where $\boldsymbol{u}=\mathbf{0}$.

The literature on various LB boundary conditions is extensive, and we will only go into the bare minimum here, referring to other boundary conditions at the end of this section.

In every time step, unknown particles distributions $f_{i}$ enter the finite system from imaginary nodes on the outside. A LB boundary condition must at least specify the value of these unknown incoming particle distributions, and the entire boundary of the system must be covered by such boundary conditions.

The simplest boundary condition is the periodic one, where the edge of the system is connected to the opposite edge. Thus, a node on the edge of the system streams some of its particles to nodes at the other side of the system, as shown in Figure 4.5.

Having a periodic boundary, where information that leaves on one side re-enters on the other, is equivalent to having an identical copy of the system on both sides of itself. In the case shown in Figure 4.6,


Figure 4.7: Mid-grid bounceback. The distributions streamed towards the wall rebound and reappear with opposite velocity in their node of origin after streaming.
with hard walls on two sides and periodic boundaries on the other two, the simulation emulates an infinitely long periodic duct, with the actual simulated system as a section of this.

Simple no-slip boundary conditions can be implemented in LB simulations through the principle of bounceback. While there are many variations on bounceback BCs with varying capabilities and accuracy [92], they all share the idea of bouncing particles back to their node of origin.

One bounceback method which is simple to implement and retains the second-order accuracy of the LB scheme is the mid-grid bounceback BC [78]. With this method, walls can be placed at the centrelines between nodes. Whenever particle distributions are streamed towards such walls, they reappear after streaming in their node of origin with their velocities reversed, as shown in Figure 4.7.

We can look at this reflection of particles from several perspectives. One is that the particles stream towards the wall, hit it at time $t+1 / 2$, have their velocity reversed, and reappear at time $t+1$ in the node where they began. Thus, the wall should be exactly in between the nodes. Another perspective is that the particles propagate through the wall, but that "ghost" nodes on the other side (marked in grey in Figure 4.7) stream identical particle distributions back. Thus, at $t+1 / 2$, the particle distributions that meet at the wall cancel each other's velocity out, resulting in a net fluid velocity $\boldsymbol{u}=\mathbf{0}$ at the wall.

We can conceptually separate the particle bounceback into normal bounceback and tangential bounceback. The bounceback in the normal direction ensures that the normal component of the fluid velocity is zero. It therefore also ensures that the walls actually block the fluid, so that no net mass actually enters the wall, and that the particle distributions that enter the fluid from the wall are known. The tangential bounceback ensures that the tangential component of the fluid velocity is zero, resulting in a no-slip condition.

## Bounceback BCs

Boundary conditions where no-slip walls are achieved by reflecting particles back the way they came

Non-reflecting BCs
Boundary conditions that let waves propagate smoothly out of the system without being reflected back in

It is also possible to not include the tangential bounceback. Having particles bounce specularly off the wall instead results in a free-slip condition [78], where the normal velocity on the wall is still zero but there is no constraint placed on the tangential velocity. In the field of acoustics, walls are generally assumed to be free-slip for mathematical simplicity, as the acoustic effects of no-slip conditions are usually only particularly relevant for enclosed geometries such as small pipes [24, 25].

A number of other, more complex, boundary conditions may also be used to implement no-slip boundary conditions [93]. However, as their relative accuracy and stability vary between different applications, there is no single method that is superior in every case.

Some simulations require inlets and outlets, where fluid can enter or exit the system with a specified fluid velocity $\boldsymbol{u}$ or density $\rho$. The Zou-He boundary condition [94] is often used for this purpose. However, this boundary condition has stability problems at high Reynolds numbers [93].

In cases where there is generation of sound waves or similar unsteady flow patterns, such inlet and outlet boundary conditions can cause errors, as they reflect pressure waves back into the simulation domain [95]. To avoid such reflections, we can instead use non-reflecting boundary conditions (NRBCs).

One widely used type of NRBC throughout computational physics is the perfectly matched layer. The concept is to put an absorbing layer around the computational domain. This layer is in principle perfectly matched to the medium inside the domain in such a way that an incoming wave should not be reflected due to the difference in material parameters. As the wave propagates into the absorbing layer, it is exponentially damped. Multiple articles have proposed LB implementations of this concept [96, 97]. Other articles have used similar but simpler "sponge layer" areas where the relaxation time $\tau$ increases smoothly towards the edge of the domain [98, 99]. The increased $\tau$ causes sound waves to be absorbed more quickly, and the gradual increase means that there is little reflection from the layer. However, one disadvantage common to all such methods is that they require a thick layer of many nodes around the computational domain. Since each of these nodes must also be updated in each time step, the required simulation workload and time can increase significantly.

Another type of NRBC is the characteristic boundary condition. These take advantage of the fact that the hyperbolic system of conservation equations can be separated into a number of characteristics.* On the boundary, one characteristic belongs to waves entering the system, and the amplitude of such waves can be set to zero. Again, multiple articles have been published on this topic [100, 101].

In addition to these methods, there also exist various other NRBC methods for lattice Boltzmann [102]. It is difficult to know what to

[^21]choose among this smorgasbord of different methods, and there would certainly be room for a review article that compares these different lattice Boltzmann NRBC methods.

## Part II

Research

## 5 Acoustic linearisation analysis

Acoustic linearisation analysis is a mathematical method for studying the absorption and dispersion of propagating sound waves. The goal of this chapter is to apply this method to both the discrete-velocity Boltzmann equation and the lattice Boltzmann equation. In the latter case, we will end up with an equation which very accurately describes how sound propagates in lattice Boltzmann simulations.

Linearisation analysis is based on inserting trial solutions with weakly fluctuating field variables into the governing equations of the medium of propagation. The first article with such an analysis for fluids was Stokes' 1845 article on the fluid stress tensor [21]. From that point on, various theories were advanced for the details of the governing equations of different media. The predictions of sound wave propagation from these governing equations could then be tested by experiments. An account of the research up to 1953, much of which is still fairly current, was given by Truesdell [26].

For gases, the picture of separate, simultaneous effects of viscosity, thermal conduction, and molecular relaxation has been found to successfully describe the absorption and dispersion of sound for frequencies sufficiently low that $K n=x_{\mathrm{mfp}} / \lambda \ll 1$ [28, 29, 31, 32]. However, for higher frequencies with $K n \sim 1$ and above, thermoviscous behaviour dominates but the assumptions behind the Navier-Stokes-Fourier model are no longer valid. There is even today a mismatch between current thermoviscous models and measurements at these extreme frequencies [68].

Usually, the field variables are assumed to be on steady-state plane wave form with complex angular frequency $\hat{\omega}$ and wavenumber $\hat{k}$,*

$$
\left[\begin{array}{l}
\hat{\rho}(x, t)  \tag{5.1}\\
\hat{u}(x, t) \\
\hat{p}(x, t)
\end{array}\right]=\left[\begin{array}{c}
\rho_{0} \\
0 \\
p_{0}
\end{array}\right]+\left[\begin{array}{l}
\hat{\rho}^{\prime}(x, t) \\
\hat{u}^{\prime}(x, t) \\
\hat{p}^{\prime}(x, t)
\end{array}\right]=\left[\begin{array}{c}
\rho_{0} \\
0 \\
p_{0}
\end{array}\right]+\left[\begin{array}{l}
\hat{\rho}^{\star} \\
\hat{u}^{\star} \\
\hat{p}^{\star}
\end{array}\right] \mathrm{e}^{\mathrm{i}(\hat{\omega} t-\hat{k} x)} .
$$

The primed variables, such as $\hat{p}^{\prime}(x, t)=\hat{p}^{\star} \mathrm{e}^{\mathrm{i}(\hat{\omega} t-\hat{k} x)}$, are assumed to be infinitesimally small, so that any term where they appear more than once can be neglected. By putting such harmonic solutions into the

[^22]governing equations, the equations are simplified as $\partial / \partial t \rightarrow \mathrm{i} \hat{\omega}$ and $\nabla \rightarrow-i \hat{k}$. These simplified equations can then be solved for $\hat{\omega}$ or $\hat{k}$ to find all possible wavelike modes allowed by the governing equations.

As discussed in section 2.3.2, the real and imaginary parts of the complex frequency and wavenumber are responsible for different effects. Splitting them as

$$
\begin{equation*}
\hat{\omega}=\omega+\mathrm{i} \alpha_{t}, \quad \hat{k}=k-\mathrm{i} \alpha_{x} \tag{5.2}
\end{equation*}
$$

we find

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i}(\hat{\omega} t-\hat{k} x)}=\mathrm{e}^{\mathrm{i}(\omega t-k x)} \mathrm{e}^{-\alpha_{t} t} \mathrm{e}^{-\alpha_{x} x} \tag{5.3}
\end{equation*}
$$

Thus, the imaginary parts of $\hat{\omega}$ and $\hat{k}$ are clearly absorption coefficients in time and space, respectively. The real parts $\omega$ and $k$ determine the wave's phase speed,

$$
\begin{equation*}
c=\omega / k \tag{5.4}
\end{equation*}
$$

In the low-frequency limit $\omega \rightarrow 0, k \rightarrow 0$, or in an ideal medium as described by the Euler equations (2.17) and the ideal wave equation (2.25), $\hat{\omega}=\omega_{0}$ and $\hat{k}=k_{0}$ are real, and the ideal speed of sound is

$$
\begin{equation*}
c_{0}=\omega_{0} / k_{0} \tag{5.5}
\end{equation*}
$$

In general, $\hat{\omega}$ and $\hat{k}$ are partly determined by boundary or initial conditions. As described in section 2.3.2 there are two main cases. In the first, $\hat{\omega}=\omega_{0}$ is real. In the second, $\hat{k}=k_{0}$ is real.

The first case of forced or spatially absorbed waves is a boundary value problem. In simplified form, there may be a source at $x=0$ which fluctuates at a single frequency $\omega_{0}$. The fluid surrounding the source necessarily also fluctuates at this frequency, causing a wave proportional to

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i}\left(\omega_{0} t-\hat{k} x\right)}=\mathrm{e}^{\mathrm{i}\left(\omega_{0} t-k x\right)} \mathrm{e}^{-\alpha_{x} x} \tag{5.6}
\end{equation*}
$$

to be propagated away from the source.
The second case of free or temporally absorbed waves is an initial value problem. At $t=0$, there exists a plane wave of infinite extent and wavenumber $k_{0}$. At $t>0$, the wave is damped as it propagates, i.e.

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i}\left(\hat{\omega} t-k_{0} x\right)}=\mathrm{e}^{\mathrm{i}\left(\omega t-k_{0} x\right)} \mathrm{e}^{-\alpha_{t} t} \tag{5.7}
\end{equation*}
$$

However, it is very difficult to imagine any physical cause of this kind of sound wave.* Even a standing wave needs to be generated by a source, making it a forced wave. Still, the free wave case is useful in benchmarks of numerical methods, as the spatially periodic nature of the wave allows using a small but periodic simulation domain.

[^23]Acoustic viscosity
number, $X$
A dimensionless number indicating the effect of viscosity on sound propagation


Figure 5.1: Sketch of forced and free waves. Forced waves are absorbed in space, whereas free waves are absorbed with time.

These two cases of forced waves and free waves are sketched in Figure 5.1. Note that these two types of waves are so physically different that the results for one cannot be used to derive results for the other [26].

With an isothermal equation of state as assumed in Chapter 4 there is no heat conduction. Only viscosity affects the absorption and dispersion of waves, through the viscous relaxation time

$$
\begin{equation*}
\tau_{v}=\frac{1}{c_{0}^{2}}\left(\frac{4}{3} v+v_{\mathrm{B}}\right) \tag{5.8a}
\end{equation*}
$$

previously introduced in section 2.3.2. This usually appears together with the frequency $\omega_{0}$. Together they form the dimensionless acoustic viscosity number. Using the notation of [26], this is

$$
\begin{equation*}
X=\omega_{0} \tau_{v} \tag{5.8b}
\end{equation*}
$$

For audible sound, this number is very small: A 20 kHz sound wave in normal air gives $X \sim 10^{-5}$. Only for extremely high ultrasonic frequencies of $\sim 1 \mathrm{GHz}$ do we get $X \sim 1$.

As $\hat{k}$ and $\hat{\omega}$ turn out to be functions of $X$ only, it is useful to compare their expressions for different models of the form of series expansions around $X=0$,

$$
\begin{align*}
& \frac{\hat{k}}{k_{0}}=1+a_{1} X+a_{2} X^{2}+a_{3} X^{3}+a_{4} X^{4}+\mathcal{O}\left(X^{5}\right)  \tag{5.9}\\
& \frac{\hat{\omega}}{\omega_{0}}=1+b_{1} X+b_{2} X^{2}+b_{3} X^{3}+b_{4} X^{4}+\mathcal{O}\left(X^{5}\right)
\end{align*}
$$

The exact expressions can be both extremely cumbersome and hard to compare.

Relating the viscosity to the mean free path $x_{\mathrm{mfp}}$ [62], a closer look at $X$ reveals that

$$
\left.\begin{array}{r}
\omega_{0} \sim c_{0} / \lambda  \tag{5.10}\\
v \sim v_{\mathrm{B}} \sim c_{0} x_{\mathrm{mfp}}
\end{array}\right\} \Rightarrow X \sim \frac{x_{\mathrm{mfp}}}{\lambda}=K n .
$$

Therefore, the acoustic viscosity number $X$ represents an acoustic Knudsen number, which relates the mean molecular collision distance $x_{\mathrm{mfp}}$ with the acoustic wavelength $\lambda$. For the extremely high frequencies where $X \sim 1$, the wavelength is comparable to the "fine-grainedness" of the gas in which it is propagating.

In section 3.8 on the Chapman-Enskog expansion we showed that the Euler model is only valid to $O\left(K n^{0}\right)=O\left(X^{0}\right)$. With the ideal acoustics that follow from this model, we find $\hat{k} / k_{0}=1$ and $\hat{\omega} / \omega_{0}=1$. Above $O\left(X^{0}\right)$, where the model cannot be trusted, it makes an incorrect prediction. Similarly, the Navier-Stokes-Fourier model was shown valid only to $O\left(K n^{1}\right)=O\left(X^{1}\right)$; its predictions above this order in $X$ are not to be trusted [27].

A similar technique to this linearisation analysis, called Von Neumann analysis, is used in numerical analysis [104, Chs. 9 \& 10]. There, a wavelike trial solution is inserted into a discrete numerical scheme to examine how the solution would evolve in time. The main purpose of this analysis is usually to determine the stability limit of the numerical scheme; beyond this limit the unstable solution may increase exponentially in time instead of remaining constant or decreasing as above. The analysis can also determine the artificial dispersion and absorption that may be caused by discretisation error in the numerical scheme.

With the lattice Boltzmann equation, the linearisation analysis of sound propagation will let us separate the effects of the physical model from such discretisation errors stemming from the numerical scheme.

For the reader who does not wish to read through everything, the end products of the LBE analysis come from the eigenvalue problem (5.59). Two equations on the series expansion form of (5.9) are found: (5.63) for forced waves, and (5.64) for free waves. These series expansions can be used to predict the wavenumber or frequency in lattice Boltzmann simulations with good accuracy. For the forced wave case, a slightly cumbersome but exact solution (5.62) is also available.

Many of the calculations later on in this chapter are far too complicated to carry out by hand, and therefore the computer algebra system Maple was used for these. In some cases, the results were so cumbersome that they would require an unfeasible amount of space to display here. When necessary, these results will be presented here in series expansion form instead.

### 5.1 Isothermal Navier-Stokes-Fourier model

From the Navier-Stokes-Fourier model (2.19), a viscous (2.32) and a thermoviscous (2.41) wave equation can be found. In the isothermal case, the energy equation and its corresponding thermal effects are not relevant,

Von Neumann analysis A technique in numerical analysis to determine the numerical stability, numerical absorption, and numerical dispersion of a numerical scheme.

Dispersion relation
An equation connecting the angular frequency $\hat{\omega}$ and the wavenumber $\hat{k}$
and the viscous wave equation

$$
\begin{equation*}
\frac{1}{c_{0}^{2}} \frac{\partial^{2} p^{\prime}}{\partial t^{2}}-\left(1+\tau_{v} \frac{\partial}{\partial t}\right) \nabla^{2} p^{\prime}=0 \tag{5.11}
\end{equation*}
$$

describes sound propagation with no approximations other than linearisation. While the acoustic behaviour of this model is well-known [24-26], its analysis will be instructive.

### 5.1.1 Absorption and dispersion

Inserting the trial solution (5.1) into the viscous wave equation, we immediately find a dispersion relation

$$
\begin{equation*}
-\frac{\hat{\omega}^{2}}{c_{0}^{2}}+\left(1+\mathrm{i} \hat{\omega} \tau_{\nu}\right) \hat{k}^{2}=0 . \tag{5.12}
\end{equation*}
$$

This relation can be solved easily for either forced waves or free waves.

## Forced waves

If the frequency is assumed real, we find the complex wavenumber

$$
\begin{equation*}
\frac{\hat{k}}{k_{0}}= \pm \frac{1}{\sqrt{1+\mathrm{iX}}}, \quad \hat{\omega}=\omega_{0} \tag{5.13}
\end{equation*}
$$

Here, the $\pm$ sign corresponds directly to propagation direction. This relation holds in general, not only for the plane wave trial solution: In section 2.3.2 it was derived through the complex Helmholtz equation (2.33), which is independent of the spatial form of the solution.

The positive solution above, which corresponds to a wave propagating in the $+x$-direction, predicts an absorption and dispersion of

$$
\begin{equation*}
\frac{\alpha_{x}}{k_{0}}=\sqrt{\frac{\sqrt{1+X^{2}}-1}{2+2 X^{2}}}, \quad \frac{c}{c_{0}}=\frac{k_{0}}{k}=\sqrt{\frac{2+2 X^{2}}{\sqrt{1+X^{2}}+1}} \tag{5.14}
\end{equation*}
$$

At very high frequencies where $X \gg 1$, this predicts that the phase speed increases as $\sqrt{X}$. This implies that the phase speed grows with the frequency without bound, which is clearly unphysical. Still, incorrect predictions at very high frequencies could be expected, since we know that the Navier-Stokes-Fourier model is only valid for $X \ll 1$.

In the series expanded form of (5.9), (5.13) becomes

$$
\begin{equation*}
\frac{\hat{k}}{k_{0}}=1-\mathrm{i} \frac{1}{2} X-\frac{3}{8} X^{2}+\mathrm{i} \frac{5}{16} X^{3}+\frac{35}{128} X^{4}+\mathcal{O}\left(X^{5}\right) \tag{5.15}
\end{equation*}
$$

## Free waves

If the wavenumber is assumed real, we find the complex frequency

$$
\begin{equation*}
\frac{\hat{\omega}}{\omega_{0}}=\mathrm{i} \frac{X}{2} \pm \sqrt{1-\left(\frac{X}{2}\right)^{2}}, \quad \hat{k}=k_{0} \tag{5.16}
\end{equation*}
$$

Again, the $\pm$ sign corresponds to propagation direction. The imaginary part is always positive, so that the wave amplitude always decreases with time.

One surprising feature of this solution is that it predicts that free waves cannot propagate beyond $X=2$. At this point, the real part of $\hat{\omega}$ vanishes, resulting in a fully imaginary solution. For $0<X<2$, the absorption coefficient and dispersion are

$$
\begin{equation*}
\frac{\alpha_{t}}{\omega_{0}}=\frac{X}{2}, \quad \frac{c}{c_{0}}=\frac{\omega}{\omega_{0}}=\sqrt{1-\left(\frac{X}{2}\right)^{2}} \tag{5.17}
\end{equation*}
$$

While the phase speed was predicted to increase with $X$ for forced waves, we see that the phase speed for free waves is predicted to decrease with $X$.

In series expanded form, (5.16) is

$$
\begin{equation*}
\frac{\hat{\omega}}{\omega_{0}}=1+\mathrm{i} \frac{1}{2} X-\frac{1}{8} X^{2}-\frac{1}{128} X^{4}+\mathcal{O}\left(X^{6}\right) \tag{5.18}
\end{equation*}
$$

In the series expansions for both forced and free waves, there is a clear pattern of even terms in $X$ being real and odd terms being imaginary. This pattern also applies beyond $\mathcal{O}\left(X^{5}\right)$, and seems to continue indefinitely. Thus, even terms affect dispersion and odd terms affect absorption. We will see that this pattern also holds for the other models considered in this chapter.

### 5.1.2 Magnitude ratios and phase differences

Not only does an increase in $X$ cause absorption and dispersion, it also affects the complex amplitudes of the wave components: momentum $\rho_{0} \hat{u}^{\star}$, density $\hat{\rho}^{\star}$, and pressure $\hat{p}^{\star}$.

As explained in section 2.3 .1 and shown in Figure 5.2, the magnitude of these complex amplitudes, e.g. $\left|\hat{\rho}^{\star}\right|$, determines the physical amplitude, while their complex phase angles or arguments, e.g. $\arg \left(\hat{\rho}^{\star}\right)$, determines the physical phase shift.

Therefore, $\left|\rho_{0} \hat{u}^{\star} / \hat{\rho}^{\star}\right|=\left|\rho_{0} \hat{u}^{\star}\right| /\left|\hat{\rho}^{\star}\right|$ represents the ratio of the physical amplitudes of the momentum and density components of the wave, and $\arg \left(\rho_{0} \hat{u}^{\star} / \hat{\rho}^{\star}\right)=\arg \left(\rho_{0} \hat{u}^{\star}\right)-\arg \left(\hat{\rho}^{\star}\right)$ represents the difference in phase of the components. If this phase difference is nonzero, the peaks of the wave components are situated at different positions.


Figure 5.2: Exaggerated sketch of differences in amplitude and phase of the momentum and density components of a wave. For an acoustic viscosity number $X=0$, corresponding to the Euler model and the ideal wave equation, these differences are zero and the two wave components would overlap.

In the Navier-Stokes-Fourier case, these relative amplitudes can be determined using the mass and momentum conservation equations, which in linearised one-dimensional form are

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}+\rho_{0} \frac{\partial u}{\partial x}=0  \tag{5.19a}\\
& \rho_{0} \frac{\partial u}{\partial t}+\frac{\partial p}{\partial x}=\left(\frac{4}{3} \mu+\mu_{\mathrm{B}}\right) \frac{\partial^{2} u}{\partial x^{2}} \tag{5.19b}
\end{align*}
$$

Inserting the trial solutions (5.1) and rearranging, we find

$$
\begin{align*}
& \frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}=\frac{\hat{\omega}}{\hat{k}}  \tag{5.20a}\\
& \frac{\hat{p}^{\star}}{\rho_{0} \hat{u}^{\star}}=\frac{\hat{\omega}}{\hat{k}}-\mathrm{i} \hat{k}\left(\frac{4}{3} v+v_{\mathrm{B}}\right) . \tag{5.20b}
\end{align*}
$$

By inserting the forced or free wave solutions of $\hat{k}$ and $\hat{\omega}$ from the previous section, these amplitude ratios become explicit functions of $X$.

These equations can also be used to relate $\hat{p}^{\star}$ and $\hat{\rho}^{\star}$,

$$
\begin{equation*}
\frac{\hat{p}^{\star}}{\hat{\rho}^{\star}}=\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}} \frac{\hat{p}^{\star}}{\rho_{0} \hat{u}^{\star}}=\left(\frac{\hat{\omega}}{\hat{k}}\right)^{2}-\mathrm{i} c_{0}^{2} \hat{\omega} \tau_{v} . \tag{5.20c}
\end{equation*}
$$

This could seem to predict a phase difference between pressure and density, contrary to the isentropic assumption of $p^{\prime}=c_{0}^{2} \rho^{\prime}$ which was used to derive the viscous wave equation. However, by inserting any of the two solutions (5.13) or (5.16) and simplifying, we find

$$
\begin{equation*}
\frac{\hat{\rho}^{\star}}{\hat{\rho}^{\star}}=c_{0}^{2} \tag{5.20d}
\end{equation*}
$$

Thus, this is still consistent with the original isentropic assumption.*
In fact, the dispersion relation (5.12) can be found directly from (5.20c) and (5.20d). Such an approach will be followed in section 5.2 on the linearisation of the discrete-velocity Boltzmann equation.

## Forced waves

Substituting the complex wavenumber (5.13) of the forced wave case into (5.20a), we find the magnitude ratio

$$
\begin{align*}
\frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right|=\left|\frac{k_{0}}{\hat{k}}\right| & =\sqrt[4]{1+X^{2}}  \tag{5.21a}\\
& =1+\frac{1}{4} X^{2}-\frac{3}{32} X^{4}+\mathcal{O}\left(X^{6}\right)
\end{align*}
$$

and the phase difference

$$
\begin{align*}
\arg \left(\frac{\rho_{0} u^{\star}}{\hat{\rho}^{\star}}\right)=\arg \left(\frac{k_{0}}{\hat{k}}\right) & =\frac{1}{2} \arctan (X)  \tag{5.21b}\\
& =\frac{1}{2} X-\frac{1}{6} X^{3}+\mathcal{O}\left(X^{5}\right) .
\end{align*}
$$

This shows that the amplitude of the momentum component will increase relative to the amplitude of the density component as $X$ increases. Also, the momentum component of the wave will propagate ahead of the density component for nonzero $X$.

## Free waves

Substituting the complex frequency of the free wave case, we find the magnitude ratio and phase difference

$$
\begin{array}{rlrl}
\frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right|=\left|\frac{\hat{\omega}}{\omega_{0}}\right| & =1 & & \text { for } X \leq 2 \\
\arg \left(\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right)=\arg \left(\frac{\hat{\omega}}{\omega_{0}}\right) & =\arctan \left(\frac{X}{\sqrt{4-X^{2}}}\right) & & \text { for } X \leq 2  \tag{5.22b}\\
& =\frac{1}{2} X+\frac{1}{48} X^{3}+\mathcal{O}\left(X^{5}\right) . &
\end{array}
$$

As in the forced wave case, the momentum component is ahead of the density component, but the ratio between the momentum and density amplitudes are predicted to be constant.

### 5.2 Discrete-velocity Boltzmann equation

As seen in section 4.1, the discrete-velocity Boltzmann equation (4.3) (DVBE) is a semi-discretised form of the Boltzmann equation where the continuous velocity space of the Boltzmann equation is restricted to a

[^24]discrete set of velocities. In addition, the equilibrium distribution is approximated as the series (4.2), which is truncated to $\mathcal{O}\left(u^{2}\right)$.

The DVBE can be seen as an intermediary step in the discretisation of the Boltzmann equation. The final step is the lattice Boltzmann equation (LBE), where space and time have also been discretised. Consequently, as the numerical resolution of the LBE is improved, the numerical errors in space and time are reduced and the LBE converges towards the DVBE.

Since the DVBE and isothermal Navier-Stokes-Fourier models do not exactly agree, sound propagation with the LBE will not exactly agree with the Navier-Stokes-Fourier model either, even with an infinitely fine numerical resolution.

The fineness of the discretisation of velocity space and the approximation of the equilibrium distribution determines how well the DVBE can capture the Boltzmann equation. We saw in section 4.1 that the DVBE presented there cannot do any better than the isothermal Navier-StokesFourier model with a $\mathcal{O}\left(u^{3}\right)$ error term. However, with a discrete velocity space containing more velocities and a less truncated equilibrium distribution, the behaviour of the Boltzmann equation could be captured correctly to the Burnett level and beyond [72].

### 5.2.1 Linearisation process

Analogously to the wavelike trial solution (5.1), let us assume that the solution to the DVBE is of the form

$$
\begin{equation*}
\hat{f}_{i}(x, t)=F_{i}^{(0)}+\hat{f}_{i}^{\star} \mathrm{e}^{\mathrm{i}(\hat{\omega} t-\hat{k} x)} \tag{5.23}
\end{equation*}
$$

Here, $\hat{f}_{i}^{\star} \mathrm{e}^{\mathrm{i}(\hat{\omega} t-\hat{k} x)}$ is an infinitesimal fluctuation around the equilibrium rest state $F_{i}^{(0)}$.*

For this one-dimensional problem it is sufficient to use the D1Q3 velocity set introduced in section (4.1.3), with velocities $\left(\xi_{-}, \xi_{0}, \xi_{+}\right)=$ $(-1,0,1)$, weighting coefficients $\left(w_{-}, w_{0}, w_{+}\right)=(1 / 6,2 / 3,1 / 6)$, and speed of sound $c_{s}=1 / \sqrt{3}$. Since higher-dimensional velocity sets such as D2Q9, D3Q15, D3Q19, and D3Q27 have D1Q3 as their one-dimensional projection, using D1Q3 here is sufficient to predict the behaviour of waves propagating along a main (i.e. $x, y$, or $z$ ) axis in any of these other sets. In section 5.2 .5 on the isotropy of the D2Q9 velocity set, this will be demonstrated.

[^25]Since the fluctuation is infinitesimal, we can linearise the equilibrium distribution function like in section 4.1.4,

$$
\begin{equation*}
\hat{f}_{i}^{(0)}=w_{i}\left(\hat{\rho}+\frac{\rho_{0} \hat{u}^{\prime}}{c_{0}^{2}} \xi_{i}\right) . \tag{5.24a}
\end{equation*}
$$

This can then be split into two parts associated with the rest state and the fluctuation,

$$
\begin{align*}
F_{i}^{(0)} & =\rho_{0} w_{i}  \tag{5.24b}\\
\hat{f}_{i}^{\star(0)} & =w_{i}\left(\hat{\rho}^{\star}+\frac{\rho_{0} \hat{u}^{\star}}{c_{0}^{2}} \xi_{i}\right) . \tag{5.24c}
\end{align*}
$$

The moments of this solution are entirely analogous to the previously used trial solution (5.1),

$$
\left[\begin{array}{c}
\sum_{i} \hat{f}_{i}(x, t)  \tag{5.25}\\
\sum_{i} \xi_{i} \hat{f}_{i}(x, t)
\end{array}\right]=\left[\begin{array}{c}
\hat{\rho}(x, t) \\
\rho_{0} \hat{u}(x, t)
\end{array}\right]=\left[\begin{array}{c}
\rho_{0} \\
0
\end{array}\right]+\left[\begin{array}{c}
\hat{\rho}^{\star} \\
\rho_{0} \hat{u}^{\star}
\end{array}\right] \mathrm{e}^{\mathrm{i}(\hat{\omega} t-\hat{k} x)} .
$$

The pressure can be found directly through the isothermal equation of state $p=c_{0}^{2} \rho$, or the pressure fluctuation can equivalently be found from the fluctuation equilibrium distribution (5.24c) using the velocity set constraint (4.11c) as

$$
\begin{equation*}
\sum_{i} \xi_{i} \xi_{i} \hat{f}_{i}^{\star(0)}=\hat{\Pi}_{x x}^{\star(0)}=c_{0}^{2} \hat{\rho}^{\star}=\hat{p}^{\star} \tag{5.26}
\end{equation*}
$$

Inserting the trial solution (5.23) into the DVBE, applying the derivatives and rearranging, we find the harmonic linearised discrete-velocity Boltzmann equation,

$$
\begin{equation*}
\left[1+\mathrm{i} \tau\left(\hat{\omega}-\hat{k} \xi_{i}\right)\right] \hat{f}_{i}^{\star}=\hat{f}_{i}^{\star(0)} \tag{5.27}
\end{equation*}
$$

This relates the distribution function amplitude $\hat{f}_{i}^{\star}$ to its equilibrium counterpart $\hat{f}_{i}^{\star(0)}$. Due to the presence of $\xi_{i}$ on the left hand side, any moment of this equation will relate that moment of $\hat{f}_{i}^{\star}$ with the moment of one order higher. Thus, it would seem that this equation leads to an infinite hierarchy of moments. However, we will soon see that this is not so, because of the finite number of velocities.

Due to the conservation of mass and momentum, the zeroth and first moments of the fluctuation distribution function and its equilibrium counterpart are identical,

$$
\sum_{i} \hat{f}_{i}^{\star}=\sum_{i} \hat{f}_{i}^{\star(0)}=\hat{\rho}^{\star}, \quad \sum_{i} \xi_{i} \hat{f}_{i}^{\star}=\sum_{i} \xi_{i} \hat{f}_{i}^{\star(0)}=\rho_{0} \hat{u}^{\star}
$$

Consequently, the zeroth, first, and second moments of (5.27) give

$$
\begin{align*}
\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}} & =\frac{\hat{\omega}}{\hat{k}}  \tag{5.28a}\\
\frac{\hat{\Pi}_{x x}^{\star}}{\rho_{0} \hat{u}^{\star}} & =\frac{\hat{\omega}}{\hat{k}^{\prime}}  \tag{5.28b}\\
\hat{\Pi}_{x x}^{\star} & =\frac{c_{0}^{2} \hat{\rho}^{\star}+\mathrm{i} \hat{\mathrm{~h}} \tau \hat{\Pi}_{x x x}^{\star}}{1+\mathrm{i} \hat{\omega} \tau} . \tag{5.28c}
\end{align*}
$$

Due to the limited number of velocities, the number of independent moments is also limited. As a consequence, the third moment is nonunique and is given by the first moment,

$$
\begin{equation*}
\hat{\Pi}_{x x x}^{\star}=\sum_{i} \xi_{i} \xi_{i} \xi_{i} \hat{f}_{i}^{\star}=\left(\frac{\Delta x}{\Delta t}\right)^{2} \sum_{i} \xi_{i} \hat{f}_{i}^{\star}=3 c_{0}^{2} \rho_{0} \hat{u}^{\star} \tag{5.29}
\end{equation*}
$$

Thus, the system of moments (5.28) is closed, and we can find a dispersion relation

$$
\left(\frac{\hat{\omega}}{\hat{k}}\right)^{2}=\frac{\hat{H}_{x x}^{\star}}{\hat{\rho}^{\star}}=\frac{1}{1+\mathrm{i} \hat{\omega} \tau}\left(\frac{c_{0}^{2} \hat{\rho}^{\star}+3 \mathrm{i} \mathrm{c}_{0}^{2} \hat{k} \tau \rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right)=c_{0}^{2} \frac{1+3 \mathrm{i} \hat{\omega} \tau}{1+\mathrm{i} \hat{\omega} \tau} .
$$

We can relate the BGK relaxation time $\tau$ to the viscous relaxation time $\tau_{v}$ using the DVBE values of the shear and bulk viscosities,

$$
\left.\begin{array}{r}
v=\tau c_{0}^{2}  \tag{5.30}\\
v_{\mathrm{B}}=2 v / 3
\end{array}\right\} \quad \Rightarrow \quad \tau_{v}=2 \tau .
$$

Thus, the above dispersion relation is

$$
\begin{equation*}
\left(\frac{\hat{\omega}}{\hat{k}}\right)^{2}=c_{0}^{2} \frac{1+3 \mathrm{i} \hat{\omega} \tau_{v} / 2}{1+\mathrm{i} \hat{\omega} \tau_{v} / 2} \tag{5.31}
\end{equation*}
$$

This may now be used to find expressions for $\hat{k}$ or $\hat{\omega}$ for forced or free waves, respectively.

If $\hat{k}$ and $\hat{\omega}$ are known, the values of $\hat{f}_{i}^{\star}$ can also be found if necessary. Adapting (4.55a) and using (5.28),

$$
\left[\begin{array}{ccc}
1 & 1 & 1 \\
-1 & 0 & 1 \\
1 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\hat{f}_{\star}^{\star} \\
\hat{f}_{0}^{\star} \\
\hat{f}_{-}^{\star}
\end{array}\right]=\left[\begin{array}{c}
\hat{\rho}^{\star} \\
\rho_{0} \hat{u}^{\star} \\
\hat{\Pi}_{x x}^{\star}
\end{array}\right]=\hat{\rho}^{\star}\left[\begin{array}{c}
1 \\
\hat{\omega} / \hat{k} \\
(\hat{\omega} / \hat{k})^{2}
\end{array}\right] .
$$

Inverting the matrix results in an equation for the values of $\hat{f}_{i}^{\star}$,

$$
\left[\begin{array}{c}
\hat{f}_{-}^{\star}  \tag{5.32}\\
\hat{f}_{0}^{\star} \\
\hat{f}_{+}^{\star}
\end{array}\right]=\frac{\hat{\rho}^{\star}}{2}\left[\begin{array}{ccc}
0 & -1 & 1 \\
2 & 0 & -2 \\
0 & 1 & 1
\end{array}\right]\left[\begin{array}{c}
1 \\
\hat{\omega} / \hat{k} \\
(\hat{\omega} / \hat{k})^{2}
\end{array}\right]=\hat{\rho}^{\star}\left[\begin{array}{c}
(\hat{\omega} / \hat{k})^{2} / 2-\hat{\omega} / 2 \hat{k} \\
1-(\hat{\omega} / \hat{k})^{2} \\
(\hat{\omega} / \hat{k})^{2} / 2+\hat{\omega} / 2 \hat{k}
\end{array}\right] .
$$

In the ideal fluid case $X \rightarrow 0$, these values are

$$
\left[\begin{array}{c}
\hat{f}_{-}^{\star} \\
\hat{f}_{0}^{\star} \\
\hat{f}_{+}^{\star}
\end{array}\right]=\hat{\rho}^{\star}\left[\begin{array}{c}
\left(c_{0}^{2}-c_{0}\right) / 2 \\
1-c_{0}^{2} \\
\left(c_{0}^{2}+c_{0}\right) / 2
\end{array}\right] .
$$

### 5.2.2 Properties of forced and free waves

From the dispersion relation (5.31), the absorption and dispersion properties of the DVBE model can be found. In addition, after having found $\hat{k}$ or $\hat{\omega}$, (5.28a) gives us the complex amplitude ratio of the momentum and density wave components.

## Forced waves

Assuming $\hat{\omega}$ real and solving (5.31) for $\hat{k}$, we find

$$
\begin{equation*}
\frac{\hat{k}}{k_{0}}= \pm \sqrt{\frac{1+\mathrm{i} X / 2}{1+3 \mathrm{i} X / 2}}, \quad \hat{\omega}=\omega_{0} . \tag{5.33a}
\end{equation*}
$$

Again, we have two possible solutions, one for each propagation direction. This wavenumber equation is actually identical in form to the wavenumber equation (2.52) for molecular relaxation processes, with $\tau_{\mathrm{m}}=\tau$ and $c_{\infty} / c_{0}=\sqrt{3}$. We will soon go into this connection.

As in the molecular relaxation case, the expressions for the real and imaginary parts of $\hat{k} / k_{0}$ are not simple. We will make do with the series expansion

$$
\begin{equation*}
\frac{\hat{k}}{k_{0}}=1-\mathrm{i} \frac{1}{2} X-\frac{5}{8} X^{2}+\mathrm{i} \frac{13}{16} X^{3}+\frac{139}{128} X^{4}+\mathcal{O}\left(X^{5}\right) \tag{5.33b}
\end{equation*}
$$

A quick comparison with the equivalent Navier-Stokes-Fourier expansion (5.15) shows an agreement at $\mathcal{O}(X)$ but not above. Thus, the same absorption is predicted to the lowest order, but the predicted dispersion is different. A more detailed comparison is deferred to section 5.2.4.

The magnitude ratios and phase differences found from the solution are

$$
\begin{gather*}
\frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right|=\left|\frac{k_{0}}{\hat{k}}\right|=1+\frac{1}{2} X^{2}-\frac{1}{2} X^{4}+\mathcal{O}\left(X^{6}\right),  \tag{5.33c}\\
\arg \left(\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right)=\arg \left(\frac{k_{0}}{\hat{k}}\right)=\frac{1}{2} X-\frac{13}{24} X^{3}+\mathcal{O}\left(X^{5}\right) . \tag{5.33d}
\end{gather*}
$$

## Free waves, propagating mode

In the free wave case, $\hat{k}$ is assumed real and (5.31) is solved for $\hat{\omega}$. An examination of the equation reveals that it is a cubic equation in $\hat{\omega}$, with
three solutions. These solutions become very cumbersome and are most easily found using computer assistance.

The three different solutions correspond to three modes of propagation. As in the Navier-Stokes-Fourier case, two of these modes correspond to normal plane wave propagation in the $\pm x$-direction. However, there is also a third, non-propagating solution where $\omega=\operatorname{Re}(\hat{\omega})=0$.

We first consider the solution that propagates in the $x$-direction. As the exact solution is too cumbersome, we go directly to the series expansion,

$$
\begin{equation*}
\frac{\hat{\omega}}{\omega_{0}}=1+\mathrm{i} \frac{1}{2} X+\frac{1}{8} X^{2}+\mathrm{i} \frac{1}{8} X^{3}+\frac{15}{128} X^{4}+\mathcal{O}\left(X^{5}\right), \quad \hat{k}=k_{0} . \tag{5.34a}
\end{equation*}
$$

Again we can find by comparison with the Navier-Stokes-Fourier equivalent $(5.16)$ that the expansions agree only to $\mathcal{O}(X)$.

The magnitude ratios and phase differences found from this solution are

$$
\begin{gather*}
\frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right|=\left|\frac{\hat{\omega}}{\omega_{0}}\right|=1+\frac{1}{4} X^{2}+\frac{5}{32} X^{4}+\mathcal{O}\left(X^{6}\right),  \tag{5.34b}\\
\arg \left(\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right)=\arg \left(\frac{\hat{\omega}}{\omega_{0}}\right)=\frac{1}{2} X+\frac{1}{48} X^{3}+\mathcal{O}\left(X^{5}\right) . \tag{5.34c}
\end{gather*}
$$

## Free waves, diffusive mode

The purely imaginary solution corresponds to a mode where the waves do not propagate, they are merely absorbed. This solution is therefore diffusive, similarly to solutions of the heat equation. Even so, this solution is not related to diffusion of heat, which cannot happen in the isothermal DVBE.

On series expansion form, the diffusive solution is

$$
\begin{equation*}
\frac{\hat{\omega}}{\omega_{0}}=\mathrm{i} 2 X^{-1}-\mathrm{i} X-\mathrm{i} \frac{1}{4} X^{3}+\mathcal{O}\left(X^{5}\right), \quad \hat{k}=k_{0} \tag{5.35a}
\end{equation*}
$$

Note that the absorption coefficient goes to infinity as $X \rightarrow 0$. Thus, for immediate relaxation to equilibrium, this mode is absorbed instantly.

The magnitude ratios and phase differences are also on a substantially different form than previously,

$$
\begin{align*}
& \frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right|=\left|\frac{\hat{\omega}}{\omega_{0}}\right|=2 X^{-1}-X-\frac{1}{4} X^{3}+\mathcal{O}\left(X^{5}\right),  \tag{5.35b}\\
& \arg \left(\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right)=\arg \left(\frac{\hat{\omega}}{\omega_{0}}\right)=\frac{\pi}{2} . \tag{5.35c}
\end{align*}
$$

For low $X$, the momentum component of the wave dominates over the density component. Also, the two components are out of phase by $\pi / 2$, so that the peaks and troughs in one coincide with zeroes in the other.

### 5.2.3 Comparison with relaxation processes

Section 2.3.3 described how relaxation processes affect absorption and dispersion. In gases, the nature of such processes is usually the transfer of energy between translational and inner (i.e. vibrational and rotational) degrees of freedom of the gas molecules. For a single relaxation process with no additional thermoviscous effects, the result is the relaxation wave equation (2.51),

$$
\tau_{\mathrm{m}} \frac{\partial}{\partial t}\left(\frac{\partial^{2} p^{\prime}}{\partial t^{2}}-c_{\infty}^{2} \nabla^{2} p^{\prime}\right)+\left(\frac{\partial^{2} p^{\prime}}{\partial t^{2}}-c_{0}^{2} \nabla^{2} p^{\prime}\right)=0 .
$$

Here, $\tau_{\mathrm{m}}$ is the relaxation time of the process, and $c_{\infty}$ is the "frozen" speed of sound. The latter occurs at frequencies where $\omega_{0} \tau_{\mathrm{m}} \gg 1$, frequencies so high that the relaxation process cannot keep up with the rapid changes in translational energy. Consequently, the inner energy is stationary, or "frozen".

Inserting the plane wave trial solution (5.1) into this wave equation, applying the derivatives and rearranging results in a dispersion relation for relaxation,

$$
\begin{equation*}
\left(\frac{\hat{\omega}}{\hat{k}}\right)^{2}=c_{0}^{2} \frac{1+\mathrm{i} \hat{\omega} \tau_{\mathrm{m}}\left(c_{\infty} / c_{0}\right)^{2}}{1+\mathrm{i} \hat{\omega} \tau_{\mathrm{m}}} . \tag{5.36}
\end{equation*}
$$

A comparison with the corresponding DVBE dispersion relation (5.31) shows that the two equations are identical, with the substitutions $c_{\infty} / c_{0}=$ $\sqrt{3}$ and $\tau_{\mathrm{m}}=\tau_{\nu} / 2=\tau$. Thus, the wave modes found for the DVBE case correspond exactly to the wave modes of for a single relaxation process without any thermoviscous influence.

While this connection would seem significant, it is not clear what it means. The DVBE and relaxation cases are not very similar. The major similarity is that both cases involve relaxation to a changing equilibrium state. However, the DVBE gives a macroscopic stress tensor with viscosity like the isothermal Navier-Stokes-Fourier model, while the relaxational wave equation does not. It is based on the more limited Euler model with a non-isothermal relaxational equation of state.

By some early authors, absorption and dispersion in fluids was assumed to stem completely from relaxational phenomena. Absorption was assumed to occur only "when the density gets out of phase with the pressure" [105]. Even the effect of viscosity was treated in this way, though it can be shown not to cause a phase lag between density and pressure in the limit of weak waves [25, Ch. 9]. Even though such assumptions may have been wrong in general [26], a relaxation model could successfully be made to fit either the absorption or the dispersion of a purely thermoviscous model to lowest order [22]. As we soon shall see, the DVBE fits the absorption to lowest order when the shear viscosity is matched as $\mu=p \tau$.

## Maxwell molecules

Molecules with a particular form of the intermolecular force field which simplifies Boltzmann's original collision operator

### 5.2.4 Comparison to other models

With known sound propagation behaviour for the Navier-Stokes-Fourier, DVBE, and single relaxation models, a comparison is now possible. It is not necessary to consider relaxation separately from the DVBE, as we have shown them to qualitatively predict the same type of absorption and dispersion.

## Forced waves

This section is augmented by calculations done by Greenspan [27] for forced waves with the Burnett model. He found equations for $\hat{k} / k_{0}$ for ideal gases of Maxwell molecules with otherwise arbitrary material properties. To adapt his expressions to our isothermal case, we set $\gamma=1$ as in (4.1). From (2.46) and (2.47), this implies heat capacities which go to infinity, which determines Greenspan's thermal Reynolds number as $1 / s \rightarrow 0$. Finally, Greenspan's assumption of zero bulk viscosity determines his viscous Reynolds number as $1 / r=3 \gamma X / 4$.

With these assumptions, Greenspan's Navier-Stokes-Fourier model is identical to the one described in section 5.1. His dispersion relation for forced waves with the Burnett model becomes the biquadratic equation

$$
\frac{3}{4}\left(\frac{\hat{k}}{k_{0}}\right)^{4} X^{2}+\left(\frac{\hat{k}}{k_{0}}\right)^{2}(1+i X)-1=0
$$

which has the four solutions

$$
\begin{equation*}
\frac{\hat{k}}{k_{0}}= \pm \sqrt{\frac{2}{3 X^{2}}} \sqrt{ \pm \sqrt{1+2 \mathrm{i} X+2 \mathrm{X}^{2}}-(1+\mathrm{i} X)} \tag{5.37}
\end{equation*}
$$

Two of these solutions are normal propagating waves in the $\pm x$-direction, while the other two are waves that propagate, but with an absorption coefficient where $\alpha_{x} \rightarrow \infty$ as $X \rightarrow 0$. We will only consider the normal $x$-propagating solution in the following.

Gathering the exact solutions of the isothermal Navier-Stokes-Fourier model, the isothermal Burnett model, and the DVBE model, we have

$$
\begin{array}{rlrl}
\text { N-S-F: } & \frac{\hat{k}}{k_{0}} & =\frac{1}{\sqrt{1+\mathrm{i} X}}, \\
& \text { Burnett: } & \frac{\hat{k}}{k_{0}} & =\sqrt{\frac{2}{3 X^{2}}} \sqrt{\sqrt{1+2 \mathrm{i} X+2 X^{2}}-(1+\mathrm{i} X)}, \\
\text { DVBE: } & \frac{\hat{k}}{k_{0}} & =\sqrt{\frac{1+\mathrm{i} X / 2}{1+3 \mathrm{i} X / 2}} . \tag{5.38c}
\end{array}
$$

While the analytical expressions are difficult to compare by themselves, the series expansion around $X=0$ is more instructive,

$$
\begin{align*}
\text { N-S-F: } & \frac{\hat{k}}{k_{0}}=1-\mathrm{i} \frac{1}{2} X-\frac{3}{8} X^{2}+\mathrm{i} \frac{5}{16} X^{3}+\frac{35}{128} X^{4}+\mathcal{O}\left(X^{5}\right),  \tag{5.39a}\\
\text { Burnett: } & \frac{\hat{k}}{k_{0}}=1-\mathrm{i} \frac{1}{2} X-\frac{6}{8} X^{2}+\mathrm{i} \frac{20}{16} X^{3}+\frac{308}{128} X^{4}+\mathcal{O}\left(X^{5}\right)  \tag{5.39b}\\
\text { DVBE: } & \frac{\hat{k}}{k_{0}}=1-\mathrm{i} \frac{1}{2} X-\frac{5}{8} X^{2}+\mathrm{i} \frac{13}{16} X^{3}+\frac{139}{128} X^{4}+\mathcal{O}\left(X^{5}\right) \tag{5.39c}
\end{align*}
$$

As pointed out previously, the terms always alternate between real (dispersion) and imaginary (absorption). All of the models agree up to $\mathcal{O}(X)$, meaning that they predict the same absorption to the lowest order. However, there is disagreement above this point, meaning that they predict different dispersion even to the lowest order.

It should not be a surprise that the Navier-Stokes-Fourier model does not match the rest, as its derivation was found by truncating the ChapmanEnskog expansion to $\mathcal{O}(X)$; it should not be trusted above this order. That the Burnett and DVBE models disagree requires some more explanation, however. There are at least two reasons:

Firstly, the Burnett model includes higher-order transport coefficients, which can be seen as second-order viscosities and conductivities. Their relation to the normal viscosity and conductivity is determined by the choice of collision operator and molecular model, although the results seem not to vary greatly between different molecular models [27]. Even so, Greenspan's Burnett expressions were derived via Boltzmann's original collision operator while the DVBE expressions were derived using the BGK model. As the BGK model has weaknesses such as an incorrect Prandtl number, i.e. an incorrect ratio between conductivity and viscosity (as seen in section 2.2.2), it is not unlikely that it also predicts a wrong ratio between the transport coefficients at the Navier-Stokes-Fourier level and the Burnett level.

Secondly, when deriving the DVBE, the equilibrium distribution was approximated as a truncated series in $\boldsymbol{u}$ and velocity space was discretised. The order of the series approximation determines both the required size of the discrete velocity set and to which level in the ChapmanEnskog expansion the DVBE will be accurate [72]. With the truncation to $\mathcal{O}\left(u^{2}\right)$, we saw that the momentum equation was not even fully accurate to the Navier-Stokes level, as it contained a $\mathcal{O}\left(u^{3}\right)$ error term which disappears during linearisation. To get a momentum equation which is fully accurate to the Burnett level, the equilibrium distribution would need to be approximated to a higher order.

Even so, any terms in $f_{i}^{(0)}$ above $\mathcal{O}(u)$ would disappear in the linearisation. In fact, all terms above first order in the isothermal Hermite expansion of $f_{i}^{(0)}$ are removed by linearisation [72]. The order of the

Binomial series
The series expansion of a function of the form $f(x)=(1+x)^{a}$

CFL condition A stability condition in numerical mathematics. For hyperbolic equations it states that information must not propagate in the simulation more slowly than the characteristics of the solution (e.g. the speed of sound).

Hermite expansion determines what level of the Chapman-Enskog expansion to which a DVBE is valid. Consequently, this would suggest that the linearised isothermal equilibrium distribution (5.24) is valid at every level in the Chapman-Enskog expansion.

The Navier-Stokes-Fourier expansion in (5.39a) is a typical binomial series, which converges for $X \leq 1$ and diverges for higher values, even though the original function (5.38a) is valid for any physical (i.e. real and non-negative) value of $X$. If the coefficients in the corresponding Burnett and DVBE series expansions are always of larger magnitude, then by the comparison test the convergence range of these series cannot be larger. As explained in section 3.8.4, series like these are asymptotic; they do not converge unless $X$ is sufficiently small.

Consequently, these series expansions are not very useable unless $X \ll$ 1. For $X \gg 1$, the exact normalised wavenumbers (5.38) asymptotically go to

$$
\begin{align*}
\text { N-S-F: } & \lim _{X \gg 1} \frac{\hat{k}}{k_{0}}=(1-i) \sqrt{\frac{1}{2 X}},  \tag{5.40a}\\
\text { Burnett: } & \lim _{X \gg 1} \frac{\hat{k}}{k_{0}}=\sqrt{\frac{\sqrt{3}+\sqrt{2}}{3 X}}-i \sqrt{\frac{\sqrt{3}-\sqrt{2}}{3 X}},  \tag{5.40b}\\
\text { DVBE: } & \lim _{X \gg 1} \frac{\hat{k}}{k_{0}}=\frac{1}{\sqrt{3}}-i \frac{\sqrt{12}}{9 X} . \tag{5.40c}
\end{align*}
$$

Thus, we see that the normalised speed of sound $c / c_{0}=\operatorname{Re}\left(k_{0} / \hat{k}\right)$ unphysically goes to infinity for the Navier-Stokes-Fourier and Burnett models, while it plateaus at $\sqrt{3}$ for the DVBE model. Since $c_{0}=1 / \sqrt{3}$, the maximum speed of sound is $c=1$. This equals the speed of particles in the D1Q3 velocity set, and correspondingly the speed at which information propagates.

In fact, any higher speeds of sound would mean that the Courant-Friedrichs-Lewy condition would be violated and the DVBE model would necessarily be unstable [104, Ch. 10]. From this, we can suspect that extended velocity sets would have different behaviour for $X \gg 1$.

Interestingly, measurements in real gases at very high $X$ indicate the same qualitative behaviour as the DVBE model [63].

We now know the sound propagation predicted from the models at $X \ll 1$ and at $X \gg 1$. To compare them for $X \sim 1$, we can plot the exact absorption and dispersion as in Figure 5.3.

From these plots, we find that the three models behave almost identically up to $X \sim 0.1$, where only the lowest-order terms in $X$ are felt. The DVBE and Burnett models behave very similarly up until about $X \sim 1$, in particular the dispersion. As the thermal Burnett model has been seen to match measurements better than the thermal Navier-Stokes-Fouriermodel [27, 63], we can assume that for moderate $X$, sound propagates


Figure 5.3: Comparison of the normalised inverse dispersion (upper) and the normalised absorption (lower) of forced waves for three different models.


Figure 5.4: Comparison of the normalised magnitude ratios (upper) and the phase differences (lower) of the momentum and density components of forced waves for two different models.
more correctly in the isothermal DVBE model than in the isothermal Navier-Stokes-Fourier model itself.

Neither the predictions of the Navier-Stokes-Fourier model nor those of the Burnett model match well with measurements of sound propagation after $X \sim 1$ [27]. The problem of finding models that can predict sound propagation well was previously explained in section 3.8.4.

Up to this point, we have only considered absorption and dispersion. We should also take a brief look at the relative amplitudes and phase differences of the momentum and density components of the sound wave. As described previously, these quantities are found from the relation

$$
\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}=\frac{\hat{\omega}}{\hat{k}} .
$$

Since this relation is a consequence of the mass conservation equation which holds for all the models, we can also include the Burnett model in this comparison.

The magnitude ratios and amplitude differences of the three models are

N-S-F: $\quad\left\{\begin{array}{l}\frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right|=1+\frac{1}{4} X^{2}-\frac{3}{32} X^{4}+\mathcal{O}\left(X^{6}\right), \\ \arg \left(\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right)=\frac{1}{2} X-\frac{1}{6} X^{3}+\mathcal{O}\left(X^{5}\right),\end{array}\right.$
Burnett:

$$
\begin{array}{ll}
\text { Burnett: } & \left\{\begin{array}{l}
\frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right|=1+\frac{5}{8} X^{2}-\frac{189}{128} X^{4}+\mathcal{O}\left(X^{6}\right), \\
\arg \left(\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right)=\frac{1}{2} X-\frac{11}{12} X^{3}+\mathcal{O}\left(X^{5}\right),
\end{array}\right.  \tag{5.41b}\\
\text { DVBE: } & \left\{\begin{array}{l}
\frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right|=1+\frac{1}{2} X^{2}-\frac{1}{2} X^{4}+\mathcal{O}\left(X^{6}\right), \\
\arg \left(\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right)=\frac{1}{2} X-\frac{13}{24} X^{3}+\mathcal{O}\left(X^{5}\right) .
\end{array}\right.
\end{array}
$$

Again, we find that the three models agree only up to $\mathcal{O}(X)$, as could be expected. There is no agreement at $\mathcal{O}\left(X^{2}\right)$ and above, just as for the absorption and dispersion.

The exact values are plotted in Figure 5.4. Again, we see that the Burnett and DVBE solutions are fairly close. The phase differences for the Navier-Stokes-Fourier model and the Burnett model converge to $\arctan (1)=\pi / 4$ and to $\arctan (\sqrt{\sqrt{3}}-\sqrt{2} / \sqrt{\sqrt{3}+\sqrt{2}})$, respectively. Both values can be found from the asymptotics (5.39).

## Free waves

For completeness, we will also take a look at the case of free waves. We will not go into the same depth as for forced waves; the remarks that can be made are mostly similar, and free waves are physically less relevant. Greenspan's Burnett solution is only given for the more physically relevant case of forced waves and cannot be used here. We will ignore
the diffusive DVBE mode, which has no analogue in the Navier-StokesFourier model.

As the exact DVBE solution for propagating free waves is too cumbersome, we jump straight to the series expansions,

$$
\begin{array}{ll}
\text { N-S-F: } & \frac{\hat{\omega}}{\omega_{0}}=1+\mathrm{i} \frac{1}{2} X-\frac{1}{8} X^{2}-\frac{1}{128} X^{4}+\mathcal{O}\left(X^{6}\right) \\
\text { DVBE: } & \frac{\hat{\omega}}{\omega_{0}}=1+\mathrm{i} \frac{1}{2} X+\frac{1}{8} X^{2}+\mathrm{i} \frac{1}{8} X^{3}+\frac{15}{128} X^{4}+\mathcal{O}\left(X^{5}\right) \tag{5.42b}
\end{array}
$$

The exact values are plotted in Figure 5.5.
The corresponding series expansions for magnitude ratios and phase differences are

$$
\begin{array}{ll}
\text { N-S-F: } & \left\{\begin{array}{l}
\frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\jmath}^{\star}}\right|=1, \\
\arg \left(\frac{\rho_{0} \hat{\Lambda}^{\star}}{\hat{\rho}^{\star}}\right)=\frac{1}{2} X+\frac{1}{48} X^{3}+\mathcal{O}\left(X^{5}\right),
\end{array}\right. \\
\text { DVBE: } \quad\left\{\begin{array}{l}
\frac{1}{c_{0}}\left|\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}\right|=1+\frac{1}{4} X^{2}+\frac{5}{32} X^{4}+\mathcal{O}\left(X^{6}\right), \\
\arg \left(\frac{\rho_{0} \hat{\Lambda}^{\star}}{\hat{\rho}^{\star}}\right)=\frac{1}{2} X+\frac{1}{48} X^{3}+\mathcal{O}\left(X^{5}\right) .
\end{array}\right. \tag{5.43b}
\end{array}
$$

The exact values are plotted in Figure 5.6.
Three aspects are identical in the forced and free wave cases: Firstly, the two models agree up to $\mathcal{O}(X)$ but not beyond that order. Secondly, from the figures we see that the models agree well up to around $X \sim 0.1$. However, in the free wave case, the Navier-Stokes-Fourier model entirely changes character at $X=2$, the point at which the wave stops propagating. Thirdly, the high- $X$ limit of the DVBE phase speed is $c=1$.

### 5.2.5 Anisotropy in two dimensions

The previous DVBE results in this section were found using the D1Q3 velocity set, and therefore hold only for higher-dimensional velocity sets when sound propagates along any of the main (i.e. $x, y$, or $z$ ) axes as explained previously. Since higher-dimensional velocity sets are not

Isotropy/anisotropy
Uniformity/nonuniformity with respect to direction themselves isotropic, and in fact cannot be, we might expect some amount of anisotropy: The wave propagation properties may depend on angle, at least for high $X$.

We now use a more general trial solution; a plane wave propagating at an angle $\theta$ to the $x$ axis,

$$
\begin{equation*}
\hat{f}_{i}(x, y, t)=F_{i}^{(0)}+\hat{f}_{i}^{\star} \mathrm{e}^{\mathrm{i}\left(\hat{\omega} t-\hat{k}_{x} x-\hat{k}_{y} y\right)} \tag{5.44}
\end{equation*}
$$

where

$$
\hat{k}_{x}=\hat{k} \cos (\theta), \quad \hat{k}_{y}=\hat{k} \sin (\theta)
$$

For $\theta=0$, this reduces to the previously used trial solution.


Figure 5.5: Comparison of the normalised dispersion (upper) and the normalised absorption (lower) of free waves for two different models.


Figure 5.6: Comparison of the magnitude ratios (upper) and the phase differences (lower) of free waves for two different models.


Figure 5.7: The nine independent moments of the D2Q9 velocity set and the dependence of higher-order moments on these.

It is natural to capture this behaviour with the D2Q9 velocity set introduced in section 4.1.3. This is a two-dimensional projection of the D3Q15, D3Q19, and D3Q27 velocity sets, in the same way as the D1Q3 velocity set is a one-dimensional projection of all of these. Consequently, the results found here will also be valid for these three-dimensional velocity sets for plane waves which propagate normal to at least one of the main axes.

We will simplify this section by making full use of lattice units, setting $\Delta x=\Delta t=1$. As in the D1Q3 case, the answer will not actually depend on the value of these. Also, to avoid unnecessarily heavy notation, we suppress the breve accent in the notation for the moments $\breve{\Pi}$ of the discrete distribution function $f_{i}$. There should be no chance of misunderstanding, as the moments $\Pi$ of the continuous distribution function $f$ are not relevant here.

Like in (3.23), we again introduce a consistent notation for the complex linearised moments,

$$
\begin{align*}
\hat{\Pi}_{0}^{\star} & =\sum_{i} \hat{f}_{i}^{\star}=\hat{\rho}^{\star}, & \hat{\Pi}_{\alpha}^{\star} & =\sum_{i} \xi_{i \alpha} \hat{f}_{i}^{\star}=\rho_{0} \hat{u}_{\alpha \prime}^{\star} \\
\hat{\Pi}_{\alpha \beta}^{\star} & =\sum_{i} \xi_{i \alpha} \xi_{i \beta} \hat{f}_{i}^{\star}, & \hat{\Pi}_{\alpha \beta \gamma}^{\star} & =\sum_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} \hat{f}_{i}^{\star}, \tag{5.45}
\end{align*}
$$

and so forth.
In the D1Q3 case, we found that there were only three independent moments: $\hat{\Pi}_{0}^{\star}, \hat{\Pi}_{x}^{\star}$, and $\hat{\Pi}_{x x}^{\star}$; the higher-order moment $\hat{\Pi}_{x x x}^{\star}$ was found in (5.29) to depend on $\hat{\Pi}_{x}^{\star}$. By the same derivation there are nine independent moments in the D2Q9 velocity set [83, Ch. 4], and higher-order
moments are given from these as

$$
\begin{array}{lll}
\hat{\Pi}_{x x x}^{\star}=\hat{\Pi}_{x}^{\star}, & \hat{\Pi}_{x x x y}^{\star}=\hat{\Pi}_{x y}^{\star} & \hat{\Pi}_{x x x y y}^{\star}=\hat{\Pi}_{x y y}^{\star} \\
\hat{\Pi}_{y y y}^{\star}=\hat{\Pi}_{y}^{\star} & \hat{\Pi}_{x y y y}^{\star}=\hat{\Pi}_{x y}^{\star} & \hat{\Pi}_{x x y y y}^{\star}=\hat{\Pi}_{x x y}^{\star} . \tag{5.46}
\end{array}
$$

This dependence on the nine independent moments is also shown graphically in Figure 5.7.

For this two-dimensional plane wave, the fluctuating equilibrium distribution function is generalised to

$$
\begin{equation*}
\hat{f}_{i}^{\star(0)}=w_{i}\left[\hat{\Pi}_{0}^{\star}+\frac{\hat{\Pi}_{\epsilon}^{\star} \xi_{i \epsilon}}{c_{0}^{2}}\right] \tag{5.47}
\end{equation*}
$$

The equilibrium moments of this can be found using the symmetry properties (4.11) to be

$$
\begin{align*}
& \hat{\Pi}_{\alpha \beta}^{\star(0)}=c_{0}^{2} \hat{\Pi}_{0}^{\star} \delta_{\alpha \beta}  \tag{5.48a}\\
& \hat{\Pi}_{\alpha \beta \gamma}^{\star(0)}=c_{0}^{2}\left(\hat{\Pi}_{\alpha}^{\star} \delta_{\beta \gamma}+\hat{\Pi}_{\beta}^{\star} \delta_{\alpha \gamma}+\hat{\Pi}_{\gamma}^{\star} \delta_{\alpha \beta}\right)  \tag{5.48b}\\
& \hat{\Pi}_{\alpha \beta \gamma \delta}^{\star(0)}=c_{0}^{4} \hat{\Pi}_{0}^{\star}\left(\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right) \tag{5.48c}
\end{align*}
$$

The harmonic linearised discrete-velocity Boltzmann equation (5.27) in generalised form is

$$
\begin{equation*}
(1+\mathrm{i} \hat{\omega} \tau) \hat{f}_{i}^{\star}=\hat{f}_{i}^{\star(0)}+\mathrm{i} \tau \hat{k}_{\epsilon} \xi_{i \epsilon} \hat{f}_{i}^{\star} \tag{5.49}
\end{equation*}
$$

In the D1Q3 case, we took all the independent moments of this and related them to each other using the higher-order moments' dependence on the independent moments. In the D2Q9 case, we will do essentially the same thing. However, it is now more complicated due to the higher number of moments and the two-dimensional nature of the plane wave.

The zeroth-order moment of (5.49) is

$$
\begin{equation*}
\hat{\omega} \hat{\Pi}_{0}^{\star}=\left(\hat{k}_{x} \hat{\Pi}_{x}^{\star}+\hat{k}_{y} \hat{\Pi}_{y}^{\star}\right) \tag{5.50a}
\end{equation*}
$$

and the two first-order moments are

$$
\begin{align*}
& \hat{\omega} \hat{\Pi}_{x}^{\star}=\left(\hat{k}_{x} \hat{\Pi}_{x x}^{\star}+\hat{k}_{y} \hat{\Pi}_{x y}^{\star}\right)  \tag{5.50b}\\
& \hat{\omega} \hat{\Pi}_{y}^{\star}=\left(\hat{k}_{x} \hat{\Pi}_{x y}^{\star}+\hat{k}_{y} \hat{\Pi}_{y y}^{\star}\right) .
\end{align*}
$$

For the second-order moments, we must start using the equilibrium moments and the moment dependence relations, resulting in

$$
\begin{align*}
& (1+\mathrm{i} \hat{\omega} \tau) \hat{\Pi}_{x x}^{\star}=c_{0}^{2} \hat{\Pi}_{0}^{\star}+\mathrm{i} \tau\left(\hat{k}_{x} \hat{\Pi}_{x}^{\star}+\hat{k}_{y} \hat{\Pi}_{x x y}^{\star}\right) \\
& (1+\mathrm{i} \hat{\omega} \tau) \hat{\Pi}_{x y}^{\star}=\mathrm{i} \tau\left(\hat{k}_{x} \hat{\Pi}_{x x y}^{\star}+\hat{k}_{y} \hat{\Pi}_{x y y}^{\star}\right)  \tag{5.50c}\\
& (1+\mathrm{i} \hat{\omega} \tau) \hat{\Pi}_{y y}^{\star}=c_{0}^{2} \hat{\Pi}_{0}^{\star}+\mathrm{i} \tau\left(\hat{k}_{x} \hat{\Pi}_{x y y}^{\star}+\hat{k}_{y} \hat{\Pi}_{y}^{\star}\right)
\end{align*}
$$

Similarly, the third-order moments are

$$
\begin{align*}
& (1+\mathrm{i} \hat{\omega} \tau) \hat{\Pi}_{x x y}^{\star}=c_{0}^{2} \hat{\Pi}_{y}^{\star}+\mathrm{i} \tau\left(\hat{k}_{x} \hat{\Pi}_{x y}^{\star}+\hat{k}_{y} \hat{\Pi}_{x x y y}^{\star}\right),  \tag{5.50d}\\
& (1+\mathrm{i} \hat{\omega} \tau) \hat{\Pi}_{x y y}^{\star}=c_{0}^{2} \hat{\Pi}_{x}^{\star}+\mathrm{i} \tau\left(\hat{k}_{x} \hat{\Pi}_{x x y y}^{\star}+\hat{k}_{y} \hat{\Pi}_{x y}^{\star}\right)
\end{align*}
$$

and the fourth-order moment is

$$
\begin{equation*}
(1+\mathrm{i} \hat{\omega} \tau) \hat{\Pi}_{x x y y}^{\star}=c_{0}^{4} \hat{\Pi}_{y}^{\star}+\mathrm{i} \tau\left(\hat{k}_{x} \hat{\Pi}_{x y y}^{\star}+\hat{k}_{y} \hat{\Pi}_{x x y}^{\star}\right) . \tag{5.50e}
\end{equation*}
$$

To deal with this complicated system of equations we put it in matrix form,

$$
\left[\begin{array}{ccccccccc}
1+\mathrm{i} \hat{\omega} \tau & -\mathrm{i} \hat{k}_{x} \tau & -\mathrm{i} \hat{k}_{y} \tau & 0 & 0 & 0 & 0 & 0 & -c_{0}^{4}  \tag{5.51}\\
-\mathrm{i} \hat{k}_{x} \tau & 1+\mathrm{i} \omega \tau & 0 & 0 & -\mathrm{i} \hat{k}_{y} \tau & 0 & 0 & -c_{0}^{2} & 0 \\
-\mathrm{i} \hat{k}_{y} \tau & 0 & 1+\mathrm{i} \hat{} \hat{} \omega & 0 & -\mathrm{i} \hat{k}_{x} \tau & 0 & -c_{0}^{2} & 0 & 0 \\
0 & -\mathrm{i} \hat{k}_{x} \tau & 0 & 1+\mathrm{i} \hat{\omega} \tau & 0 & 0 & -\mathrm{i} \hat{k}_{y} \tau & 0 & -c_{0}^{2} \\
0 & -\mathrm{i} \hat{k}_{y} \tau & -\mathrm{i} \hat{k}_{x} \tau & 0 & 1+\mathrm{i} \omega \tau & 0 & 0 & 0 & 0 \\
0 & 0 & -\mathrm{i} \hat{k}_{y} \tau & 0 & 0 & 1+\mathrm{i} \hat{\omega} \tau & 0 & -\mathrm{i} \hat{\mathrm{k}}_{x} \tau & -c_{0}^{2} \\
0 & 0 & 0 & -\hat{k}_{y} & -\hat{k}_{x} & 0 & \omega & 0 & 0 \\
0 & 0 & 0 & 0 & -\hat{k}_{y} & -\hat{k}_{x} & 0 & \omega & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\hat{k}_{y} & -\hat{k}_{x} & \hat{\omega}
\end{array}\right]\left[\begin{array}{c}
\hat{\Pi}_{x x y y}^{\star} \\
\Pi_{x y y y}^{x} \\
\hat{\Pi}_{x x y}^{\star} \\
\hat{\Pi}_{y y}^{\star} \\
\hat{\Pi}_{x y}^{\star} \\
\hat{\Pi}_{x x}^{\star} \\
\Pi_{\hat{x}}^{\star} \\
\hat{\Pi}_{x}^{\star} \\
\hat{\Pi}_{0}^{\star}
\end{array}\right]=\mathbf{0} .
$$

As this system becomes too difficult to handle unaided, it is necessary to use a computer algebra system to deal with it.

We must now try to coax a dispersion relation from this system. Performing Gaussian elimination on the matrix, the last row becomes an equation $g(\hat{\omega}, \hat{k}, \theta, X) \hat{\Pi}_{0}^{\star}=0$, where the function $g$ is too cumbersome to fit here. Since we can safely assume that $\hat{\Pi}_{0}^{\star} \neq 0$, this reduces to a dispersion relation $g(\hat{\omega}, \hat{k}, \theta, X)=0$.

This dispersion relation can be solved for $\hat{k}$ for forced waves, or for $\hat{\omega}$ for free waves. While the exact solutions are extremely complicated and not really comprehensible to look at, it is possible to find interesting information from the series expansions. Also, the exact solutions can be plotted for different angles $\theta$. Due to the symmetry of the D2Q9 velocity set, we only need to consider the angular interval $0 \leq \theta \leq \pi / 4$; the anisotropy is determined by the angle to any main axis, as shown in Figure 5.8.

## Forced waves

For forced waves where $\hat{\omega}=\omega_{0}$, the series expansion of the normalised wavenumber is

$$
\begin{align*}
\frac{\hat{k}}{k_{0}}= & 1-i \frac{1}{2} X-\frac{5}{8} X^{2}+i \frac{13}{16}\left[1+\frac{18}{13} \sin ^{2}(\theta) \cos ^{2}(\theta)\right] X^{3} \\
& +\frac{139}{128}\left[1+\frac{576}{139} \sin ^{2}(\theta) \cos ^{2}(\theta)\right] X^{4}+\mathcal{O}\left(X^{5}\right) \tag{5.52}
\end{align*}
$$



Figure 5.8: Directions of wave propagation, superimposed on the D2Q9 velocity vectors. The line styles of the different propagation directions correspond with Figures 5.9 and 5.10. The wave propagation properties have a similar angular periodicity as the velocity set.

This indicates that the angular dependence of DVBE sound propagation does not start until $\mathcal{O}\left(X^{3}\right)$. Consequently, both absorption and dispersion is isotropic to lowest order in $X$. For angles $\theta=0, \pi / 2, \pi, 3 \pi / 2$, where the propagation direction coincides with a main axis, this series expansion reduces to the corresponding D1Q3 series expansion (5.39c) as predicted.

The exact dispersion and absorption is plotted for five different angles in the interval $0 \leq \theta \leq \pi / 4$ in Figure 5.9, and the exact magnitude ratios and phase differences are plotted similarly in Figure 5.10.

While these figures show practically isotropic behaviour up to $X \sim 0.1$, significant angular variations are found beyond that point. In particular, the dispersion and magnitude ratios have entirely different limits at $X \rightarrow \infty$ for different angles. For the dispersion, the $X \rightarrow \infty$ limit of the phase speed $c$ is $\cos (\theta)$ for $0 \leq \theta \leq \pi / 4$. This asymptotic phase speed is shown for all angles in Figure 5.11. At $\theta=\pi / 4$, when sound propagates parallel to the diagonal particle velocities, the speed of sound is $c=1 / \sqrt{2}$, half the speed $\left|\xi_{i \in\{5-8\}}\right|$ of the diagonal particles.

The absorption still behaves qualitatively the same for any angle, although the position of the absorption peak is a function of angle, and the peak itself is somewhat uneven for angles not coinciding with a main axis.


Figure 5.9: Comparison of the normalised inverse dispersion (upper) and the normalised absorption (lower) of forced waves for a D2Q9 velocity set and five different angles.


Figure 5.10: Comparison of the magnitude ratios (upper) and the phase differences (lower) of forced waves for for five different angles for a D2Q9 velocity set and five different angles.


Figure 5.11: Phase speed $c$ for $X=0(\quad)$ and $X \rightarrow \infty(---)$ as function of angle, superimposed on and drawn to the same scale as the D2Q9 velocity vectors. This holds both for forced and for free waves.

## Free waves

In the free wave case, the corresponding series expansion is

$$
\begin{align*}
\frac{\hat{\omega}}{\omega_{0}}= & 1+\mathrm{i} \frac{1}{2} X+\frac{1}{8} X^{2}+\mathrm{i} \frac{1}{8}\left[1-9 \sin ^{2}(\theta) \cos ^{2}(\theta)\right] X^{3} \\
& +\frac{15}{128}\left[1-\frac{48}{5} \sin ^{2}(\theta) \cos ^{2}(\theta)\right] X^{4}+\mathcal{O}\left(X^{5}\right) . \tag{5.53}
\end{align*}
$$

Again, the expansion reduces to the D1Q3-based expansion (5.42b) for the angles $\theta=0, \pi / 2, \pi, 3 \pi / 2$.

In the same way as for the forced wave case, the dispersion and absorption are plotted in Figure 5.12 and the magnitude ratios and phase differences in Figure 5.13.

The comments for the forced wave case hold for the free wave case as well. The asymptotic phase speed is the same as in the forced wave case; the same as shown in Figure 5.11.

### 5.3 Lattice Boltzmann equation

In the last section we examined in detail the sound propagation properties of the discrete-velocity Boltzmann equation. The lattice Boltzmann equation is simply this DVBE, discretised in space and time. For infinitely fine time and space resolution $\Delta t$ and $\Delta x$, the sound propagation of the LBE must therefore behave like the DVBE. With a finite resolution, numerical errors will be felt for the dispersion and absorption.

The derivation is similar to the one for the DVBE, with one major difference: The DVBE has exact derivatives in space and time, whereas for the LBE we must evaluate functions at different points and times. Consequently, the LBE analysis will be similar to a von Neumann analysis.


Figure 5.12: Comparison of the normalised dispersion (upper) and the normalised absorption (lower) of free waves for a D2Q9 velocity set and five different angles.


Figure 5.13: Comparison of the magnitude ratios (upper) and the phase differences (lower) of free waves for for five different angles for a D2Q9 velocity set and five different angles.

Similar work has been done before for the LBE, though only for the free wave case. Sterling and Chen performed an early linearisation stability analysis [106]. Lallemand and Luo [84], and later Reis and Phillips [107], performed an analysis for wavelike perturbations the D2Q9 velocity set and the MRT collision operator. Dellar compared the results of a BGK D1Q3 analysis with measurements of sound absorption in simulations, finding full agreement [77]. Wilde gave numerical results for the D2Q9 and D3Q19 velocity sets [44]. Marié et al. compared the sound propagation of lattice Boltzmann and high-order finite-difference-Runge-Kutta schemes for the wave equation, concluding that the LBE is the faster method for a given dispersion error [108].

However, the previous work is lacking in two areas. Firstly, it considers only free waves, where the analysis is the simplest to perform, but where the results are not particularly physically relevant and cannot be used to derive results for the more relevant forced waves [26]. Secondly, none of the previous work separates the effects of the model (DVBE) and the numerical error. This current work will both consider forced waves and the separation of model and error, though it will refrain from analysing more complex cases than the isothermal D1Q3 model and a medium at rest.

### 5.3.1 Linearisation process

As done when linearising the DVBE, we here use the D1Q3 velocity set with particle velocities $\left(\xi_{-}, \xi_{0}, \xi_{+}\right)=(-1,0,1)$, weighting coefficients $\left(w_{-}, w_{0}, w_{+}\right)=(1 / 6,2 / 3,1 / 6)$, and speed of sound $c_{s}=1 / \sqrt{3}$. This D1Q3 analysis will predict how waves propagate along main axes in any lattice that can be projected to D1Q3, and will therefore not include the effects of anisotropy.

The trial solution is on the same form as for the DVBE,

$$
\begin{equation*}
\hat{f}_{i}(x, t)=F_{i}^{(0)}+\hat{f}_{i}^{\prime}(x, t)=F_{i}^{(0)}+\hat{f}_{i}^{\star} \mathrm{e}^{\mathrm{i}(\hat{\omega} t-\hat{k} x)} \tag{5.54}
\end{equation*}
$$

The difference is that $x$ and $t$ are discrete here, whereas they were continuous in the DVBE case. The equilibrium distributions are the same as in (5.24). For the fluctuating amplitude, it is

$$
\begin{equation*}
\hat{f}_{i}^{\star(0)}=w_{i}\left(\hat{\rho}^{\star}+\frac{\rho_{0} \hat{u}^{\star}}{c_{0}^{2}} \xi_{i}\right)=w_{i}\left[\hat{f}_{-}^{\star}+\hat{f}_{0}^{\star}+\hat{f}_{+}^{\star}+3\left(\hat{f}_{+}^{\star}-\hat{f}_{-}^{\star}\right) \xi_{i}\right] . \tag{5.55}
\end{equation*}
$$

Since the "first order" LBE (4.32) and the "second order" LBE (4.40) are on the same form, it does not matter which one we use for the linearisation. We will use the more common first order LBE here. Subtracting the background rest state from it, we get a linearised LBE,

$$
\begin{equation*}
\hat{f}_{i}^{\prime}\left(x+\xi_{i}, t+1\right)=\left(1-\frac{1}{\tau}\right) \hat{f}_{i}^{\prime}+\frac{1}{\tau} \hat{f}_{i}^{\prime(0)} \tag{5.56}
\end{equation*}
$$

Using the plane wave trial solution and the equilibrium distribution of the fluctuation, we find

$$
\begin{equation*}
\hat{f}_{i}^{\star} \mathrm{e}^{\mathrm{i}\left(\hat{\omega}-\hat{k} \xi_{i}\right)}=\left(1-\frac{1}{\tau}\right) \hat{f}_{i}^{\star}+\frac{w_{i}}{\tau}\left[\hat{f}_{-}^{\star}+\hat{f}_{0}^{\star}+\hat{f}_{+}^{\star}+3\left(\hat{f}_{+}^{\star}-\hat{f}_{-}^{\star}\right) \xi_{i}\right] . \tag{5.57}
\end{equation*}
$$

Evaluating for the three different distribution functions, we get the system of equations

$$
\begin{align*}
\hat{f}_{-}^{\star} \mathrm{e}^{\mathrm{i} \hat{\omega}} \mathrm{e}^{\mathrm{i} \hat{k}} & =\left(1-\frac{1}{3 \tau}\right) \hat{f}_{-}^{\star}+\frac{1}{6 \tau} \hat{f}_{0}^{\star}-\frac{1}{3 \tau} \hat{f}_{+}^{\star},  \tag{5.58a}\\
\hat{f}_{0}^{\star} \mathrm{e}^{\mathrm{i} \hat{\omega}} & =\frac{2}{3 \tau} \hat{f}_{-}^{\star}+\left(1-\frac{1}{3 \tau}\right) \hat{f}_{0}^{\star}+\frac{2}{3 \tau} \hat{f}_{+}^{\star},  \tag{5.58b}\\
\hat{f}_{+}^{\star} \mathrm{e}^{\mathrm{i} \hat{\omega}} \mathrm{e}^{-\mathrm{i} \hat{k}} & =-\frac{1}{3 \tau} \hat{f}_{-}^{\star}+\frac{1}{6 \tau} \hat{f}_{0}^{\star}+\left(1-\frac{1}{3 \tau}\right) \hat{f}_{+}^{\star} . \tag{5.58c}
\end{align*}
$$

In matrix form, this is

$$
\frac{1}{3}\left[\begin{array}{ccc}
\mathrm{e}^{-\mathrm{i} \hat{k}}(3-1 / \tau) & \mathrm{e}^{-\mathrm{i} \hat{k}} / 2 \tau & -\mathrm{e}^{-\mathrm{i} \hat{k}} / \tau  \tag{5.59}\\
2 / \tau & 3-1 / \tau & 2 / \tau \\
-\mathrm{e}^{\mathrm{i} \hat{k}} / \tau & \mathrm{e}^{\mathrm{i} \hat{k}} / 2 \tau & \mathrm{e}^{\mathrm{i} \hat{k}}(3-1 / \tau)
\end{array}\right]\left[\begin{array}{c}
\hat{f}_{\hat{f}^{\star}} \\
\hat{f}_{0}^{\star} \\
\hat{f}_{+}^{\star}
\end{array}\right]=\mathrm{e}^{\mathrm{i} \hat{\omega}}\left[\begin{array}{c}
\hat{f}_{\hat{f}^{\star}}^{\star} \\
\hat{f}_{0}^{\star} \\
\hat{f}_{+}^{\star}
\end{array}\right] .
$$

The matrix form of the system of equations is a typical eigenvalue problem $\hat{A} \hat{f}^{\star}=\mathrm{e}^{\mathrm{i} \hat{\omega}} \hat{\boldsymbol{f}}^{\star}$, with $\mathrm{e}^{\mathrm{i} \hat{\omega}}$ as the eigenvalue. For the free wave case, this is simple to handle: With $\hat{k}=k_{0}$ known, $\hat{\omega}$ can be found directly from the matrix's eigenvalues.

The forced wave case is more difficult. Here, the eigenvalue $e^{i \hat{\omega}}=e^{i \omega_{0}}$ is known, but the matrix contains the unknown complex wavenumber $\hat{k}$. In a previous publication, this author used a numerical search to find the value of $\hat{k}$ that gave the correct eigenvalue $\mathrm{e}^{\mathrm{i} \omega_{0}}$ [11]. However, this approach does not lead to analytical expressions.

An analytical technique which works both for free and for forced waves uses the characteristic polynomial of (5.59),

$$
\begin{equation*}
\operatorname{det}\left(\hat{A}-I \mathrm{e}^{\mathrm{i} \hat{\omega}}\right)=g(\hat{\omega}, \hat{k}, \tau)=0 \tag{5.60}
\end{equation*}
$$

The characteristic polynomial $g$, which also doubles as a dispersion relation, is unwieldy and we do not gain much by displaying it here. However, it can be solved for either $\hat{k}$ or $\hat{\omega}$, leading to useful results for forced or free waves, respectively.

The eigenvector also contains useful information. For any forced or free wave propagation mode, the complex amplitude ratio of the momentum and density wave components are

$$
\begin{equation*}
\frac{\rho_{0} \hat{u}^{\star}}{\hat{\rho}^{\star}}=\frac{\hat{f}_{+}^{\star}-\hat{f}_{-}^{\star}}{\hat{f}_{-}^{\star}+\hat{f}_{0}^{\star}+\hat{f}_{+}^{\star}} . \tag{5.61}
\end{equation*}
$$

A simulation of free waves can be initialised exactly using (5.54) if the values of $\hat{f}_{i}^{\star}$ are known. On the other hand, if the initialisation is performed using standard acoustical expressions based on the Euler model,
several wave modes will be present simultaneously. The initial state will typically contain the intended wave mode with a small contribution of the mode of wave propagation in the opposite direction, leading to a slight standing wave effect in the simulation. We will demonstrate this in section 5.3.3.

### 5.3.2 Results

Analytically finding the eigenvectors $\hat{f}^{\star}$ in (5.59) seems to be a problem too difficult to handle for the computer algebra system used here. We will therefore restrict ourselves to the absorption and dispersion properties that can be found from $\hat{k}$ and $\hat{\omega}$. However, it was found numerically that the magnitude ratios and phase differences correspond with the DVBE linearisation results for forced waves (5.41c) and free waves (5.43b) in the limit of an infinitely fine numerical resolution [11].

To determine whether solutions of the eigenvalue problem (5.59) can be used to predict LB sound propagation, the predicted LB waves should be compared with actual waves. Indeed, this has been done previously both for free waves [77] and for forced waves [11]. We will also see in the next chapters that the solutions accurately predict LB wave propagation even for two-dimensional simulations of non-plane waves.

## Forced waves

In the case of forced waves, where $\hat{\omega}=\omega_{0}$, we can solve the characteristic polynomial for $\hat{k}$. There are two solutions, one for each direction of propagation. For propagation in the $+x$-direction, the exact analytical solution is

$$
\begin{equation*}
\hat{k}=\mathrm{i} \ln \left[\frac{3 \tau\left(\zeta^{2}-\zeta+1-\zeta^{-1}\right)+\zeta-2+\zeta^{-1}(3+\sqrt{3 \Xi})}{4+6 \tau(\zeta-1)-2 \zeta}\right] \tag{5.62}
\end{equation*}
$$

where the shorthands $\zeta=\mathrm{e}^{\mathrm{i} \omega_{0}}$ and

$$
\Xi=(\zeta+1)(\zeta-1)^{2}(\tau \zeta+1-\tau)\left(3 \tau \zeta^{2}-\zeta+3-3 \tau\right)
$$

have been used. While this solution is complicated, it is far less so than the exact solutions that have been judged too cumbersome to display elsewhere in this chapter.

If we series expand this exact solution, we can separate between the numerical error and the physical behaviour by nesting series expansions in $\omega_{0}$ into a series expansion in $X$. The angular frequency $\omega_{0}$ in lattice units expresses the numerical resolution as it determines the number of


Figure 5.14: The normalised inverse dispersion (upper) and the normalised absorption (lower) of forced waves as functions of the numerical resolution $\omega_{0}$ for three different values of $X$.
time steps that resolve a period of the wave. The series expansion is

$$
\begin{align*}
\frac{\hat{k}}{k_{0}}= & {\left[1+\frac{1}{12} \omega_{0}^{2}+\frac{13}{480} \omega_{0}^{4}+\mathcal{O}\left(\omega_{0}^{6}\right)\right] } \\
& -\mathrm{i} \frac{1}{2} X\left[1+\frac{5}{12} \omega_{0}^{2}+\mathcal{O}\left(\omega_{0}^{4}\right)\right]  \tag{5.63}\\
& -\frac{5}{8} X^{2}\left[1+\frac{13}{20} \omega_{0}^{2}+\mathcal{O}\left(\omega_{0}^{4}\right)\right]+\mathcal{O}\left(X^{3}\right)
\end{align*}
$$

This series expansion has at least two interesting consequences. Firstly, when the numerical resolution is infinitely refined as $\omega_{0}$ goes to zero, this series expansion goes to the DVBE solution (5.39c), as expected. Secondly, the numerical error is second-order in $\omega_{0}$. This shows analytically that LB is a second order scheme, at least in the linear limit, even with the "first order" discretisation of the DVBE.

The exact dispersion and absorption are shown in Figure 5.14.* The most striking result is how the character of the solution changes at $\omega \approx$ 1.23. Beyond this point, even waves in the inviscid limit $X=0$ are heavily absorbed. A closer look reveals that this is the point where $\lambda=2 \pi c / \omega_{0}=2$; the shortest wavelength which is possible to resolve in discretised space.

## Free waves

For free waves, $\hat{k}=k_{0}$. The wavenumber $k_{0}$ determines the number of nodes per wavelength, and expresses the numerical resolution like $\omega_{0}$ did in the forced wave case.

There are three different solutions of the characteristic polynomial, similar to the three wave modes found for the DVBE case. Two modes propagate in opposite directions. The third mode is diffusive and does not propagate. Unlike the forced wave case, the mathematical expression of all the three modes are too cumbersome to write out here.

For the DVBE model, the diffusive mode is immediately absorbed when $X=0$, i.e. when the solution relaxed immediately to equilibrium. For the LBE, the diffusive mode is immediately absorbed when $\tau=1$. This similarly corresponds to immediate relaxation to equilibrium, but it does not correspond to $X=0$. For general values of $\tau$, numerical experimentation indicates that the diffusive eigenvalue is $\mathrm{e}^{\mathrm{i} \hat{\omega}}=1-$ $1 / \tau$ for infinitely fine numerical resolution, i.e. $k_{0} \rightarrow 0$. This leads to the amplitude of the diffusive wave mode being under- or overrelaxed analogously to the BGK relaxation shown in Figure 4.4. Consequently, if
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Figure 5.15: The normalised dispersion (upper) and the normalised absorption (lower) of free waves as functions of the numerical resolution $k_{0}$ for three different values of $X$.
this mode is present at initialisation in a simulation at low viscosity, it will be slow to disappear.

The mode propagating in the $x$-direction can be expressed as the series expansion

$$
\begin{align*}
\frac{\hat{\omega}}{\omega_{0}}= & {\left[1-\frac{1}{36} k_{0}^{2}-\frac{1}{1440} k_{0}^{4}+\mathcal{O}\left(k_{0}^{6}\right)\right]+\mathrm{i} \frac{1}{2} X\left[1+\mathcal{O}\left(k_{0}^{4}\right)\right] }  \tag{5.64}\\
& +\frac{1}{8} X^{2}\left[1-\frac{1}{4} k_{0}^{2}+\mathcal{O}\left(k_{0}^{4}\right)\right]+\mathcal{O}\left(X^{3}\right)
\end{align*}
$$

As in the forced wave case, this reduces to the DVBE solution (5.42b) as $k_{0} \rightarrow 0$. The numerical accuracy is second order except the lowest order absorption, where the the lack of a $k_{0}^{2}$ term has been shown in an earlier numerical study [11].

Indeed, the exact dispersion and absorption, plotted in Figure 5.15, show that the absorption changes slowly with $k_{0}$. In addition, there is always zero absorption for $X=0$, unlike the forced wave case.

## Accuracy

We have seen that the lattice Boltzmann equation is second-order accurate in space and time, at least in the linear limit. As the numerical resolution is improved, the LBE solution converges to the solution of the discretevelocity Boltzmann equation, on which the LBE is based. This DVBE predicts the same lowest-order absorption but different dispersion to the isothermal Navier-Stokes-Fourier model. The series expansions of $\hat{k} / k_{0}(5.63)$ and $\hat{\omega} / \omega_{0}(5.64)$ quantify the severity of numerical errors in absorption and dispersion.

Let us determine when the numerical dispersion is one percent, meaning that numerical errors cause sound waves to propagate one percent more slowly than they should. For forced and free waves at low $X$, the series expansions indicate to a good approximation that this occurs when $\omega_{0}^{2} / 12=0.01$ and $k_{0}^{2} / 36=0.01$, respectively. Relating these to the wavelength, both lead to $\lambda_{0}=2 \pi / \sqrt{0.36} \approx 10.5$. Thus, with more than 10.5 nodes per wavelength, the numerical dispersion is less than one percent.

### 5.3.3 Example: Exact wave initialisation

The usefulness of the eigenvalue problem (5.59) is not limited to predicting the wavenumber $\hat{k}$ of forced waves or the frequency $\hat{\omega}$. The eigenvector $\hat{f}^{\star}$ can also be useful when initialising a simulation. Not so much in the forced wave case where the wave is generated by a source,* but more so
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Let us look at a simple one-dimensional free wave case. With one wavelength of a wave of spatially constant amplitude initialised inside a periodic system, an infinite wave is simulated. The initial conditions thus fulfil

$$
\begin{align*}
& \rho^{\prime}(x, 0)=\rho^{\star} \cos \left(-k_{0} x+\varphi_{\rho}\right)  \tag{5.65a}\\
& u^{\prime}(x, 0)=u^{\star} \cos \left(-k_{0} x+\varphi_{u}\right) \tag{5.65b}
\end{align*}
$$

for $0 \leq x \leq \lambda-1$, with the wavenumber being $k_{0}=2 \pi / \lambda$. The periodic boundary condition connects the nodes at $x=0$ and $x=\lambda-1$, making them neighbours.

One oft-used initialisation method for this case is to initialise at equilibrium with the amplitudes and phases initialised using the Euler-level relationships $\rho_{0} u^{\star}=c_{0} \rho^{\star}$ and $\varphi_{\rho}=\varphi_{u}$ [109-111]. These can be found from (5.22) with $X=0$. This results in an initial distribution function

$$
\begin{equation*}
f_{i}(x, 0)=\rho_{0} w_{i}+\rho^{\star} w_{i}\left(1+\xi_{i} / c_{0}\right) \cos \left(-k_{0} x+\varphi_{\rho}\right) \tag{5.66}
\end{equation*}
$$

In another, similar initialisation method the choice $u^{\star}=0$ is made instead [77, 112], so that the initial condition represents the superposition of two plane waves propagating in opposite directions.*

However, this type of initialisation is inexact for two reasons. Firstly, it neglects the small magnitude ratio difference and phase shift caused by viscosity and discretisation error, as described previously in this chapter. Secondly, the system is initialised at equilibrium with $f_{i}^{\text {neq }}=0$, a state which ends immediately when the simulations start unless $\tau=1$.

Instead, the free wave can be initialised using the eigenvalue problem (5.59). Nonlinear effects notwithstanding, this method should be exact since is based on an exact solution of the same problem. As the wavenumber $k_{0}$ is known from the system size $\lambda$, we can directly numerically find the eigenvector $\hat{f}^{\star}$ from the matrix $\hat{A}$ and use it to initialise the simulation as

$$
\begin{equation*}
f_{i}(x, 0)=\rho_{0} w_{i}+\operatorname{Re}\left(\hat{f}_{i}^{\star} \mathrm{e}^{-\mathrm{i} k_{0} x}\right) \tag{5.67}
\end{equation*}
$$

The two methods of initialisation can be compared directly to each other by simulation. We choose a system length of $\lambda=11$ which as previously shown should give a dispersion error of less than one percent. This choice corresponds to $\omega_{0} \approx 0.33$ and $k_{0} \approx 0.57$. A relaxation time of $\tau=0.52$ is chosen, resulting in an acoustic viscosity number $X \approx 0.013$. The amplitude was chosen as $\rho^{\star} / \rho_{0}=10^{-6}$ in order to avoid nonlinear effects.
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Figure 5.16: Normalised amplitude of the fundamental frequency component absorbed in time, for two different methods of free wave initialisation, along with the predicted Navier-Stokes model absorption. Simulation parameters are $\lambda=11, \tau=0.52$ (leading to $X \approx 0.013$ ), and $\rho^{\star} / \rho_{0}=10^{-6}$.

The comparison of the absorption in time for the two different initialisation methods is shown in Figure 5.16, along with the absorption (5.17) predicted from the Navier-Stokes-Fourier model. The eigenvector initialisation (5.67) and the Navier-Stokes-Fourier model agrees to plotting accuracy. However, with the Euler initialisation (5.66) the wave misbehaves, with a strong periodic ripple in the amplitude.

The errors in the Euler initialisation are caused by the wave being initialised in a way which is not fully consistent with the desired $+x$ propagating wave mode. The initialisation is based on Euler-level expressions which do not take into account the effects of viscosity and discretisation error. Consequently, the actual initialised state is a superposition of two waves: A strong one propagating in the $+x$-direction and a weak one propagating in the $-x$-direction.

The ripple in Figure 5.16 comes from constructive and destructive interference of the two waves. They are initialised at constructive interference, and interfere twice in each wave period. If this explanation of the Euler initialisation errors holds, the ripple period must be half of the wave's period, or approximately $\lambda / 2 c_{0} \approx 9.5$, which matches the observed ripple period quite well.

Of course, this example is somewhat exaggerated, with fairly large values of $k_{0}$ and $X$. If these quantities are smaller, the deviations between the two initialisation methods, which should scale with $k_{0}^{2}$ and $X^{2}$, will also decrease. Even so, the eigenvector-based initialisation should still be chosen if possible for the highest possible accuracy.

### 5.4 Summary and discussion

In this chapter, a linearisation analysis was applied to three comparable, but different models of a fluid: The isothermal Navier-Stokes-Fourier (N-S-F) model, the Boltzmann equation with discretised velocity space (DVBE), and the fully discretised lattice Boltzmann equation (LBE). The analysis resulted in a prediction of how sound would propagate for each model; most importantly, how the speed of sound and the absorption of sound would be altered by governing parameters. Forced wave results for a fourth model, called the Burnett model, were taken from the literature [27].

For the N-S-F model, the single governing parameter is the dimensionless acoustic viscosity number $X=\mathcal{O}(K n)$, which describes the effect of viscosity on sound propagation. This model and the DVBE and Burnett models do not agree beyond $\mathcal{O}(X)$. This is reasonable considering that the N-S-F model can be derived as a $\mathcal{O}(K n)$ approximation to the Boltzmann equation. Above this order, that model's predictions cannot be trusted.

The DVBE model is an intermediary step between the Boltzmann equation and the lattice Boltzmann equation, where velocity space has been discretised but not physical space and time. The sound propagation properties of this model also depend on the velocity set used when discretising the velocity space, and the sound waves' angle of propagation. For the D2Q9 velocity set, sound propagation is anisotropic at $\mathcal{O}\left(X^{3}\right)$ and at higher orders.

One particularly interesting result of this anisotropy is the maximum speed of sound at different angles. When a sound wave propagates along a main axis with the D2Q9 velocity set, dispersion causes the phase speed to go asymptotically to $c=\left|\xi_{i \in\{1-4\}}\right|=1$ as $X \rightarrow \infty$. This limit is reasonable, as a higher $c$ would break the CFL condition. However, as the propagation angle moves away from a main axis, the asymptotic phase speed decreases to a minimum of $1 / \sqrt{2}$ for diagonal propagation, as shown in Figure 5.11. In Chapter 7, which is about changing the model's equation of state and speed of sound, we will see that increasing the D2Q9 sound speed $c_{0}$ above $1 / \sqrt{2}$ leads to instability.

Finally, the linearisation analysis on the lattice Boltzmann equation itself shows that sound in LB simulations propagates as predicted by the DVBE model, with the addition of discretisation error terms which start at second order in the numerical resolution. The sound propagation properties of the LBE thus go asymptotically to those of the DVBE as the resolution is increased.

All analyses show major differences in the results for forced waves (generated by a source and absorbed with distance to the source) and free waves (plane waves of infinite extent and constant amplitude, absorbed with time). As an example taken from the isothermal N-S-F model,
the phase speed of forced waves increases with frequency, while for free waves it decreases with frequency. It is not possible to predict the sound propagation properties of one type of wave from those of the other [26]. While both types of wave will be used later in this thesis, only forced waves are physically realisable.

For simulations of sound in the audible range, the acoustic viscosity number $X$ is generally so small that the $\mathcal{O}\left(X^{2}\right)$ deviations between the models are entirely negligible. The discretisation error may as always be decreased by increasing the numerical resolution.

The sound propagation expressions for the DVBE model and the LBE are of course not fully general. These results depend on the choice of equilibrium distribution, propagation angle, and the choice of collision operator. However, for the fully one-dimensional case of plane wave propagation along a main axis with D2Q9, D3Q15, D3Q19, or D3Q27 velocity sets, the problem can be projected down to D1Q3. Then, any original linear collision operator of the form of (4.53) reduces to BGK, as there is only one remaining nonconserved parameter and consequently only one relevant relaxation time. As for dependence on the equilibrium distribution, we will look at a linearisation analysis of a more general equilibrium distribution in Chapter 7.

Plane waves have some different properties to other simple waveforms such as cylindrical and spherical waves. For instance, for $X=0$, spherical waves have a phase difference between the pressure and velocity component which goes asymptotically to $\pi / 2$ as the distance to the origin of the wave goes to 0 [24, Ch. 5]. However, since forced waves lead to a Helmholtz equation where $\hat{k}$ is independent of the waveform, as seen in section 2.3.2, we may expect that the plane wave wavenumber prediction is accurate also for other waveforms. In fact, we will see in Chapter 6 that the predicted wavenumber (5.62) accurately describes the propagation of a simulated cylindrical wave.

The work in this section may be extended by performing thorough analyses on the sound propagation properties of forced waves in the LBE for other velocity sets than D1Q3. This is necessary to describe the anisotropy of the discretisation error for each velocity set.* In the literature, such analyses currently only exist for free waves.

[^29]
## 6 Mesoscopic acoustic sources

Lattice Boltzmann simulations may deal with sound waves, but where can these sound waves come from?

In some cases, sound is generated aerodynamically by the instability of the flow field itself [42-50, 113-117]. In other cases, sound waves are set up through initial conditions; the initial distribution of $f_{i}$ is such that sound waves start propagating when the simulation starts running.* For free waves, this initial distribution is typically one wavelength of a sound wave, fit in a periodic system so that it represents a wave of infinite extent [77, 109-112], as done in section 5.3.3. For forced waves, there is typically an initial condition where the density is increased in an area, often with a Gaussian or similar distribution in space $[9,98,101,102,108$, 118-120]. This results in a wave propagating outwards from this area.

We will now look at yet another case, where sound is generated continuously throughout the simulation by some kind of source. One such method uses a time-varying boundary condition to generate a sound wave that propagates into the domain [121-123]. Another is based on pinning the density and optionally the velocity in one or more nodes to fixed, oscillating values, i.e.

$$
\begin{equation*}
\rho=\rho_{0}+\rho^{\star} \sin \left(\omega_{0} t\right) \tag{6.1}
\end{equation*}
$$

The earliest published instance of such an LB source was for a heavily modified LBM for wave propagation [124], equivalent to the TLM method $[125,126]$. Later versions of such sources were implemented for more standard LBMs for fluid flow [9-11, 86, 98, 99, 127-129].

The latter source method has its disadvantages. Firstly, it fully relaxes the source node(s) to equilibrium in each time step, locally removing the nonequilibrium distribution $f_{i}^{\text {neq }}$ which is relevant to the physical behaviour of the model. ${ }^{\dagger}$ Secondly, it can generate errors in the source node(s) by overwriting the density and fluid velocity of the background flow. This is most easily seen in the limit $\rho^{\star}=0$, where the method still
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Figure 6.1: Two approaches to multipole source terms in the wave equation. With the classic approach (left), source terms are added at the conservation equation level. With the current approach (right), a single source term is added at the kinetic level.
pins the density to $\rho_{0}$. Such errors will propagate outward, polluting the rest of the flow field. Thirdly, no expressions, neither regression- nor theory-based, have been found to relate the amplitudes and phases of the source node and the radiated wave. Therefore, it is hard to predict what comes out of such a source.

In this section we describe and verify a new type of source, based on adding a source term to the kinetic equation; either the Boltzmann equation or the lattice Boltzmann equation. This approach is somewhat analogous to the approach in section 2.3.4, where terms in the conservation equations for mass and momentum lead to multipole source terms in the wave equation. For example, an artificial mass flux source term in the mass conservation equation results in a monopole source term.

With the current method, we go one level deeper: Instead of source terms in the conservation equations, we put a more general particle source term in the kinetic equation. We will see that this causes source terms to appear in the conservation equations derived from the kinetic equation. These source terms lead in turn to source terms in the wave equation. The two different approaches are illustrated in Figure 6.1.

Other extensions to the lattice Boltzmann method also work by adding source terms to the lattice Boltzmann equation. For example, body forces [130], adjustable speed of sound [111], adjustable bulk viscosity [76, Ch. 3], and axisymmetric geometries [131, 132] have all been implemented in a similar way.

### 6.1 Source terms for the Boltzmann equation

First, we will go through the general case of a source term in the continuous Boltzmann equation. In section 6.2 we will look at the highly related and more directly applicable case of a source term in the lattice Boltzmann equation.

In this derivation, we will make certain approximations: We neglect the effects of heat conduction and molecular relaxation, and use the isentropic equation of state (2.23), to approximate $p$ from $\rho$ as

$$
\begin{equation*}
\frac{p}{p_{0}}=\left(\frac{\rho}{\rho_{0}}\right)^{\gamma} \tag{6.2}
\end{equation*}
$$

This equation of state lets us include the effects of equipartition of energy between translational and inner degrees of freedom.* It also leads to the ideal speed of sound $c_{0}^{2}=\partial p / \partial \rho=\gamma p_{0} / \rho_{0}$. Generalising the reference state, we have

$$
\begin{equation*}
c_{0}^{2}=\gamma p / \rho \tag{6.3}
\end{equation*}
$$

Next, we add a source term to the forceless Boltzmann equation (3.20) with the BGK collision operator (3.22),

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\xi \cdot \nabla f=j-\frac{1}{\tau}\left(f-f^{(0)}\right) \tag{6.4}
\end{equation*}
$$

where $j(x, \boldsymbol{\xi}, t)$ is the particle source term, which describes the rate at which particles are added into or removed from the distribution function $f(x, \xi, t)$. Consequently, the source term lets us specify not only how much mass is added, but also the velocity distribution of that mass. In fact, no net mass is necessarily added; for instance $j(x, \xi, t)$ could be an odd function in velocity space.

We will find the moments of $j$ very useful, and we define them similarly to the moments (3.23) of $f$,

$$
\begin{align*}
J_{0}(x, t) & =\int j(x, \xi, t) \mathrm{d} \xi  \tag{6.5a}\\
J_{\alpha}(x, t) & =\int \xi_{\alpha} j(x, \xi, t) \mathrm{d} \xi  \tag{6.5b}\\
J_{\alpha \beta}(x, t) & =\int \xi_{\alpha} \xi_{\beta} j(x, \xi, t) \mathrm{d} \xi \tag{6.5c}
\end{align*}
$$

and so forth. $J_{0}$ represents the instantaneous mass flux, $J_{\alpha}$ is associated with odd symmetries in velocity space, and $J_{\alpha \beta}$ is associated with even symmetries.
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### 6.1.1 Macroscopic conservation equations

Our goal now is to find the wave equation that results from the Boltzmann equation with an added source term. This must be found via the conservation equations, which in turn must be found via a Chapman-Enskog expansion of (6.4). As we only need the mass and momentum equations to derive the wave equation, it is easiest to perform a moment-based expansion as in section 4.1.2.

To close the expanded system of equations usefully, we must assume that the source term is at first order of smallness, i.e. $j \rightarrow \epsilon j$. (Expanding $j$ across several orders gives no extra benefit in this case.) Expanding (6.4) and separating the orders, we have

$$
\begin{align*}
\mathcal{O}(\epsilon): & \left(\frac{\partial}{\partial t_{1}}+\xi_{\alpha} \frac{\partial}{\partial x_{\alpha}}\right) f^{(0)} & =j-\frac{1}{\tau} f^{(1)},  \tag{6.6a}\\
\mathcal{O}\left(\epsilon^{2}\right): & \frac{\partial f^{(0)}}{\partial t_{2}}+\left(\frac{\partial}{\partial t_{1}}+\xi_{\alpha} \frac{\partial}{\partial x_{\alpha}}\right) f^{(1)} & =-\frac{1}{\tau} f^{(2)} . \tag{6.6b}
\end{align*}
$$

The zeroth to second order moments of the terms at first order in smallness are

$$
\begin{align*}
\frac{\partial \rho}{\partial t_{1}}+\frac{\partial \rho u_{\alpha}}{\partial x_{\alpha}} & =J_{0}  \tag{6.7a}\\
\frac{\partial \rho u_{\alpha}}{\partial t_{1}}+\frac{\partial \Pi_{\alpha \beta}^{(0)}}{\partial x_{\beta}} & =J_{\alpha}  \tag{6.7b}\\
\frac{\partial \Pi_{\alpha \beta}^{(0)}}{\partial t_{1}}+\frac{\partial \Pi_{\alpha \beta \gamma}^{(0)}}{\partial x_{\gamma}} & =J_{\alpha \beta}-\frac{1}{\tau} \Pi_{\alpha \beta}^{(1)}, \tag{6.7c}
\end{align*}
$$

and the zeroth and first order moments at second order in smallness are

$$
\begin{align*}
\frac{\partial \rho}{\partial t_{2}} & =0  \tag{6.8a}\\
\frac{\partial \rho u_{\alpha}}{\partial t_{2}}+\frac{\partial \Pi_{\alpha \beta}^{(1)}}{\partial x_{\beta}} & =0 \tag{6.8b}
\end{align*}
$$

As before, to find the momentum equation we must find $\Pi_{\alpha \beta}^{(1)}$ through

$$
\begin{align*}
\frac{\partial \Pi_{\alpha \beta}^{(0)}}{\partial t_{1}}+\frac{\partial \Pi_{\alpha \beta \gamma}^{(0)}}{\partial x_{\gamma}}= & p\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}\right)+\delta_{\alpha \beta}\left(\frac{\partial p}{\partial t_{1}}+\frac{\partial p u_{\gamma}}{\partial x_{\gamma}}\right)  \tag{6.9}\\
& +\left(u_{\alpha} J_{\beta}+u_{\beta} J_{\alpha}-u_{\alpha} u_{\beta} J_{0}\right)
\end{align*}
$$

The second parenthesis previously disappeared in the isothermal case where $\gamma=1$. In this more general case we will see that it leads to a
$\gamma$-dependent bulk viscosity. The parenthesis can be simplified by

$$
\frac{\partial p}{\partial t_{1}}=\frac{\partial p}{\partial \rho} \frac{\partial \rho}{\partial t_{1}}=c_{0}^{2} \frac{\partial \rho}{\partial t_{1}}, \quad \frac{\partial p}{\partial x_{\alpha}}=\frac{\partial p}{\partial \rho} \frac{\partial \rho}{\partial x_{\alpha}}=c_{0}^{2} \frac{\partial \rho}{\partial x_{\alpha}}
$$

to get

$$
\frac{\partial p}{\partial t_{1}}+\frac{\partial p u_{\gamma}}{\partial x_{\gamma}}=c_{0}^{2} J_{0}+\left(p-c_{0}^{2} \rho\right) \frac{\partial u_{\gamma}}{\partial x_{\gamma}}=c_{0}^{2} J_{0}+p(1-\gamma) \frac{\partial u_{\gamma}}{\partial x_{\gamma}}
$$

This gives us the first order perturbation to the second order moment of $f$,

$$
\begin{align*}
\Pi_{\alpha \beta}^{(1)}= & -p \tau\left[\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}+\delta_{\alpha \beta}(1-\gamma) \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right]  \tag{6.10}\\
& +\tau\left(J_{\alpha \beta}-\delta_{\alpha \beta} c_{0}^{2} J_{0}-u_{\alpha} J_{\beta}-u_{\beta} J_{\alpha}+u_{\alpha} u_{\beta} J_{0}\right)
\end{align*}
$$

Now we can find the mass and momentum conservation equations,

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\frac{\partial \rho u_{\alpha}}{\partial x_{\alpha}}= & J_{0}  \tag{6.11a}\\
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial x_{\beta}}= & -\frac{\partial p}{\partial x_{\alpha}}+\frac{\partial \sigma_{\alpha \beta}^{\prime}}{\partial x_{\beta}}  \tag{6.11b}\\
& +J_{\alpha}-\frac{\partial}{\partial x_{\beta}} \tau\left(J_{\alpha \beta}-\delta_{\alpha \beta} c_{0}^{2} J_{0}-u_{\alpha} J_{\beta}-u_{\beta} J_{\alpha}+u_{\alpha} u_{\beta} J_{0}\right)
\end{align*}
$$

with a stress tensor

$$
\begin{equation*}
\sigma_{\alpha \beta}^{\prime}=p \tau\left[\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}+\delta_{\alpha \beta}(1-\gamma) \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right] . \tag{6.11c}
\end{equation*}
$$

The bulk viscosity $v_{\mathrm{B}}=(5 / 3-\gamma) v$ contained in this stress tensor has been found in previous literature for the same limit of instant equilibration of energy between degrees of freedom [55, 133]. This bulk viscosity also has some familiar limits: For a monatomic gas, $\gamma=5 / 3$ and $\nu_{B}=0$, as found in section 3.8. For an isothermal gas, $\gamma=1$ and $v_{\mathrm{B}} / \nu=2 / 3$, as found in section 4.1.2.

Comparing with the classic source terms in (2.60), we find that the zeroth moment $J_{0}$ is equivalent to the mass flux source term $Q$, as could be expected, and the first moment $J_{\alpha}$ is analogous to the body force density $F_{\alpha}$. The terms in the momentum equation which are proportional to $\tau$ have no such analogue.

### 6.1.2 Linear wave equation

From these conservation equations, we can derive the wave equation. We will perform this derivation under the assumption that the acoustic
fluctuation and viscosity are both small, so that we can linearise by dropping the source moment terms that include both the relaxation time $\tau$ and the fluid velocity $\boldsymbol{u}$.

Deriving the wave equation as done previously in section 2.3 but with the inhomogenous continuity equation, we find

$$
\begin{equation*}
\frac{\partial^{2} \sigma_{\alpha \beta}^{\prime}}{\partial x_{\alpha} \partial x_{\beta}}=\left(\frac{4}{3} \mu+\mu_{\mathrm{B}}\right) \nabla^{2} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}=-\tau_{v} \nabla^{2} \frac{\partial p}{\partial t}+\tau \frac{3-\gamma}{\gamma} \frac{\partial^{2} \delta_{\alpha \beta} c_{0}^{2} J_{0}}{\partial x_{\alpha} \partial x_{\beta}} \tag{6.12}
\end{equation*}
$$

and consequently

$$
\begin{align*}
{\left[\frac{1}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\left(1+\tau_{v} \frac{\partial}{\partial t}\right) \nabla^{2}\right] p=} & \frac{\partial J_{0}}{\partial t}-\frac{\partial J_{\alpha}}{\partial x_{\alpha}}  \tag{6.13}\\
& +\tau \frac{\partial^{2}\left(J_{\alpha \beta}-3 \delta_{\alpha \beta} c_{0}^{2} J_{0} / \gamma\right)}{\partial x_{\alpha} \partial x_{\beta}}
\end{align*}
$$

Comparing with the general inhomogeneous wave equation (2.54), the multipole source strengths are

$$
\begin{equation*}
\mathcal{T}_{0}=\frac{\partial J_{0}}{\partial t}, \quad \mathcal{T}_{\alpha}=-J_{\alpha}, \quad \mathcal{T}_{\alpha \beta}=\tau\left(J_{\alpha \beta}-3 \delta_{\alpha \beta} c_{0}^{2} J_{0} / \gamma\right) \tag{6.14}
\end{equation*}
$$

As the relaxation time $\tau=\mu / p$ is typically very small, the quadrupole strength resulting from $j$ is typically negligible. This could have been expected by the fact that $J_{\alpha \beta}$ appears through $\Pi_{\alpha \beta}^{(1)}$, which is of one order deeper in the smallness parameter $\epsilon$ than the Euler-level terms.

Going to the Burnett level, another order deeper in $\epsilon$, might lead to a $\partial^{2} J_{\alpha \beta \gamma} / \partial x_{\beta} \partial x_{\gamma}$ term in the momentum equation, leading in turn to an octupole term in the wave equation. However, since this term would be at a further level of smallness, it should be even more negligible than the quadrupole term.

### 6.2 Source terms for the lattice Boltzmann equation

Now that we know and understand the effect of adding a source term to the Boltzmann equation, it is time to investigate what happens when we similarly add a source term to the lattice Boltzmann equation.

We start by inputting a source term into the isothermal discretevelocity Boltzmann equation (4.3),

$$
\begin{equation*}
\frac{\partial f_{i}}{\partial t}+\xi_{i \alpha} \frac{\partial f_{i}}{\partial x_{\alpha}}=j_{i}-\frac{1}{\tau}\left(f_{i}-f_{i}^{(0)}\right) \tag{6.15}
\end{equation*}
$$

Since we know from the derivation in 4.1.2 that the DVBE results in the same mass and momentum equations as the continuous Boltzmann
equation (with the exception of a negligible error term), we know that the effect of the source term at this stage in the discretisation process corresponds with that found in the previous section. However, we must consider what happens when we discretise time and space to get a lattice Boltzmann equation with a source term.

We'll assume in this section that we choose the first-order discretisation of the $f_{i}$-related terms as in section 4.2.1. Thus, by integrating along the characteristic as in section 4.2, the discretised LBE is

$$
\begin{align*}
f_{i}\left(x+\boldsymbol{\xi}_{i}, t+1\right)-f_{i}(x, t)= & \int_{0}^{1} j_{i}\left(x+\boldsymbol{\xi}_{i} a, t+a\right) \mathrm{d} a  \tag{6.16}\\
& -\frac{1}{\tau}\left[f_{i}(x, t)-f_{i}^{(0)}(x, t)\right] .
\end{align*}
$$

We must now consider how to approximate the integral over $j_{i}$. In the following derivations, we will assume that the source moments are defined as discrete analogues to (6.5), i.e. as

$$
\begin{align*}
J_{0}(x, t) & =\sum_{i} j_{i}(x, \xi, t),  \tag{6.17a}\\
J_{\alpha}(x, t) & =\sum_{i} \xi_{i \alpha} j_{i}(x, \xi, t),  \tag{6.17b}\\
J_{\alpha \beta}(x, t) & =\sum_{i} \xi_{i \alpha} \xi_{i \beta} j_{i}(x, \xi, t), \tag{6.17c}
\end{align*}
$$

and so forth.

### 6.2.1 First order discretisation

Approximating the integral using the rectangle method as in section 4.2.1, the LBE becomes

$$
\begin{equation*}
f_{i}\left(x+\xi_{i}, t+1\right)-f_{i}(x, t)=j_{i}(x, t)-\frac{1}{\tau}\left[f_{i}(x, t)-f_{i}^{(0)}(x, t)\right] . \tag{6.18}
\end{equation*}
$$

Performing subsequent Taylor and Chapman-Enskog expansions and separating the orders, we have

$$
\begin{align*}
& \mathcal{O}(\epsilon): \quad\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}^{(0)}=j_{i}-\frac{1}{\tau} f_{i}^{(1)},  \tag{6.19a}\\
& \mathcal{O}\left(\epsilon^{2}\right): \quad \frac{\partial f_{i}^{(0)}}{\partial t_{2}}+\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right)\left(1-\frac{1}{2 \tau}\right) f_{i}^{(1)}  \tag{6.19b}\\
& =-\frac{1}{2}\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) j_{i}-\frac{1}{\tau} f_{i}^{(2)} .
\end{align*}
$$

Following the previous derivation with the additional assumption of $\partial j_{i} / \partial t_{2}=0$, we end up with the macroscopic conservation equations

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\frac{\partial \rho u_{\alpha}}{\partial x_{\alpha}}= & J_{0}-\frac{1}{2}\left(\frac{\partial J_{0}}{\partial t}+\frac{\partial J_{\alpha}}{\partial x_{\alpha}}\right)  \tag{6.20a}\\
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial x_{\beta}}= & -\frac{\partial p}{\partial x_{\alpha}}+\frac{\partial \sigma_{\alpha \beta}^{\prime}}{\partial x_{\beta}}+\left(1-\frac{1}{2} \frac{\partial}{\partial t}\right) J_{\alpha}-\frac{\partial \tau J_{\alpha \beta}}{\partial x_{\beta}}  \tag{6.20b}\\
& +\frac{\partial}{\partial x_{\beta}}\left(\tau-\frac{1}{2}\right)\left(\delta_{\alpha \beta} c_{0}^{2} J_{0}+u_{\alpha} J_{\beta}+u_{\beta} J_{\alpha}-u_{\alpha} u_{\beta} J_{0}\right)
\end{align*}
$$

with the stress tensor

$$
\begin{equation*}
\sigma_{\alpha \beta}^{\prime}=\rho c_{0}^{2}\left(\tau-\frac{1}{2}\right)\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}\right) \tag{6.20c}
\end{equation*}
$$

The viscosities are the same as before for the first-order discretisation, $v=c_{0}^{2}(\tau-1 / 2)$ and $v_{\mathrm{B}} / v=2 / 3$.

The linearised wave equation derived from these conservation equations is

$$
\begin{align*}
{\left[\frac{1}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\left(1+\tau_{v} \frac{\partial}{\partial t}\right) \nabla^{2}\right] p } & =\left(1-\frac{1}{2} \frac{\partial}{\partial t}\right) \frac{\partial J_{0}}{\partial t}-\frac{\partial J_{\alpha}}{\partial x_{\alpha}}  \tag{6.21}\\
& +\tau \frac{\partial^{2} J_{\alpha \beta}}{\partial x_{\alpha} \partial x_{\beta}}-\left(\tau-\frac{1}{2}\right) \frac{\partial^{2} 3 \delta_{\alpha \beta} c_{0}^{2} J_{0}}{\partial x_{\alpha} \partial x_{\beta}}
\end{align*}
$$

with multipole strengths

$$
\begin{gather*}
\mathcal{T}_{0}=\left(1-\frac{1}{2} \frac{\partial}{\partial t}\right) \frac{\partial J_{0}}{\partial t}, \quad \mathcal{T}_{\alpha}=-J_{\alpha}  \tag{6.22}\\
\mathcal{T}_{\alpha \beta}=\tau J_{\alpha \beta}-\left(\tau-\frac{1}{2}\right) 3 \delta_{\alpha \beta} c_{0}^{2} J_{0}
\end{gather*}
$$

Comparing these with the multipole strengths (6.14) of the undiscretised Boltzmann equation, we clearly see two effects of the discretisation error. Firstly, there is an extra term in the monopole strength, which is less relevant at low frequencies. Secondly, the quadrupole strength does not disappear with viscosity as in the continuous case; in the inviscid case $\tau=1 / 2$ we have $\mathcal{T}_{\alpha \beta}=J_{\alpha \beta} / 2$.

In other words, the errors that occur when performing this discretisation of the source term in space and time have the beneficial effect of giving non-vanishing quadrupoles even at low viscosities.

### 6.2.2 Second order discretisation

For comparison, let us now look at the second order discretisation. Using the trapeze method as in section 4.2.2 to approximate the integral, the

LBE becomes

$$
\begin{align*}
f_{i}\left(\boldsymbol{x}+\boldsymbol{\xi}_{i}, t+1\right)-f_{i}(\boldsymbol{x}, t)= & \frac{1}{2}\left[j_{i}\left(\boldsymbol{x}+\boldsymbol{\xi}_{i}, t+1\right)+j_{i}(\boldsymbol{x}, t)\right] \\
& -\frac{1}{\tau}\left[f_{i}(\boldsymbol{x}, t)-f_{i}^{(0)}(\boldsymbol{x}, t)\right] \tag{6.23}
\end{align*}
$$

Thus, when calculating $f_{i}\left(x+\boldsymbol{\xi}_{i}, t+1\right)$ we add particles both for the current time step in the current node, and for the next time step in the neighbouring node.

Performing the Taylor and Chapman-Enskog expansions and separating the orders, we have

$$
\begin{align*}
\mathcal{O}(\epsilon): & \left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}^{(0)} & =j_{i}-\frac{1}{\tau} f_{i}^{(1)}  \tag{6.24a}\\
\mathcal{O}\left(\epsilon^{2}\right): & \frac{\partial f_{i}^{(0)}}{\partial t_{2}}+\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right)\left(1-\frac{1}{2 \tau}\right) f_{i}^{(1)} & =-\frac{1}{\tau} f_{i}^{(2)}
\end{align*}
$$

Except for the parenthesis $(1-1 / 2 \tau)$, which changes the relation between $\tau$ and $v$, this is equivalent to the continuous case. The conservation equations are the same as (6.11), except with $\gamma=1$, and we therefore get an equivalent wave equation,

$$
\begin{align*}
{\left[\frac{1}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}}-\left(1+\tau_{v} \frac{\partial}{\partial t}\right) \nabla^{2}\right] p=} & \frac{\partial J_{0}}{\partial t}-\frac{\partial J_{\alpha}}{\partial x_{\alpha}} \\
& +\left(\tau-\frac{1}{2}\right) \frac{\partial^{2}\left(J_{\alpha \beta}-3 \delta_{\alpha \beta} c_{0}^{2} J_{0}\right)}{\partial x_{\alpha} \partial x_{\beta}} \tag{6.25}
\end{align*}
$$

and equivalent multipole source strengths

$$
\begin{equation*}
\mathcal{T}_{0}=\frac{\partial J_{0}}{\partial t}, \quad \mathcal{T}_{\alpha}=-J_{\alpha}, \quad \mathcal{T}_{\alpha \beta}=\left(\tau-\frac{1}{2}\right)\left(J_{\alpha \beta}-3 \delta_{\alpha \beta} c_{0}^{2} J_{0}\right) \tag{6.26}
\end{equation*}
$$

As in the continuous case, the quadrupole strength disappears with the viscosity. Consequently, while this discretisation is more true to the continuous case, the first order discretisation is paradoxically more useful because its discretisation errors allow the generation of quadrupoles even at $\tau=1 / 2$.

### 6.2.3 Multipole basis

Regardless of the chosen discretisation, how we add particles through $j_{i}$ will determine which multipole moments $J$ we generate. The question is now how to add particles in unique ways that generate only one multipole moment at a time.


Figure 6.2: The $x-y$ (solid) and $x^{\prime}-y^{\prime}$ (dashed) coordinate systems.

For a velocity set with $q$ velocities, $j_{i}$ can be seen as a $q$-dimensional vector, which can be found from a $q$-dimensional orthogonal particle source basis vector $B_{j}$ as $j=A B$. The transformation matrix $A_{i j}$ can be chosen so that each component of $B_{j}$ represents the strength of a particular multipole.

As all LB velocity sets are symmetric and have an odd number of velocities, one reasonable choice is to have one monopole in addition to $(q-1) / 2$ pairs of oddly symmetric dipoles and evenly symmetric longitudinal quadrupoles; one such pair for each pair of opposing velocities $\xi_{i}$. As we soon shall see, these longitudinal quadrupoles may also be used to construct lateral quadrupoles.

As a concrete example, take the D2Q9 velocity set described in section 4.1.3. Here we get one monopole, four dipoles, and four longitudinal quadrupoles, as shown in Figure 6.3. For the diagonal dipoles and quadrupoles we have introduced a new $x^{\prime}-y^{\prime}$ coordinate system, rotated $\pi / 4$ to the $x-y$ system, as shown in Figure 6.2. The particle source term $j_{i}$ is related to the multipole bases $B_{j}$ through the transformation matrix $A_{i j}$ as

$$
\left[\begin{array}{l}
j_{0}  \tag{6.27}\\
j_{1} \\
j_{2} \\
j_{3} \\
j_{4} \\
j_{5} \\
j_{6} \\
j_{7} \\
j_{8}
\end{array}\right]=\left[\begin{array}{ccccccccc}
w_{0} & 0 & 0 & -1 & -1 & 0 & 0 & -1 / 2 & -1 / 2 \\
w_{1} & 1 / 2 & 0 & 1 / 2 & 0 & 0 & 0 & 0 & 0 \\
w_{2} & 0 & 1 / 2 & 0 & 1 / 2 & 0 & 0 & 0 & 0 \\
w_{3} & -1 / 2 & 0 & 1 / 2 & 0 & 0 & 0 & 0 & 0 \\
w_{4} & 0 & -1 / 2 & 0 & 1 / 2 & 0 & 0 & 0 & 0 \\
w_{5} & 0 & 0 & 0 & 0 & 1 / \sqrt{8} & 0 & 1 / 4 & 0 \\
w_{6} & 0 & 0 & 0 & 0 & 0 & 1 / \sqrt{8} & 0 & 1 / 4 \\
w_{7} & 0 & 0 & 0 & 0 & -1 / \sqrt{8} & 0 & 1 / 4 & 0 \\
w_{8} & 0 & 0 & 0 & 0 & 0 & -1 / \sqrt{8} & 0 & 1 / 4
\end{array}\right]\left[\begin{array}{c}
B_{0} \\
B_{x} \\
B_{y} \\
B_{x x} \\
B_{y y} \\
B_{x^{\prime}} \\
B_{y^{\prime}} \\
B_{x^{\prime} x^{\prime}} \\
B_{y^{\prime} y^{\prime}}
\end{array}\right] .
$$

The diagonal multipoles, i.e. the ones oriented in the $x^{\prime}$ and $y^{\prime}$ directions, are scaled so that they radiate with the same strength as the multipoles oriented in the $x$ and $y$ directions.

From the values of $j_{i}$ generated by each multipole basis $B_{j}$, we can find the corresponding source moments $J$. Table 6.1 shows how the multipole basis defined by (6.27) maps onto the source moments defined in (6.17). The monopole has a quadrupole component due to its even symmetry. The non-diagonal dipoles and quadrupoles map exactly onto the corresponding source moments; the diagonal ones would similarly

(a) Monopole


(d) $x^{\prime}$-dipole

(f) $x x$-quadrupole

(e) $y^{\prime}$-dipole

(g) yy-quadrupole

(h) $x^{\prime} x^{\prime}$-quadrupole

(i) $y^{\prime} y^{\prime}$-quadrupole

Figure 6.3: Graphical overview of the nine multipole bases for the D2Q9 velocity set.

Table 6.1: Nonzero moments of the D2Q9 basis multipoles $B_{j}$

|  | $B_{0}$ | $B_{x}$ | $B_{y}$ | $B_{x x}$ | $B_{y y}$ | $B_{x^{\prime}}$ | $B_{y^{\prime}}$ | $B_{x^{\prime} x^{\prime}}$ | $B_{y^{\prime} y^{\prime}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $J_{0}$ | 1 |  |  |  |  |  |  |  |  |
| $J_{x}$ |  | 1 |  |  |  | $1 / \sqrt{2}$ | $-1 / \sqrt{2}$ |  |  |
| $J_{y}$ |  |  | 1 |  |  | $1 / \sqrt{2}$ | $1 / \sqrt{2}$ |  |  |
| $J_{x x}$ | $c_{0}^{2}$ |  |  | 1 |  |  |  | $1 / 2$ | $1 / 2$ |
| $J_{y y}$ | $c_{0}^{2}$ |  |  |  | 1 |  |  | $1 / 2$ | $1 / 2$ |
| $J_{x y}$ |  |  |  |  |  |  |  | $1 / 2$ | $-1 / 2$ |
| $J_{y x}$ |  |  |  |  |  |  |  | $1 / 2$ | $-1 / 2$ |


(a) $x y$-quadrupole

(b) $x^{\prime} y^{\prime}$-quadrupole

Figure 6.4: Virtual bases for lateral quadrupoles, constructed from the longitudinal quadrupole bases.
map exactly onto hypothetical source moments in the $x^{\prime}-y^{\prime}$ coordinate system.

To represent the dipole and quadrupole strengths, the dipole vector and the symmetric quadrupole tensor can be introduced [36],

$$
\mathcal{D}=\left[\begin{array}{c}
\mathcal{T}_{x}  \tag{6.28}\\
\mathcal{T}_{y}
\end{array}\right], \quad \mathcal{Q}=\left[\begin{array}{ll}
\mathcal{T}_{x x} & \mathcal{T}_{y x} \\
\mathcal{T}_{x y} & \mathcal{T}_{y y}
\end{array}\right]
$$

With $B_{0}=0$, both possible discretisations of $j$ result in $\mathcal{T}_{\alpha \beta} \propto J_{\alpha \beta}$. With $B_{x x}=B_{y y}=0$, we can introduce a virtual basis $B_{x y}=B_{x^{\prime} x^{\prime}}=-B_{y^{\prime} y^{\prime}}$. Referring to Table 6.1, the quadrupole tensor becomes

$$
\mathcal{Q} \propto\left[\begin{array}{cc}
0 & B_{x y} \\
B_{x y} & 0
\end{array}\right] .
$$

Thus we can get lateral $x y$ quadrupoles by setting $B_{x^{\prime} x^{\prime}}=-B_{y^{\prime} y^{\prime}}$. Similarly we could get lateral $x^{\prime} y^{\prime}$ quadrupoles by setting $B_{x x}=-B_{y y}$. These virtual bases are shown in Figure 6.4.

In a sense, the basis we have chosen in (6.27) is overdetermined. We only need to have a basis that can recreate six different source moments: $J_{0}, J_{x}, J_{y}, J_{x x}, J_{y y}$, and $J_{x y}$. Consequently, not all nine basis multipoles
in (6.27) are necessary; we could make do with a basis containing $B_{0}, B_{x}$, $B_{y}, B_{x x}, B_{y y}$, and $B_{x y}$. However, while this would be a complete multipole basis, it would not be a complete basis for the nine distribution functions $f_{i}$. The chosen basis has the advantage of being trivial to extend to other velocity sets, such as the three-dimensional ones described in section 4.1.3.

### 6.3 Numerical experiments

To ensure that the lattice Boltzmann multipole sources work as expected, we must verify their behaviour with numerical experiments. We will use only the first order discretisation of the source term performed in section 6.2.1.

This section will use the linearised LBE described in section 4.1.4. This linearity lets us use complex phasor sources, which makes analysis simpler: Anywhere in the domain, we can find the local wave amplitude as $\left|\hat{p}^{\prime}\right|$ and the local wave phase as $\arg \left(\hat{p}^{\prime}\right)$. Only the fluctuating part $\hat{f}_{i}^{\prime}$ of $\hat{f}_{i}$ will be simulated.

Explicitly, the numerical scheme used is

$$
\begin{equation*}
\hat{f}_{i}^{\prime}\left(x+\xi_{i}, t+1\right)-\hat{f}_{i}^{\prime}(x, t)=\hat{j}_{i}-\frac{1}{\tau}\left[\hat{f}_{i}^{\prime}(x, t)-\hat{f}_{i}^{\prime(0)}(x, t)\right] \tag{6.29a}
\end{equation*}
$$

with an equilibrium distribution

$$
\begin{equation*}
\hat{f}_{i}^{\prime(0)}(x, t)=w_{i}\left(\hat{\rho}^{\prime}+\frac{\rho_{0} \hat{u}_{\alpha}^{\prime} \xi_{i \alpha}}{c_{0}^{2}}\right) \tag{6.29b}
\end{equation*}
$$

and moments

$$
\begin{equation*}
\hat{\rho}^{\prime}=\sum_{i} \hat{f}_{i}^{\prime}, \quad \rho_{0} \hat{u}_{\alpha}^{\prime}=\sum_{i} \xi_{i \alpha} \hat{f}_{i}^{\prime} \tag{6.29c}
\end{equation*}
$$

In the cases simulated here, the boundary condition at the edge of the simulated system will not matter; the simulation will be stopped before the first wavefront reaches the boundary.

The waves simulated here will all be forced waves, generated by a source. The exact D1Q3 forced wave numerical wavenumber ( 5.62 ) will be used in the following to match the numerical and the analytical solutions.

### 6.3.1 Plane waves

For the first, simplest case, we simulate forced plane waves generated at one end of the system and propagating towards the other.

Since this is an inherently one-dimensional problem, we use the onedimensional D1Q3 velocity set with velocities $\left(\xi_{-}, \xi_{0}, \xi_{+}\right)=(-1,0,1)$, weighting coefficients $\left(w_{-}, w_{0}, w_{+}\right)=(1 / 6,2 / 3,1 / 6)$, and speed of sound $c_{s}=1 / \sqrt{3}$. The source is a monopole point source, representing an
infinite pulsating plate in the $y-z$ plane, situated at the leftmost node at $x=0$. The particle source term consequently becomes

$$
\begin{equation*}
\hat{j}_{i}(x, t)=-\mathrm{i} w_{i} \mathrm{e}^{\mathrm{i} \omega_{0} t} S(t) \delta(x) \tag{6.30}
\end{equation*}
$$

Here $\delta(x)$ is a discrete delta function which equals 1 for $x=0$ and 0 otherwise, while $S(t)$ is the Heaviside step function,

$$
S(t)= \begin{cases}0 & \text { for } t<0,  \tag{6.31}\\ \frac{1}{2} & \text { for } t=0, \\ 1 & \text { for } t>0\end{cases}
$$

This function is present to account for the fact that the source does not radiate before the simulation starts at $t=0$. Also, the complex source is phase shifted so that its real, physical part $j_{i}=\operatorname{Re}\left(\hat{j}_{i}\right)$ smoothly starts to increase from 0 at $t=1$.

A symmetry boundary condition was chosen at $x=0$, where the unknown distribution function $\hat{f}_{+}^{\prime}(0, t)$, which represents particles entering the $x=0$ node from outside the system, is set equal to the known distribution function $\hat{f}_{-}^{\prime}(0, t)$, which represents particles entering that node from inside the system. This simulates a source which is radiating equally into the simulated domain at $x>0$ and a symmetric domain at $x<0$.

## Simple forced wave

The first simulation is performed with relaxation time $\tau=0.6$, and source frequency $\omega_{0}=0.1$, leading to an acoustic viscosity number $X=0.02$. Due to linearity, the source strength $\hat{p}^{\star}$ is arbitrary. The simulation is stopped when the first wavefront has reached the position $\alpha_{x} x=1$.

Using section 2.3.4 and approximating* the multipole strengths (6.22) of the discrete source term, we find the steady-state analytical solution of this plane wave case as

$$
\begin{equation*}
\hat{p}^{\prime}(x, t)=-\mathrm{i} \hat{p}^{\star} \frac{c_{0}}{2} \mathrm{e}^{-\alpha_{x} x} \mathrm{e}^{\mathrm{i}\left(\omega_{0} t-k x\right)} \tag{6.32}
\end{equation*}
$$

The simulation results are compared with this analytical solution in Figure 6.5. Both the amplitude and the real part of the wave are compared directly, without any artificial scaling or phase shifting of the solutions. There is an excellent match between the numerical and analytical solutions except near the first wavefront, where the numerical solution has simply not had the time to propagate farther before the simulation was stopped.

[^32]

Figure 6.5: Comparison of numerical and steady-state analytical solution of a forced plane wave being radiated into a viscous fluid. Simulation parameters are $\tau=0.6$, source frequency $\omega_{0}=0.1$, and acoustic viscosity number $X=0.02$.

Interestingly, the numerical solution is terminated with a bump and a smooth transition to zero, which will be examined next.

Comparing the amplitudes of the numerical and the analytical solution (6.32), we find a relative error of constant amplitude,

$$
\left|\frac{\left|\hat{p}^{\prime}\right|_{\text {num }}-\left|\hat{p}^{\prime}\right|_{\text {ana }}}{\left|\hat{p}^{\prime}\right|_{\text {ana }}}\right| \simeq 0.0019
$$

everywhere except near the first wavefront. The phase error is similarly constant, at

$$
\arg \left(\hat{p}_{\text {ana }}^{\prime}\right)-\arg \left(\hat{p}_{\text {num }}^{\prime}\right) \simeq 0.03 \simeq 0.01 \pi
$$

We defer a proper numerical benchmarking of the lattice Boltzmann sources to the end of this chapter.

## Precursors

As noted, there is a bump near the first wavefront in Figure 6.5. Such transients, often called precursors, appear when a sound wave is radiated into a viscous fluid, and have previously been described in the literature [134]. Close to the source, i.e. for $\alpha_{x} x \ll 1$, the precursor is weak. However, it is attenuated at a slower rate than the wave itself, and will be clearly visible

## Precursors

In general, transients that occur when a wave is radiated into a dispersive medium at $\alpha_{x} x \sim 1$ and increasingly significant above.

If the boundary condition at $x=0$ is $u^{\prime}=u^{\star} \sin \left(\omega_{0} t\right) S(t)$, the radiated transient solution is [134]

$$
\begin{equation*}
u^{\prime}(x, t)=u_{\mathrm{st}}^{\prime}(x, t)+u_{\mathrm{tr}}^{\prime}(x, t) \tag{6.33a}
\end{equation*}
$$

where the truncated steady-state part $u_{\mathrm{st}}^{\prime}$ and the transient part $u_{\mathrm{tr}}^{\prime}$ are given by

$$
\begin{align*}
& u_{\mathrm{st}}^{\prime}(x, t)=u^{\star} \mathrm{e}^{-\alpha_{x} x} \sin \left(\omega_{0} t-k x\right) S(\omega t-k x)  \tag{6.33b}\\
& u_{\mathrm{tr}}^{\prime}(x, t)=\frac{u^{\star}}{2} \mathrm{e}^{-\left(\omega_{0} t-k x\right)^{2} / 4 \alpha_{x} x} \operatorname{Im}\left[w\left(\sqrt{\alpha_{x} x}+\mathrm{i} \frac{\left|\omega_{0} t-k x\right|}{\sqrt{4 \alpha_{x} x}}\right)\right] \tag{6.33c}
\end{align*}
$$

$w(\ldots)$ being the complex error function known as the Faddeeva function. $u_{\mathrm{st}}^{\prime}(x, t)$ is a normal steady-state solution, truncated at the first wavefront by the Heaviside function. The transient solution $u_{\mathrm{tr}}^{\prime}(x, t)$ represents the precursor caused by the viscosity.

While the source in the simulation is a monopole and therefore has $u=0$ at $x=0$, the specified velocity boundary condition still holds for the $x>0$ domain. It is merely cancelled at $x=0$ by the velocity component of the wave radiated into the $x<0$ domain.

The numerical solution is compared with (6.33) in Figure 6.6. At the same resolution as in Figure 6.5, the solutions match almost to plotting accuracy. At reduced resolution with $\omega_{0}=0.5$ and $X=0.02$ held constant, the precursor is smeared out and does not fit the analytical solution well. Even so, the analytical and numerical solution well away from the first wavefront and precursor match very well, as the exact D1Q3 numerical wavenumber (5.62) is used in the comparision.

Note also that the normalised wavelength $\alpha_{x} \lambda$ is longer in the lowresolution case. This is as expected from equation (5.63), which predicts

$$
\alpha_{x} \lambda=-2 \pi \frac{\operatorname{Im}(\hat{k})}{\operatorname{Re}(\hat{k})} \approx \pi X \frac{1+5 \omega_{0}^{2} / 24}{1+\omega_{0}^{2} / 12}
$$

assuming $\omega_{0}^{4} \ll \omega_{0}^{2}$, i.e. a normalised wavelength that increases with a coarser numerical resolution.

## Inviscid forced wave

Previous authors have successfully simulated LB sound waves at a very low viscosity $[45,108,115,120]$. We will now attempt to perform a simulation at $\tau=0.5$, with no viscosity at all.

The simulation is set up like before. The numerical frequency is set to $\omega_{0}=0.1$, and since the simulation is inviscid, we have an acoustic viscosity number $X=0$.

The simulation results are compared with the analytical truncated steady-state solution in Figure 6.7(a). The real part $p^{\prime}$ of the numerical solution is smooth and matches the analytical solution very well, apart from a small amount of smoothing near the first wavefront. The wave amplitude $\left|\hat{p}^{\prime}\right|$ shows some ripple, especially around the first wavefront. Since this ripple is not present in the real part $p^{\prime}$ of the full complex solution $\hat{p}^{\prime}$, it must be contained in the imaginary part $\operatorname{Im}\left(\hat{p}^{\prime}\right)$.


Figure 6.6: Numerical and analytical solutions of a forced plane wave in a viscous fluid, near the first wavefront. Note how the discretisation error affects the wavelength.

As the imaginary part of the source function (6.30) starts sharply as $\cos \left(\omega_{0} t\right) S(t)$ unlike the real part which starts smoothly as $\sin \left(\omega_{0} t\right) S(t)$, it is clear that such ripples occur when starting the source sharply.

A likely cause for this effect is that the Heaviside function in the source function $\hat{j}_{i}$ represents a rectangular half-window, giving a truncated steady-state solution of

$$
\begin{equation*}
\hat{p}^{\prime}(x, t)=\hat{p}^{\star} \mathrm{e}^{\mathrm{i}\left(\omega_{0} t-k x\right)} S\left(\omega_{0} t-k x\right) \tag{6.34}
\end{equation*}
$$

From signal theory it is well-known that multiplying a single-frequency signal with a window function results in spectral leakage, meaning that unwanted frequency components appear in the resulting signal. With the rectangular window, this effect is especially prominent [135, Ch. 10].

## Window function

A function of time, only non-zero inside an interval. Typically multiplied with a finite time signal to minimise spectral leakage.

## Spectral leakage

A spreading of a signal's frequency components which occurs when the signal is finite in the time domain


Figure 6.7: Comparison of two methods of starting an acoustic source in a simulation with $\omega_{0}=0.1$ and $\tau=0.5$

Consequently, with a rectangular half-window as in the simulation, the signal contains additional frequency components different from $\omega_{0}$. Since there is an element of numerical dispersion in the LBM as shown in section 5.3, these other frequency components propagate with a slightly different phase speed. Thus, numerical dispersion near the first wavefront is likely the cause of the ripple.

In signal analysis, other window functions can used that have less spectral leakage than a rectangular window. No window functions can avoid it entirely, but one simple window function with better properties is the Hann window, also known as the von Hann or Hanning window [135, Ch. 10]. Adapting it to a half-window covering one wavelength, we get

$$
W(t)=\left\{\begin{array}{cl}
S(t)\left[\frac{1}{2}-\frac{1}{2} \cos \left(\omega_{0} t / 2\right)\right] & \text { for } t \leq 2 \pi / \omega_{0}  \tag{6.35}\\
1 & \text { for } 2 \pi / \omega_{0} \leq t
\end{array}\right.
$$

Using this Hann half-window instead of the Heaviside function, the source function is

$$
\begin{equation*}
\hat{j}_{i}(x, t)=-\mathrm{i} w_{i} \mathrm{e}^{\mathrm{i} \omega_{0} t} W(t) \delta(x) \tag{6.36}
\end{equation*}
$$

giving an analytical solution

$$
\begin{equation*}
\hat{p}^{\prime}(x, t)=\hat{p}^{\star} \mathrm{e}^{\mathrm{i}\left(\omega_{0} t-k x\right)} W\left(\omega_{0} t-k x\right) \tag{6.37}
\end{equation*}
$$

The result of a simulation performed like as before but with a Hann half-window is shown in Figure 6.7(b). We see that using the Hann halfwindow fully eliminates the ripple near the first wavefront, with only a minor deviation remaining.

### 6.3.2 Multipoles in two dimensions

Having verified that the source term works in one dimension, we turn our attention to multipole sources in two dimensions.

As the pressure responses of the two-dimensional multipole sources are expressed through derivatives of the two-dimensional Green's function (2.56b),

$$
\begin{equation*}
\hat{G}(x, t)=\frac{1}{4 \mathrm{i}} \hat{H}_{0}^{(2)}(\hat{k}|x|) \mathrm{e}^{\mathrm{i} \omega t} \tag{6.38a}
\end{equation*}
$$

we should find the resulting functions of these derivatives for later use. Using polar coordinates given through $|x|$ and $\theta$, the first derivatives of the Green's function result in

$$
\begin{align*}
\frac{\partial}{\partial x} \hat{G}(x, t) & =\frac{-\hat{k}}{4 \mathrm{i}} \cos \theta \hat{H}_{1}^{(2)}(\hat{k}|x|) \mathrm{e}^{\mathrm{i} \omega t}  \tag{6.38b}\\
\frac{\partial}{\partial y} \hat{G}(x, t) & =\frac{-\hat{k}}{4 \mathrm{i}} \sin \theta \hat{H}_{1}^{(2)}(\hat{k}|x|) \mathrm{e}^{\mathrm{i} \omega t} \tag{6.38c}
\end{align*}
$$

The second derivatives result in

$$
\begin{align*}
& \frac{\partial^{2}}{\partial x^{2}} \hat{G}(x, t)=\frac{\hat{k}^{2}}{4 \mathrm{i}}\{ \frac{1}{2} \cos ^{2} \theta\left[\hat{H}_{2}^{(2)}(\hat{k}|x|)-\hat{H}_{0}^{(2)}(\hat{k}|x|)\right]  \tag{6.38d}\\
&\left.-\frac{1}{\hat{k}|x|} \sin ^{2} \theta \hat{H}_{1}^{(2)}(\hat{k}|x|)\right\} \mathrm{e}^{\mathrm{i} \omega t}, \\
& \frac{\partial^{2}}{\partial y^{2}} \hat{G}(x, t)=\frac{\hat{k}^{2}}{4 \mathrm{i}}\left\{\frac{1}{2} \sin ^{2} \theta\left[\hat{H}_{2}^{(2)}(\hat{k}|x|)-\hat{H}_{0}^{(2)}(\hat{k}|x|)\right]\right.  \tag{6.38e}\\
&\left.-\frac{1}{\hat{k}|x|} \cos ^{2} \theta \hat{H}_{1}^{(2)}(\hat{k}|x|)\right\} \mathrm{e}^{\mathrm{i} \omega t}, \\
& \frac{\partial^{2}}{\partial x \partial y} \hat{G}(x, t)= \frac{\hat{k}^{2}}{4 \mathrm{i}} \cos \theta \sin \theta \hat{H}_{2}^{(2)}(\hat{k}|x|) \mathrm{e}^{\mathrm{i} \omega t} \tag{6.38f}
\end{align*}
$$

Also useful is $\partial^{2} \hat{G} / \partial x_{\alpha} \partial x_{\alpha}$, which becomes remarkably simple,

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) \hat{G}(x, t)=-\frac{\hat{k}^{2}}{4 \mathrm{i}} \hat{H}_{0}^{(2)}(\hat{k}|x|) \mathrm{e}^{\mathrm{i} \omega t}=-\hat{k}^{2} \hat{G}(x, t) . \tag{6.38~g}
\end{equation*}
$$

With the exception of the longitudinal quadrupoles $\partial^{2} \hat{G} / \partial x^{2}$ and $\partial^{2} \hat{G} / \partial y^{2}$, each of these functions can be handily separated into a $\theta$-dependent part and a $|x|$-dependent part.

Note how the functions $\hat{G}$ and $\partial^{2} \hat{G} / \partial x_{\alpha} \partial x_{\alpha}$ are simply proportional. Using this, the inhomogeneous wave equation (6.21), and the map from $B_{0}$ to $J_{\alpha \alpha}$ in Table 6.1 we have that the response of a monofrequency basis source $B_{0}$ is

$$
\hat{p}^{\prime}(x, t)=\left(\mathrm{i} \omega_{0}+\frac{\omega_{0}^{2}}{2}-\tau c_{0}^{2} \hat{k}^{2}\right) \frac{B_{0}}{4 \mathrm{i}} \hat{H}_{0}^{(2)}(\hat{k}|x|) \mathrm{e}^{\mathrm{i} \omega t}
$$

where the three terms in the parenthesis are the contributions from the correct monopole term, the monopole discretisation error term, and the $\mathcal{T}_{\alpha \beta}$ quadrupole contribution of the monopole basis $B_{0}$, respectively. For $\tau \rightarrow 1 / 2$ and $\omega_{0}^{2} \ll 1$, we have from (5.63) that $\omega_{0}^{2} / 2 \simeq \tau c_{0}^{2} \hat{k}^{2}$, and the two latter terms in the parenthesis cancel. In other words: For low viscosity and decent numerical resolution, the unwanted contributions of the monopole source basis cancel.

The simulations in this section are set up as follows. Using the D2Q9 velocity set described in section 4.1.3, we place a point source in the centre of the two-dimensional simulation domain, with

$$
\begin{equation*}
\hat{j}_{i}(x, t)=-\mathrm{i} w_{i} \mathrm{e}^{\mathrm{i} \omega_{0} t} W(t) \delta(x) \tag{6.39}
\end{equation*}
$$

Again, $\delta(x)$ is a discrete delta function which equals 1 for $x=0$ and 0 elsewhere, and $W(t)$ is the Hann half-window (6.35). The simulation is stopped when the first wavefront reaches the boundary. The simulation performed are inviscid with $\tau=1 / 2$. We will see that the BGK collision operator works poorly in this limit. Instead we will for the most part use the general-purpose MRT operator described in section (4.3.1), where the relaxation time of the nonhydrodynamic moments is set to one.

## Radial variation of pressure

First we will compare the radial pressure variation, i.e. how $\hat{p}^{\prime}$ varies with $|x|$, of the numerical multipole sources with the corresponding analytical solutions. These simulations were performed with $\omega_{0}=0.25, \tau=1 / 2$ (resulting in $X=0$ ), in a domain of $201 \times 201$ nodes. Although the boundary conditions should not matter since the wave will not reach the outer boundary, periodic boundaries were used. Each simulation was performed once with the BGK operator and once with the MRT operator.


Figure 6.8: Radial pressure from representative multipoles, simulated with BGK and MRT and compared to analytical solutions. The left-hand images come from the MRT simulations, and indicate the lines along which the right-hand pressures were measured.

The results of the simulations and comparisons with analytical solutions found from (2.59), (6.22), and (6.38) are shown in Figure 6.8 for five representative multipoles: A monopole, $x$ - and $x^{\prime}$-dipoles, and $x x$ - and $x^{\prime} x^{\prime}$-quadrupoles. The remaining four multipoles are not necessary to verify because of the rotational symmetry of the D2Q9 velocity set.

Most strikingly, the BGK results display strong spurious oscillations which dominate the solution in the dipole and quadrupole case. On the other hand, the MRT results demonstrate a largely excellent agreement with the analytical solution, with two exceptions: There are minor errors near the first wavefront like in Figure 6.7(b), and there are major errors in the immediate vicinity of the source node.

The errors close to the source node are likely caused by the high spatial derivatives compared to the spatial resolution close to the source. With a point source, it is impossible to refine the resolution in such a way that the spatial derivatives near the source become managable; as the resolution is improved, the effective size of the point source node shrinks. In addition, the singularity present at the source point in the analytical solutions can never be reproduced numerically, since the particle source term must be finite. However, perhaps the problems near the source could be alleviated using a spatially smoothed source that spans several nodes [136], or by using a wider dipole and quadrupole basis which involves more particle distributions than the minimal basis used here.

The errors close to the source are present and of similar magnitude in both the BGK and the MRT solutions. The MRT operator used here differs from the BGK operator only in that it fully supresses nonhydrodynamic moments in each timestep. Consequently, these results suggest that errors in the nonhydrodynamic moments are created at the source, and the BGK operator propagates them outwards with the wave while the MRT operator suppresses them, leaving an accurate solution.

## Angular variation of pressure

We have now verified that the radial variation of the pressure of the numerical solution agrees with that of the analytical solution except in the immediate vicinity of the source if the MRT collision operator is used. We should subsequently verify that the angular variation of the pressure is also correct.

In order to compare pressure at a constant distance from the source and different angles, the numerical solution must be sampled between the nodes. For this reason, some interpolation of the solution is required. In order to improve the quality of this interpolation, the numerical resolution was increased by $250 \%$ compared to the previous simulations. The simulations were performed with parameters $\omega_{0}=0.1, \tau=1 / 2$ (leading to $X=0$ ), and a domain of $501 \times 501$ nodes.


Figure 6.9: $\left|\hat{p}^{\prime}\right|$ as function of angle $\theta$ at $k|x|=25$, compared between MRT-based simulations (-) and analytical solutions (- =-) and normalised by the maximum of the analytical solution. Relative lobe phase is indicated by plus and minus signs.


Figure 6.10: Angular variation of two rotated multipoles, plotted as in Figure 6.9.

In addition to the five multipoles simulated in the previous comparison, the $x y$-quadrupole, generated by superposition of the $x^{\prime} x^{\prime}$ - and $y^{\prime} y^{\prime}$-quadrupoles as described in section 6.2 .3 , was simulated. The numerical solutions were measured for all angles at a distance of $k|x|=25$, corresponding to a distance of roughly four wavelengths. The results are compared with the corresponding analytical solutions in Figure 6.9, with both the numerical and the analytical solutions normalised by the maximum of the analytical solutions. In all cases, there is an excellent agreement between the numerical and analytical solutions.

## Rotated multipoles and composite sources

The basic multipoles that have been described and verified so far may be superposed in order to generate more complex sources. As examples of this, we will look at multipole rotation and a highly directive composite source.

Dipoles and quadrupoles can be rotated with an angle $\theta$ by applying the rotation matrix

$$
\boldsymbol{a}=\left[\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{6.40}\\
\sin \theta & \cos \theta
\end{array}\right]
$$

to the dipole vector or the quadrupole tensor (6.28) as [137, App. 6]

$$
\begin{equation*}
\mathcal{D}_{\alpha}^{\mathrm{rot}}=a_{\alpha \beta} \mathcal{D}_{\beta,}, \quad \mathcal{Q}_{\alpha \beta}^{\mathrm{rot}}=a_{\alpha \gamma} a_{\beta \delta} \mathcal{Q}_{\gamma \delta} \tag{6.41}
\end{equation*}
$$

For example, taking an $x$-dipole and an $x x$-quadrupole and rotating results in

$$
\mathcal{D}^{\mathrm{rot}} \propto\left[\begin{array}{c}
\cos \theta \\
\sin \theta
\end{array}\right], \quad \mathcal{Q}^{\mathrm{rot}} \propto\left[\begin{array}{cc}
\cos ^{2} \theta & \sin \theta \cos \theta \\
\sin \theta \cos \theta & \sin ^{2} \theta
\end{array}\right]
$$



Figure 6.11: The MRT simulation result of a rotated supercardioid source (left) and its normalised angular variation at $|x|=25 / k$, plotted as in Figure 6.9 (right).

Both longitudinal and lateral quadrupoles are present in the resulting quadrupole tensor. Results of simulations where the basis strengths were chosen to reproduce the dipole vector and quadrupole tensor for a rotation of $30^{\circ}$ are shown in Figure 6.10.

By superposing different types of multipoles, we can generate composite sources that have other properties that might be useful, such as being focused in a particular direction. For instance, one type of source is generated by requiring that the $x$-dipole and the $x x$-quadrupole have the same amplitude at $\theta=0$ and some particular distance $x$ (which may be in the far-field limit). Mathematically, this leads to

$$
\mathcal{T}_{x} \frac{\partial \hat{G}(x, t)}{\partial x}=\mathcal{T}_{x x} \frac{\partial^{2} \hat{G}(x, t)}{\partial x^{2}} \Rightarrow \frac{B_{x}}{B_{x x}}=\frac{\hat{k}\left[\hat{H}_{2}^{(2)}(x, t)-\hat{H}_{0}^{(2)}(x, t)\right]}{4 \hat{H}_{1}^{(2)}(x, t)}
$$

This type of source is called a supercardioid [138]. This was simulated with the dipole and quadrupole amplitudes normalised at $|x|=25 / k$ and the resulting dipole vector and quadrupole tensor rotated $30^{\circ}$. The simulation results of this rotated supercardioid are shown in Figure 6.11. As could be expected by this point, the agreement is excellent.

## Numerical convergence of radiated wave

It is insufficient to merely compare the numerical and analytical solutions at a particular resolution and verify that they agree well. The source must also be shown to radiate a wave which corresponds increasingly well to the analytical solution as the numerical resolution is increased. The LBM itself has a second order accuracy [92], meaning that the numerical error, i.e. the difference between a numerical and a corresponding analytical solution, decreases proportionally to the square of the numerical resolution. In


Figure 6.12: 1 - and 2-norm of the relative error of the monopole pressure amplitude as found by (6.42), compared with second-order convergence.
order to not degrade the total order of accuracy of the simulation, any extension to the LBM must also have second order accuracy.

To determine the order of accuracy of the waves radiated by the source node, the numerical error must be calculated at a number of different resolutions. The order of accuracy can be extrapolated from how quickly the error decreases as the resolution is increased. In the case of our source, we must determine how quickly the radiated waves converge towards the analytical solution. For quantification, the $q$-norm of the relative error [104, App. A] of the monopole pressure amplitude,

$$
\begin{equation*}
\|e\|_{q}=\sqrt[q]{\frac{1}{\lambda_{0}^{2}} \sum_{|x|=\lambda_{0}}^{3 \lambda_{0}}\left|\frac{\left|p^{\prime}\right|_{\text {num }}-\left|p^{\prime}\right|_{\text {ana }}}{\left|p^{\prime}\right|_{\mathrm{ana}}}\right|^{q}} \tag{6.42}
\end{equation*}
$$

was calculated. The error computation was restricted to $\lambda_{0} \leq|x| \leq 3 \lambda_{0}$, with $\lambda_{0}=2 \pi c_{0} / \omega_{0}$, in order to restrict the comparison to the areas unaffected by the aforementioned discrepancies near the source and the first wavefront.

This analysis was performed for an article by this author [13] using the regularised collision operator described in section 4.3.2. Since this operator is equivalent to the MRT operator previously used in this chapter $[76,89]$, these results are also equivalent.

The results of the analysis for the 1- and 2-norms are shown in Figure 6.12 against the relative resolution $1 / \lambda_{0}$. The norms are compared to a curve representing second-order convergence. From the comparison, it is clear that the sound wave radiated from the source converges at second order.

### 6.4 Summary and discussion

Macroscopically, multipole source terms in the wave equation stem from terms in the mass and momentum conservation equations. Monopoles come from mass source terms, dipoles from force terms, and quadrupoles come from the nonlinear advection term.

In this chapter we have seen a mesoscopic approach to such source terms, based on adding a particle source term to the Boltzmann equation. The resulting multipole source terms, as found through a ChapmanEnskog analysis, are given by the moments of this particle source term.

This mesoscopic approach can be motivated in a similar way to the traditional macroscopic monopole where a source term is added to the mass conservation equation to model the pulsations of small bodies. The mesoscopic approach simply lets us capture more general vibrations of such bodies.

This mesoscopic approach can be implemented in the lattice Boltzmann method simply by including the particle source term in the discretisation in velocity space, physical space, and time. Similarly to the nondiscretised case, a Chapman-Enskog analysis can be used to determine how the moments of these discrete particle source terms cause acoustic multipoles.

Interestingly, the first order discretisation in space and time turn out to be more useful than the second order discretisation. While the latter is consistent with the continuous case, the former allows the simulation of quadrupoles which do not vanish in the inviscid limit.

Numerical results from the multipole sources simulated using this method largely show very good agreement with predictions based on the Chapman-Enskog analysis and the analytical wavenumber (5.62) from Chapter 5. An exception is the immediate vicinity of a point source, where the singularity in the analytical solution is impossible to capture numerically. Using a MRT scheme with instantaneous relaxation of the nonhydrodynamic moments, accurate results were achieved even for fully inviscid simulations.

We have seen that the cylindrical waves radiated by a monopole D2Q9 source are second order convergent. This indicates that the sound wave radiation of the source and the application of the D1Q3 forced plane wave propagation prediction to this cylindrical wave case are both second order accurate.

The choice of multipole basis is somewhat arbitrary, which means that the D2Q9 multipole choices shown in (6.27) and Figure 6.3 are not unique. This basis was chosen because it is simple in form, it is complete when applied to any velocity set, and it maps well onto the particle source moments as shown in Table 6.1. However, other bases are possible, and spreading the particles emitted by the source more evenly
by including more velocities in the bases may lessen the discrepancy between simulation and analytical solution near dipole and quadrupole sources. Bases containing lateral quadrupole moments such as $J_{x y}$ would also be useful, as these must currently be constructed from multiple bases such as $B_{x^{\prime} x^{\prime}}$ and $B_{y^{\prime} y^{\prime}}$.

In this chapter we have seen that the mesoscopic multipole source works well for the D1Q3 and D2Q9 velocity sets. While there is no reason to believe that it would not also work well in all the 3D velocity sets described in section 4.1.3, this was not tested in the course of this work.

## 7 Variable equation of state

The basic LBM that we have looked at so far is an isothermal model where the speed of sound $c_{0}$ is a velocity set constant, determined as in (4.11).

Now, what is the reason that the velocity set constant and the speed of sound coincide? Physically, the speed of sound is

$$
\begin{equation*}
c_{0}^{2}=\left(\frac{\partial p}{\partial \rho}\right)_{s, 0} \tag{7.1}
\end{equation*}
$$

the derivative being evaluated at the rest state with the entropy $s$ held constant. Denoting the velocity set constant as $c_{\xi}$, the macroscopic analysis of the model results in an equation of state $p=c_{\tilde{\zeta}}^{2} \rho$, which directly leads to a speed of sound $c_{0}=c_{\xi}$. As a consequence of this, the speed of sound could be changed by changing the equation of state of the LB model.

The chosen equilibrium distribution function $f_{i}^{(0)}$ determines much of the macroscopic behaviour of the resulting model. The moments of $f_{i}^{(0)}$ directly determine the behaviour at the Euler level, and indirectly through (4.16c) determine the Navier-Stokes-Fourier level behaviour.

In section 4.1 we found $f_{i}^{(0)}$ from a Taylor expansion of the MaxwellBoltzmann distribution (3.18). In the literature, the equilibrium distribution is sometimes given as a power series in $u$ with series coefficients containing unknowns. These unknowns are subsequently chosen to fulfil some particular purpose, which is typically to have macroscopic equations corresponding to those of fluid mechanics [92, 110, 139-143].

In addition, $f_{i}^{(0)}$ can be constructed by other methods from the continuous Maxwell-Boltzmann equilibrium distribution (3.18) to get nonisothermal models. One method uses a moment expansion of this distribution in tensor Hermite polynomials [144]. However, the equilibrium distribution $f_{i}^{(0)}$ that directly results from this process is not necessarily stable for all velocity sets [144]. Indeed, there is a complicated connection between the stability of LB simulations and the chosen equilibrium distribution

Chopard et al. [143] proposed an equilibrium distribution where the function $f_{0}^{(0)}$ is defined differently to the other functions $f_{i}^{(0)}$, so that the portion of zero-velocity particles at equilibrium is adjustable. This leads to an adjustable coefficient $c_{\mathrm{i}}$ in the equation of state $p=c_{\mathrm{i}}^{2} \rho$. If the

Isothm. speed of sound, $c_{\mathrm{i}}$
If a medium with speed of sound $c_{0}$ were made isothermal (i.e. $\gamma=1$ ), the sound speed would become $c_{\mathrm{i}}=c_{0} / \sqrt{\gamma}$
coefficient $c_{\mathrm{i}}$ is held constant, then $c_{0}=c_{\mathrm{i}}$, meaning $c_{\mathrm{i}}$ can be seen as an isothermal speed of sound. In this model, a larger proportion of zero-velocity particles leads to a lower speed of sound, which is physically meaningful as this corresponds to a lower pressure/density ratio and that the ideal gas speed of sound is $c_{0}=\sqrt{\gamma p_{0} / \rho_{0}}$.

Similar models have also been presented previously [141, 144-147], though most of these do not reduce to the equilibrium distribution (4.2) given by the Taylor expanded Maxwell-Boltzmann distribution if $c_{\mathrm{i}}=c_{\xi}$. However, the model by Chopard et al. represents an extension instead of a replacement of the basic equilibrium distribution (3.18) used previously in this thesis, in addition to being explicit for any velocity set. This seems likely to be an important advantage, as that basic equilibrium distribution has been suggested to be the optimally stable polynomial equilibrium for an isothermal equation of state [75]. In addition, the equilibrium by Chopard et al. can be directly applied to any velocity set, unlike those of [144] and [147], which are given only for D2Q9 and D3Q19, respectively.* We will therefore choose to consider this particular method in the following sections.

A strength of these models is that the coefficient $c_{\mathrm{i}}$ is not necessarily constant. Consequently, the equation of state $p=c_{\mathrm{i}}^{2} \rho$ is quite flexible; $c_{\mathrm{i}}$ can be chosen e.g. as a function of the local state variables and their history.

As we shall see, a corresponding downside of such models is that they lead to a $c_{i}$-dependent bulk viscosity and extra terms in the momentum equation that only disappear if $c_{\mathrm{i}}=c_{\xi}$. To control the bulk viscosity, we use Lätt's adaptation [76, Ch. 3] of Dellar's bulk viscosity modification method [77]. ${ }^{\dagger}$ Most of the other extra terms turn out to be negligible under similar assumptions to those used in section 2.3.5 for the equations of nonlinear acoustics. The single non-negligible extra term contributes to the bulk viscosity when $p$ is a function of $\rho$. Its contribution is shown to be physically reasonable for $c_{\mathrm{i}} \approx c_{\xi}$ and an isentropic equation of state.

There also exist other LB models for variable speed of sound [111, 127], which include body force terms of the form $F=\alpha \nabla \rho$ to augment the pressure gradient term in the momentum equation from $c_{\xi}^{2} \nabla \rho$ to $\left(c_{\tilde{\xi}}^{2}-\alpha\right) \nabla \rho$. Here, $\alpha$ is a constant and the density gradient is estimated using finite differences. The result is an equation of state $p=\left(c_{\xi}^{2}-\alpha\right) \rho$, and a speed of sound $c_{0}=\sqrt{c_{\xi}^{2}-\alpha}$. This method does not seem to cause any error terms in the macroscopic equations. However, the method introduces its own errors and difficulties by using a finite difference approximation,

[^33]such as the additional difficulty of dealing with boundaries. Also, less importantly, the artificial forcing term has no physical interpretation.

In this chapter we will analyse the model with modified $f_{i}^{(0)}$ and a bulk viscosity correction term, using the same techniques as used previously in this thesis. Subsequently, its applications will be demonstrated by recreating the isentropic equation of state (2.23) for a nonlinear acoustics simulation in section 7.2, and by recreating the relaxational equation of state (2.50) in section 7.3 to simulate the effect of slow energy transfer between translational and inner molecular degrees of freedom.

### 7.1 The extended model

The core of the model is a extension of the equilibrium distribution $f_{i}^{(0)}$. Unlike the previously used distribution (4.2), $f_{0}^{(0)}$ and $f_{i \neq 0}^{(0)}$ are defined differently,

$$
\begin{align*}
& f_{i}^{(0)}=\rho w_{i}\left(\frac{c_{i}^{2}}{c_{\xi}^{2}}+\frac{\xi_{i \alpha} u_{\alpha}}{c_{\xi}^{2}}+\frac{\xi_{i \alpha} \xi_{i \beta} u_{\alpha} u_{\beta}}{2 c_{\xi}^{4}}-\frac{u_{\alpha} u_{\alpha}}{2 c_{\xi}^{2}}\right) \text { for } i \neq 0,  \tag{7.2}\\
& f_{0}^{(0)}=\rho w_{0}\left(\frac{c_{i}^{2}}{c_{\xi}^{2}}+\frac{1}{w_{0}}\left[1-\frac{c_{i}^{2}}{c_{\tilde{\xi}}^{2}}\right]-\frac{u_{\alpha} u_{\alpha}}{2 c_{\xi}^{2}}\right) .
\end{align*}
$$

This distribution makes use of both the velocity set constant $c_{\tilde{\zeta}}$ and the isothermal speed of sound $c_{\mathrm{i}}$. If $c_{\mathrm{i}}=c_{\xi}$, this equilibrium distribution reduces to (4.2), with a speed of sound $c_{0}=c_{\xi}$. For $c_{i}<c_{\xi}$, a larger proportion of particles are present in the zero-velocity distribution. For $c_{\mathrm{i}}>c_{\xi}$, the proportion is smaller.

In section 4.3 and [82] it was argued that there is a link between negative values of $f_{i}$ and instability. In the linear limit, the conditions of non-negativity of the extended equilibrium distribution (7.2) are

$$
\begin{equation*}
\frac{|\boldsymbol{u}|}{2} \max _{i}\left|\boldsymbol{\xi}_{i}\right| \leq c_{\mathrm{i}}^{2} \leq \frac{c_{\xi}^{2}}{1-w_{0}} \tag{7.3}
\end{equation*}
$$

Note however that non-negativity is unproblematic in linearised LBEs where only the fluctuation $f_{i}^{\prime}$ is tracked, as the density fluctuation $\rho^{\prime}$ is not used for normalising when finding the momentum fluctuation $\rho_{0} u_{\alpha}^{\prime}=\sum_{i} \xi_{i \alpha} f_{i}^{\prime}$.

The lattice Boltzmann equation gains a term,

$$
\begin{equation*}
f_{i}\left(x+\xi_{i}, t+1\right)-f_{i}(x, t)=-\frac{1}{\tau}\left[f_{i}(x, t)-f_{i}^{(0)}(x, t)\right]+\mathcal{B}_{i}(x, t) \tag{7.4}
\end{equation*}
$$

This is a bulk viscosity correction term, defined as

$$
\begin{equation*}
\mathcal{B}_{i}=\frac{w_{i}\left(\xi_{i \alpha} \xi_{i \beta}-c_{\xi}^{2} \delta_{\alpha \beta}\right)}{2 c_{\xi}^{4}} b \Gamma_{\alpha \beta} \tag{7.5}
\end{equation*}
$$

where the bulk vicsosity correction constant $b$ and the bulk viscosity correction tensor $\Gamma_{\alpha \beta}$ are yet to be specified. As we shall see in the next section, the moments of this correction term are very simple.

### 7.1.1 Moments and constraints

As shown in section 4.1, the moments of the equilibrium distribution play a major role in determining the macroscopic behaviour of the model. In that section it was required that the moments of the discrete-velocity equilibrium distribution $f_{i}^{(0)}$ were as similar as possible to the moments of the continuous equilibrium distribution $f^{(0)}$.

A similar procedure must be carried out for the extended model in order to find its macroscopic behaviour. Since the derivation is very similar to the one in section 4.1.1, we will skip the details here and go straight to the results.

The derivation results in a set of constraints on the velocity set,

$$
\begin{align*}
\sum_{i} w_{i} & =1  \tag{7.6a}\\
\sum_{i} w_{i} \xi_{i \alpha} & =0  \tag{7.6b}\\
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} & =c_{\xi}^{2} \delta_{\alpha \beta}  \tag{7.6c}\\
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} & =0,  \tag{7.6d}\\
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} \xi_{i \delta} & =c_{\xi}^{4}\left(\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right),  \tag{7.6e}\\
\sum_{i} w_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} \xi_{i \delta} \xi_{i c} & =0, \tag{7.6f}
\end{align*}
$$

so that the moments of $f_{i}^{(0)}$ are

$$
\begin{gather*}
\breve{\Pi}_{0}^{(0)}=\sum_{i} f_{i}^{(0)}=\rho  \tag{7.7a}\\
\breve{\Pi}_{\alpha}^{(0)}=\sum_{i} \xi_{i \alpha} f_{i}^{(0)}=\rho u_{\alpha}  \tag{7.7b}\\
\breve{\Pi}_{\alpha \beta}^{(0)}=\sum_{i} \xi_{i \alpha} \xi_{i \beta} f_{i}^{(0)}=c_{\mathrm{i}}^{2} \rho \delta_{\alpha \beta}+\rho u_{\alpha} u_{\beta}  \tag{7.7c}\\
\breve{\Pi}_{\alpha \beta \gamma}^{(0)}=\sum_{i} \xi_{i \alpha} \xi_{i \beta} \xi_{i \gamma} f_{i}^{(0)}=c_{\xi}^{2} \rho\left(u_{\alpha} \delta_{\beta \gamma}+u_{\beta} \delta_{\alpha \gamma}+u_{\gamma} \delta_{\alpha \beta}\right) . \tag{7.7d}
\end{gather*}
$$

As the constraints are the same as previously, the same velocity sets as before can be used for this model.

Comparing these moments with those of the continuous equilibrium distribution $f^{(0)}$, we find an inconsistent pressure. In the second order moment, the pressure is $c_{\mathrm{i}}^{2} \rho$ while it is $c_{\xi}^{2} \rho$ in the third order moment. Due to this inconsistency, we may expect some errors later in the derivation for $c_{\mathrm{i}} \neq c_{\xi}$. This inconsistency can only be resolved by a different thirdorder equilibrium moment $\breve{I}_{\alpha \beta \gamma}^{(0)}$. However, as discussed in section 5.2.5, moments such as $\breve{\Pi}_{x x x}$ and $\breve{\Pi}_{y y y}$ may be linearly dependent on lowerorder moments such as $\breve{\Pi}_{x}$ and $\breve{\Pi}_{y}$. This particular dependency is present for all the velocity sets presented in section 4.1.3, where $\xi_{i \alpha} \in\{-1,0,1\}$. Therefore, resolving the inconsistency requires using extended lattices with more and higher velocities.

From the constraints (7.6), the moments of the bulk viscosity correction term are

$$
\begin{equation*}
\sum_{i} \mathcal{B}_{i}=0, \quad \sum_{i} \xi_{i \alpha} \mathcal{B}_{i}=0, \quad \sum_{i} \xi_{i \alpha} \xi_{i \beta} \mathcal{B}_{i}=b \Gamma_{\alpha \beta} \tag{7.8}
\end{equation*}
$$

Thus we see that the slightly complicated definition (7.5) of $\mathcal{B}_{i}$ ensures that the "payload" $b \Gamma_{\alpha \beta}$ is only released in the second order moment equation.

### 7.1.2 Macroscopic equations

To determine the macroscopic behaviour of this model, we must again perform a Taylor-Chapman-Enskog analysis. We have previously in section 6.2.1 performed such an analysis for the LBE with another source term, and the initial derivation is very similar, resulting in

$$
\begin{align*}
\mathcal{O}(\epsilon): & \left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) f_{i}^{(0)}=-\frac{1}{\tau} f_{i}^{(1)}+\mathcal{B}_{i}  \tag{7.9a}\\
\mathcal{O}\left(\epsilon^{2}\right): \quad \frac{\partial f_{i}^{(0)}}{\partial t_{2}} & +\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right)\left(1-\frac{1}{2 \tau}\right) f_{i}^{(1)}  \tag{7.9b}\\
& =-\frac{1}{\tau} f_{i}^{(2)}-\frac{1}{2}\left(\frac{\partial}{\partial t_{1}}+\xi_{i \alpha} \frac{\partial}{\partial x_{\alpha}}\right) \mathcal{B}_{i} .
\end{align*}
$$

From this point on, the derivations diverge. We now need to consider the aforementioned pressure inconsistency and that $c_{\mathrm{i}}^{2}$ is not necessarily constant.

The first and second order moments of (7.9a) and (7.9b) can be recombined to find the macroscopic mass and momentum conservation
equations

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\frac{\partial \rho u_{\alpha}}{\partial x_{\alpha}} & =0  \tag{7.10a}\\
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial x_{\beta}} & =-\frac{\partial \rho c_{i}^{2}}{\partial x_{\alpha}}-\frac{\partial}{\partial x_{\beta}} \epsilon\left[\left(1-\frac{1}{2 \tau}\right) \check{\Pi}_{\alpha \beta}^{(1)}+\frac{1}{2} b \Gamma_{\alpha \beta}\right] \tag{7.10b}
\end{align*}
$$

where $\breve{\Pi}_{\alpha \beta}^{(1)}$ and $b \Gamma_{\alpha \beta}$ are yet to be determined.
The unknown $\breve{\Pi}_{\alpha \beta}^{(1)}$ is as usual found through the third moment of (7.9a),

$$
\begin{equation*}
\frac{\partial \breve{\Pi}_{\alpha \beta}^{(0)}}{\partial t_{1}}+\frac{\partial \breve{\Pi}_{\alpha \beta \gamma}^{(0)}}{\partial x_{\gamma}}=-\frac{1}{\tau} \breve{\Pi}_{\alpha \beta}^{(1)}+b \Gamma_{\alpha \beta} . \tag{7.11a}
\end{equation*}
$$

Leaving out the details, which are more or less as before, the time derivative term is

$$
\begin{align*}
\frac{\partial \breve{\Pi}_{\alpha \beta}^{(0)}}{\partial t_{1}}= & \delta_{\alpha \beta} \frac{\partial c_{\mathrm{i}}^{2} \rho}{\partial t_{1}}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial t_{1}} \\
= & -c_{\mathrm{i}}^{2}\left(u_{\alpha} \frac{\partial}{\partial x_{\beta}}+u_{\beta} \frac{\partial}{\partial x_{\alpha}}+\delta_{\alpha \beta} u_{\gamma} \frac{\partial}{\partial x_{\gamma}}\right) \rho-c_{\mathrm{i}}^{2} \rho \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}  \tag{7.11b}\\
& +\rho \delta_{\alpha \beta} \frac{\partial c_{\mathrm{i}}^{2}}{\partial t_{1}}-\rho\left(u_{\alpha} \frac{\partial}{\partial x_{\beta}} u_{\beta} \frac{\partial}{\partial x_{\alpha}}\right) c_{\mathrm{i}}^{2}+\frac{\partial \rho u_{\alpha} u_{\beta} u_{\gamma}}{\partial x_{\gamma}}
\end{align*}
$$

and the spatial derivative term is

$$
\begin{align*}
\frac{\partial \breve{\Pi}_{\alpha \beta \gamma}^{(0)}}{\partial x_{\gamma}}= & c_{\xi}^{2} \frac{\partial}{\partial x_{\gamma}} \rho\left(u_{\alpha} \delta_{\beta \gamma}+u_{\beta} \delta_{\alpha \gamma}+u_{\gamma} \delta_{\alpha \beta}\right) \\
= & \rho c_{\xi}^{2}\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}+\delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right)  \tag{7.11c}\\
& +c_{\xi}^{2}\left(u_{\alpha} \frac{\partial}{\partial x_{\beta}}+u_{\beta} \frac{\partial}{\partial x_{\alpha}}+\delta_{\alpha \beta} u_{\gamma} \frac{\partial}{\partial x_{\gamma}}\right) \rho .
\end{align*}
$$

Putting this together, we find

$$
\begin{align*}
\breve{\Pi}_{\alpha \beta}^{(1)}= & -\tau \rho c_{\xi}^{2}\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}+\left[1-\frac{c_{i}^{2}}{c_{\xi}^{2}}\right] \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right)+\tau \frac{\partial \rho u_{\alpha} u_{\beta} u_{\gamma}}{\partial x_{\gamma}} \\
& -\tau c_{\xi}^{2}\left(1-\frac{c_{i}^{2}}{c_{\xi}^{2}}\right)\left(u_{\alpha} \frac{\partial}{\partial x_{\beta}}+u_{\beta} \frac{\partial}{\partial x_{\alpha}}+\delta_{\alpha \beta} u_{\gamma} \frac{\partial}{\partial x_{\gamma}}\right) \rho  \tag{7.11d}\\
& +\tau \rho\left(u_{\alpha} \frac{\partial}{\partial x_{\beta}}+u_{\beta} \frac{\partial}{\partial x_{\alpha}}\right) c_{\mathrm{i}}^{2}-\tau \delta_{\alpha \beta} \rho \frac{\partial c_{\mathrm{i}}^{2}}{\partial t_{1}}+\tau b \Gamma_{\alpha \beta} .
\end{align*}
$$

Compared with (4.22) in the basic model, $\breve{\Pi}_{\alpha \beta}^{(1)}$ here contains several additional terms. The first two terms are like those in the basic model, except for a $c_{i}$-dependent bulk viscosity. All the other terms vanish for $c_{\mathrm{i}}=c_{\xi}$, except for the bulk viscosity correction term.

Several of these terms will be negligible in most cases. Since all terms contain $\tau$, they will be proportional to the viscosity $v$ in the stress tensor. Furthermore, we assume that the deviations from the constant rest state variables $\rho_{0}, u_{0}, c_{i 0}$ are small, characterised by a macroscopic smallness parameter $\varepsilon$. Neglecting terms of order $\mathcal{O}\left(v \varepsilon^{2}\right)$, similarly to the approximation scheme in the nonlinear acoustics section 2.3.5, the moment perturbation simplifies to

$$
\begin{align*}
\breve{\Pi}_{\alpha \beta}^{(1)} \simeq & -\tau \rho c_{\tilde{\xi}}^{2}\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}+\left[1-\frac{c_{i}^{2}}{c_{\tilde{\zeta}}^{2}}\right] \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right)  \tag{7.12}\\
& -\tau \delta_{\alpha \beta} \rho \frac{\partial c_{i}^{2}}{\partial t_{1}}+\tau b \Gamma_{\alpha \beta}
\end{align*}
$$

This approximation scheme is one order more strict than the one for the basic DVBE scheme, where the nonlinear error term of $\mathcal{O}\left(v \varepsilon^{3}\right)$ is neglected.

Using this form of $\breve{\Pi}_{\alpha \beta}^{(1)}$, the momentum conservation equation finally becomes

$$
\begin{equation*}
\frac{\partial \rho u_{\alpha}}{\partial t}+\frac{\partial \rho u_{\alpha} u_{\beta}}{\partial x_{\beta}}=-\frac{\partial p}{\partial x_{\alpha}}+\frac{\partial \sigma_{\alpha \beta}^{\prime}}{\partial x_{\beta}} \tag{7.13a}
\end{equation*}
$$

with a deviatoric stress tensor

$$
\begin{align*}
\sigma_{\alpha \beta}^{\prime}= & \rho v\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}-\frac{2}{3} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right)+\rho v\left(\frac{5}{3}-\frac{c_{\mathrm{i}}^{2}}{c_{\xi}^{2}}\right) \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}  \tag{7.13b}\\
& +\frac{\rho v}{c_{\xi}^{2}} \delta_{\alpha \beta} \frac{\partial c_{\mathrm{i}}^{2}}{\partial t}-\tau b \Gamma_{\alpha \beta} .
\end{align*}
$$

For a constant $c_{\mathrm{i}}$ and without the correction term, the resulting pressure and viscosities are

$$
\begin{equation*}
p=c_{\mathrm{i}}^{2} \rho, \quad v=c_{\xi}^{2}(\tau-1 / 2), \quad v_{\mathrm{B}}=v\left(5 / 3-c_{\mathrm{i}}^{2} / c_{\xi}^{2}\right) \tag{7.13c}
\end{equation*}
$$

### 7.1.3 Bulk viscosity correction

It is undesirable and unphysical that the bulk viscosity should depend on the ratio $c_{\mathrm{i}}^{2} / c_{\tilde{\xi}}^{2}$. Additionally, we will see later that the $\partial c_{\mathrm{i}}^{2} / \partial t$ term may also contribute to the bulk viscosity.

To get the bulk viscosity of the model under control, we must determine the bulk viscosity correction constant $b$ and tensor $\Gamma_{\alpha \beta}$. To make this
derivation independent of the rest of the model, we assume a general form for the moment perturbation

$$
\begin{equation*}
\breve{\Pi}_{\alpha \beta}^{(1)}=\tau b \Gamma_{\alpha \beta}-\tau \rho c_{\xi}^{2}\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}-\frac{2}{3} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right)-\frac{\tau}{\tau-1 / 2} \rho v_{\mathrm{B}}^{\prime} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}} \tag{7.14}
\end{equation*}
$$

and the corresponding deviatoric stress tensor

$$
\begin{equation*}
\sigma_{\alpha \beta}^{\prime}=\rho v\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}-\frac{2}{3} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right)+\rho v_{\mathrm{B}}^{\prime} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}-\tau b \Gamma_{\alpha \beta} . \tag{7.15}
\end{equation*}
$$

Here, $v_{\mathrm{B}}^{\prime}$ is the unmodified $c_{\mathrm{i}}$-dependent bulk viscosity which we wish to replace with a desired bulk viscosity $\nu_{\mathrm{B}}$.

To replace the unmodified bulk viscosity with the desired one, we require that

$$
\begin{equation*}
\tau b \Gamma_{\alpha \beta}=\rho\left(v_{\mathrm{B}}^{\prime}-v_{\mathrm{B}}\right) \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}} \tag{7.16}
\end{equation*}
$$

How can we get the correction term on this form? Two different methods have been described previously [76, Ch. 3]. The first is relatively simple and clean, whereas the second is computationally more efficient but more complicated. Both choose $\Gamma_{\alpha \beta} \propto \delta_{\alpha \beta} \partial u_{\gamma} / \partial x_{\gamma}$, and the two methods are equivalent for $c_{\mathrm{i}}=c_{\xi}$ or for the D1Q3 velocity set.

## Correction using $\breve{\Pi}_{\gamma \gamma}^{(1)}$

One choice that results in $\Gamma_{\alpha \beta} \propto \delta_{\alpha \beta} \partial u_{\gamma} / \partial x_{\gamma}$ is

$$
\begin{align*}
\Gamma_{\alpha \beta} & =\frac{\delta_{\alpha \beta}}{d} \breve{\Pi}_{\gamma \gamma}^{(1)} \quad \quad \text { with }  \tag{7.17}\\
\breve{\Pi}_{\gamma \gamma}^{(1)} & \simeq \breve{\Pi}_{\gamma \gamma}^{\text {neq }}=\sum_{i} \xi_{i \gamma} \xi_{i \gamma}\left(f_{i}-f_{i}^{(0)}\right),
\end{align*}
$$

$d$ being the number of spatial dimensions spanned by the velocity set. With this choice, we have $\Gamma_{\gamma \gamma}=\breve{\Pi}_{\gamma \gamma}^{(1)}$.

The explicit form of the correction term, calculated from the approximated form (7.12) for $\breve{\Pi}_{\alpha \beta}^{(1)}$ is consequently

$$
\begin{align*}
\tau b \Gamma_{\alpha \beta} & =\frac{\tau b \delta_{\alpha \beta}}{d}\left[\tau b \Gamma_{\gamma \gamma}-\tau \rho c_{\xi}^{2}\left(2-\frac{2 d}{3}\right)-\frac{d \tau \rho v_{\mathrm{B}}^{\prime}}{\tau-1 / 2}\right] \frac{\partial u_{\gamma}}{\partial x_{\gamma}} \\
& =-\frac{\tau^{2} b}{1-\tau b}\left[\rho c_{\xi}^{2}\left(\frac{2}{d}-\frac{2}{3}\right)+\frac{\rho v_{\mathrm{B}}^{\prime}}{\tau-1 / 2}\right] \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}} . \tag{7.18}
\end{align*}
$$

Combining this with the requirement (7.16) on the bulk viscosity correction term and solving for $b$, we find

$$
\begin{equation*}
b=\left[\tau+\tau^{2} \frac{c_{\tilde{\xi}}^{2}(2 / d-2 / 3)+v_{\mathrm{B}}^{\prime} /(\tau-1 / 2)}{v_{\mathrm{B}}-v_{\mathrm{B}}^{\prime}}\right]^{-1} \tag{7.19}
\end{equation*}
$$

Thus, with $\Gamma_{\alpha \beta}$ given by (7.17) and $b$ given by (7.19), the resulting stress tensor becomes as desired,

$$
\sigma_{\alpha \beta}^{\prime}=\rho v\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\beta}}{\partial x_{\alpha}}-\frac{2}{3} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right)+\rho v_{\mathrm{B}} \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}} .
$$

A closer look at this choice of bulk viscosity correction reveals a kinship to MRT methods. If we regard the entire right hand side of the lattice Boltzmann equation (7.4) as a collision operator and take its second-order moment, we find

$$
\begin{equation*}
\sum_{i} \xi_{i \alpha} \xi_{i \beta} \Omega_{i}=\sum_{i} \xi_{i \alpha} \xi_{i \beta}\left(-\frac{1}{\tau} f_{i}^{\text {neq }}+\mathcal{B}_{i}\right)=-\frac{1}{\tau} \breve{\Pi}_{\alpha \beta}^{\text {neq }}+\frac{b}{d} \delta_{\alpha \beta} \breve{\Pi}_{\gamma \gamma}^{\text {neq }} \tag{7.20a}
\end{equation*}
$$

The different possible combinations of $\alpha$ and $\beta$ for a two-dimensional velocity set give

$$
\begin{align*}
\sum_{i} \xi_{i x} \xi_{i x} \Omega_{i} & =\left(-\frac{1}{\tau}+\frac{b}{d}\right) \breve{\Pi}_{x x}^{\mathrm{neq}}+\frac{b}{d} \breve{\Pi}_{y y}^{\mathrm{neq}}  \tag{7.20b}\\
\sum_{i} \xi_{i x} \xi_{i y} \Omega_{i} & =-\frac{1}{\tau} \breve{\Pi}_{x y}^{\mathrm{neq}}  \tag{7.20c}\\
\sum_{i} \xi_{i y} \xi_{i y} \Omega_{i} & =\left(-\frac{1}{\tau}+\frac{b}{d}\right) \breve{\Pi}_{y y}^{\mathrm{neq}}+\frac{b}{d} \breve{\Pi}_{x x}^{\mathrm{neq}} . \tag{7.20d}
\end{align*}
$$

This shows us that this choice of $\Gamma_{\alpha \beta}$ is equivalent to an MRT scheme somewhat unlike those in section 4.3.1. In that section, the relaxation matrix $T$ was diagonal, meaning that the relaxation of each moment was determined only by its own nonequilibrium part. Here, however, the relaxation of the moments $\breve{\Pi}_{x x}$ and $\breve{\Pi}_{y y}$ depend on each other. To reproduce this using the MRT formalism the relaxation matrix $T$ must have additional components outside the diagonal, as in [83, Ch. 4].

## Correction using $f_{0}^{(1)}$

As a more computationally efficient, though more complicated, alternative to the previous method, the bulk viscosity correction tensor $\Gamma_{\alpha \beta}$ can be chosen as proportional to

$$
f_{0}^{(1)} \simeq f_{0}-f_{0}^{(0)}
$$

To show how this would work, we must first find $f_{0}^{(1)}$ explicitly from the first-order smallness terms (7.9a) of the Chapman-Enskog expansion,

$$
\begin{equation*}
f_{0}^{(1)}=-\tau\left(\frac{\partial f_{0}^{(0)}}{\partial t_{1}}-\mathcal{B}_{0}\right) . \tag{7.21}
\end{equation*}
$$

From the previous expressions (7.5) and (7.2), we have

$$
\begin{align*}
\mathcal{B}_{0} & =-\frac{w_{0}}{2 c_{\xi}^{2}} b \Gamma_{\gamma \gamma}  \tag{7.22a}\\
f_{0}^{(0)} & =\rho w_{0}\left[\frac{c_{i}^{2}}{c_{\tilde{\xi}}^{2}}+\frac{1}{w_{0}}\left(1-\frac{c_{i}^{2}}{c_{\xi}^{2}}\right)\right]-\frac{w_{0}}{2 c_{\xi}^{2}} \rho u_{\gamma} u_{\gamma} . \tag{7.22b}
\end{align*}
$$

Using the moments of (7.9a), the $t_{1}$ derivative of $f_{i}^{(0)}$ can be expressed as

$$
\begin{align*}
\frac{\partial f_{0}^{(0)}}{\partial t_{1}}= & -w_{0}\left[\frac{c_{\mathrm{i}}^{2}}{c_{\xi}^{2}}+\frac{1}{w_{0}}\left(1-\frac{c_{\mathrm{i}}^{2}}{c_{\xi}^{2}}\right)\right] \frac{\partial \rho u_{\gamma}}{\partial x_{\gamma}}-\frac{1-w_{0}}{c_{\xi}^{2}} \rho \frac{\partial c_{\mathrm{i}}^{2}}{\partial t_{1}}  \tag{7.23}\\
& +\frac{w_{0}}{c_{\xi}^{2}}\left[u_{\alpha} \frac{\partial}{\partial x_{\beta}}\left(\delta_{\alpha \beta} \rho c_{\mathrm{i}}^{2}+\rho u_{\alpha} u_{\beta}\right)+\frac{1}{2} u_{\gamma} u_{\gamma} \frac{\partial \rho}{\partial t_{1}}\right]
\end{align*}
$$

This can be simplified by applying the same approximation scheme as previously and removing terms that will end up above the order $\mathcal{O}(v \varepsilon)$ in the stress tensor. Thus, the explicit, form of $f_{0}^{(1)}$ with these small terms neglected is

$$
\begin{equation*}
f_{0}^{(1)}=-\frac{w_{0}}{2 c_{\xi}^{2}} \tau b \Gamma_{\gamma \gamma}+\tau \rho w_{0}\left[\frac{c_{i}^{2}}{c_{\xi}^{2}}+\frac{1}{w_{0}}\left(1-\frac{c_{i}^{2}}{c_{\xi}^{2}}\right)\right] \frac{\partial u_{\gamma}}{\partial x_{\gamma}}+\tau \rho \frac{1-w_{0}}{c_{\xi}^{2}} \frac{\partial c_{i}^{2}}{\partial t} . \tag{7.24}
\end{equation*}
$$

Choosing the bulk viscosity correction tensor as

$$
\begin{equation*}
\Gamma_{\alpha \beta}=-\frac{\delta_{\alpha \beta}}{d} \frac{2 c_{\xi}^{2}}{w_{0}} f_{0}^{(1)} \simeq-\frac{\delta_{\alpha \beta}}{d} \frac{2 c_{\xi}^{2}}{w_{0}}\left(f_{0}-f_{0}^{(0)}\right) \tag{7.25}
\end{equation*}
$$

and using $v_{\mathrm{B}}^{\prime \prime} / \nu$ to denote the coefficients in front of $\tau \rho \frac{\partial u_{\gamma}}{\partial x_{\gamma}}$, including any possible contributions from the $\frac{\partial c_{i}^{2}}{\partial t}$ term, we find

$$
\begin{equation*}
\tau b \Gamma_{\alpha \beta}=-\frac{\delta_{\alpha \beta}}{d} \frac{2 c_{\xi}^{2}}{w_{0}} \frac{\tau^{2} b}{1-\tau b} \frac{\rho v_{\mathrm{B}}^{\prime \prime}}{v} . \tag{7.26}
\end{equation*}
$$

Equating this with the requirement (7.16) on $\tau b \Gamma_{\alpha \beta}$, we can solve for $b$ and find

$$
\begin{equation*}
b=\left[\tau+\tau^{2} \frac{2 c_{\xi}^{2}}{d w_{0}} \frac{v_{\mathrm{B}}^{\prime \prime} / v}{v_{\mathrm{B}}-v_{\mathrm{B}}^{\prime}}\right]^{-1} \tag{7.27}
\end{equation*}
$$

Thus, by choosing $\Gamma_{\alpha \beta}$ as (7.25) and $b$ as (7.27), we may freely choose the bulk viscosity $\nu_{\mathrm{B}}$ of the model.

This method is more computationally efficient than the previous method, since calculating $\breve{\Pi}_{\alpha \beta}-\breve{\Pi}_{\alpha \beta}^{(0)}$ requires more operations than calculating $f_{0}-f_{0}^{(0)}$, especially with large multidimensional velocity sets.

For the LBE with unmodified equation of state, the two correction methods are equivalent [76, Ch. 3]. This does not hold in general for this model, but for the D1Q3 velocity set it can be shown that $\breve{\Pi}_{\gamma \gamma}^{(1)}=$ $\breve{\Pi}_{x x}^{(1)}=-f_{0}^{(1)}$. Thus, the two definitions for $\Gamma_{\alpha \beta}$ are equivalent because $w_{0} / 2 c_{\xi}^{2}=1$ in the D1Q3 velocity set. Note that this does not generally hold for other velocity sets.

### 7.1.4 General equilibrium requirements

From the derivation of the model's macroscopic behaviour in section 7.1.2, it is possible to deduce some common aspects of all equilibrium functions $f_{i}^{(0)}$ with variable equation of state. Their moments must fulfil certain criteria, namely the zeroth to second order moments in (7.7), to get the correct Euler-level equations.

To avoid some of the undesired terms in the resulting $\breve{I}_{\alpha \beta}^{(1)}$ (7.11d), we would need to have a third order moment proportional to $c_{\mathrm{i}}^{2} \rho$ instead of $c_{\tilde{\xi}}^{2} \rho$. However, this criterion is not possible to fulfil for any of the simple velocity sets described in section 4.1 .3 as all have third order moments dependencies such as $\breve{\Pi}_{x x x}=\breve{\Pi}_{x}$. To avoid these dependencies, extended velocity sets must be used, though these cause the computational burden to increase and make boundary conditions more difficult to handle.

For simple velocity sets, then, the third order equilibrium moments are not all independent. For isotropy reasons, these moments must therefore all be given as $(7.7 \mathrm{~d})$. Consequently, these undesired $\mathcal{O}\left(\nu \varepsilon^{2}\right)$ terms are unavoidable for simple velocity sets.

Fourth order and higher moments, such as the single independent fourth order moment $\breve{\Pi}_{x x y y}$ in the D2Q9 velocity set, are in principle freely adjustable. The Chapman-Enskog analysis shows that the NavierStokes level mass and momentum conservation equations do not depend on them. However, these equilibrium moments may affect the stability of the model [144], which we will discuss briefly into in section 7.2.2.

Regardless, since the zeroth to second moments are fixed by Eulerlevel considerations, every possible equilibrium distribution with variable equation of state in simple lattices must be equivalent when projected to D1Q3. The reason is that no other independent equilibrium moments than these exist for the D1Q3 velocity set; these three fully determine the equilibrium distribution. In fact, we can construct this D1Q3 equilibrium
directly by inverting the matrix in (4.55b),

$$
\left[\begin{array}{c}
f_{-}^{(0)}  \tag{7.28}\\
f_{0}^{(0)} \\
f_{+}^{(0)}
\end{array}\right]=\left[\begin{array}{ccc}
0 & -\frac{1}{2} & \frac{1}{2} \\
1 & 0 & -1 \\
0 & \frac{1}{2} & \frac{1}{2}
\end{array}\right]\left[\begin{array}{c}
\rho \\
\rho u \\
\breve{\Pi}_{x x}^{(0)}
\end{array}\right]
$$

With the second order equilibrium moment given by $\breve{\Pi}_{x x}^{(0)}=p+\rho u u$, the resulting D1Q3 equilibrium distribution is

$$
\begin{align*}
f_{i}^{(0)} & =\frac{1}{2}\left(p+\rho u \xi_{i}+\rho u u\right) \quad \text { for } i \neq 0  \tag{7.29a}\\
f_{0}^{(0)} & =\rho-p-\rho u u . \tag{7.29b}
\end{align*}
$$

By evaluating the constants of the extended equilibrium distribution (7.2) for the D1Q3 velocity set, we can confirm that it simplifies to exactly this.

### 7.1.5 Linearisation analysis

In section 5.3, a linearisation analysis was carried out to determine the sound propagation properties of the basic LB model. Since the extended model described in this section is characterised by a different equilibrium distribution $f_{i}^{(0)}$ and uses a bulk viscosity correction, another brief linearisation analysis must be performed to determine its sound propagation properties.

From the arguments of section 7.1.4, all LB equilibria $f_{i}^{(0)}$ that alter the equation of state are equal for the D1Q3 velocity set. It follows that the following D1Q3 linearisation analysis holds for all such models, not only the equilibrium (7.2) by Chopard et al.

Since the parameter $c_{\mathrm{i}}$ is not necessarily constant but may be a function of e.g. $\rho$, we must consider how to linearise the equation of state $p=c_{\mathrm{i}}^{2} \rho$. A general linearised form of this is

$$
\begin{equation*}
p=p_{0}+\left(\frac{\partial p}{\partial \rho}\right)_{s, 0} \rho^{\prime}=p_{0}+c_{0}^{2} \rho^{\prime} \tag{7.30}
\end{equation*}
$$

Here, $p_{0}$ and $c_{0}$ may still depend on underlying variables such as a rest state temperature $T_{0}$.

Again, we assume the solution to be on the linearised form

$$
\hat{f}_{i}(x, t)=F_{i}^{(0)}+\hat{f}_{i}^{\prime}(x, t)=F_{i}^{(0)}+\hat{f}_{i}^{\star} \mathrm{e}^{\mathrm{i}(\hat{\omega} t-\hat{k} x)}
$$

The two components are a constant rest state distribution $F_{i}^{(0)}$ and a fluctuation distribution $\hat{f}_{i}^{\prime}$ which is assumed to be so small that any terms nonlinear in it may be neglected. Using the general D1Q3 equilibrium
distribution (7.29) and the linearised equation of state (7.30), the equilibria of the two components are

$$
\begin{array}{ll}
F_{0}^{(0)}=\rho_{0}-p_{0}, & F_{ \pm}^{(0)}=\frac{1}{2} p_{0} \\
f_{0}^{\star(0)}=\left(1-c_{0}^{2}\right) \hat{\rho}^{\star}, & f_{ \pm}^{\star(0)}=\frac{1}{2}\left(c_{0}^{2} \hat{\rho}^{\star} \pm \rho_{0} \hat{u}^{\star}\right) \tag{7.31b}
\end{array}
$$

Using the $\breve{\Pi}_{\gamma \gamma}^{(1)}$ method for the bulk viscosity correction term, we have

$$
\hat{\Pi}_{\gamma \gamma}^{\star(1)} \simeq \hat{\Pi}_{\gamma \gamma}^{\star}-\hat{\Pi}_{\gamma \gamma}^{\star(0)} \simeq \hat{f}_{+}^{\star}+\hat{f}_{-}^{\star}-c_{0}^{2} \hat{\rho}^{\star}=-\hat{f}_{0}^{\star}+\left(1-c_{0}^{2}\right) \hat{\rho}^{\star}
$$

Subtracting the rest state and inserting D1Q3 constants, we have the harmonic linearised extended LBE

$$
\begin{align*}
\hat{f}_{i}^{\star}\left(x+\xi_{i}, t+1\right)= & \hat{f}_{i}^{\star}-\frac{1}{\tau}\left(\hat{f}_{i}^{\star}-\hat{f}_{i}^{\star(0)}\right)  \tag{7.32}\\
& -\frac{9}{2} b w_{i}\left(\tilde{\xi}_{i}^{2}-\frac{1}{3}\right)\left[\hat{f}_{0}^{\star}-\hat{\rho}^{\star}\left(1-c_{0}^{2}\right)\right] .
\end{align*}
$$

Proceeding as previously done in section 5.3.1, we end up with another eigenvalue problem of the form

$$
\begin{equation*}
\hat{A} \hat{f}^{\star}=\mathrm{e}^{\mathrm{i} \hat{\omega}} \hat{f}^{\star} \tag{7.33a}
\end{equation*}
$$

with the eigenvector $\hat{f}^{\star}=\left[\begin{array}{lll}\hat{f}_{-}^{\star} & \hat{f}_{0}^{\star} & \hat{f}_{+}^{\star}\end{array}\right]^{\mathrm{T}}$ and the matrix

$$
\hat{A}=\left[\begin{array}{cc}
\left(1+\frac{\left(1-c_{0}^{2}\right)(b-1 / \tau)}{2}\right) \mathrm{e}^{-\mathrm{i} \hat{k}}\left(\frac{c_{0}^{2}(1 / \tau-b)}{2}\right) \mathrm{e}^{-\mathrm{i} \hat{k}} & \left(\frac{\left(1-c_{0}^{2}\right)(b-1 / \tau)}{2}\right) \mathrm{e}^{-\mathrm{i} \hat{k}}  \tag{7.33b}\\
\left(1-c_{0}^{2}\right)(1 / \tau-b) & 1+c_{0}^{2}(b-1 / \tau) \\
\left(\frac{\left(1-c_{0}^{2}\right)(b-1 / \tau)}{2}\right) \mathrm{e}^{\mathrm{i} \hat{k}} & \left(\frac{c_{0}^{2}(1 / \tau-b)}{2}\right) \mathrm{e}^{\mathrm{i} \hat{k}} \\
\left(1+\frac{\left(1-c_{0}^{2}\right)(1 / \tau-b)}{2}\right) \\
2-1 / \tau) \\
\mathrm{e}^{\mathrm{i} \hat{k}}
\end{array}\right]
$$

As before, we can find the properties of both forced and free waves from the dispersion relation

$$
\begin{equation*}
\operatorname{det}\left(\hat{A}-I \mathrm{e}^{\mathrm{i} \hat{\omega}}\right)=g\left(\hat{\omega}, \hat{k}, c_{0}, \tau_{v}\right)=0 \tag{7.34}
\end{equation*}
$$

While this relation is again too bulky to write out, it is worth noting that it is not a function of $b$ except through the resulting bulk viscosity $v$ in $\tau_{v}$. This shows that the bulk viscosity correction works perfectly in the linearised limit, with no undesired side-effects.

The fact that the bulk viscosity correction works perfectly for D1Q3 should not be surprising. The viscosity appears in the matrix $\hat{A}$ only in the combination $-1 / \tau+b$, as we would expect from considering what (7.20b) would become in a one-dimensional situation. In a sense, all this bulk viscosity correction does for D1Q3 is to increase the relaxation parameter for $\breve{\Pi}_{x x}$ from $-1 / \tau$ to $-1 / \tau+b$. We could have found the same result simply by changing $\tau$, as the relaxation time of the conserved moments $\rho$ and $\rho u_{x}$ do not matter for the end result.

## Forced waves

Assuming $\hat{\omega}=\omega_{0}$ and solving for $\hat{k}$, we find two solutions. These are significantly more bulky than before,* and we'll therefore restrict ourselves to the series expansion of the $+x$-propagating solution,

$$
\begin{align*}
\frac{\hat{k}}{k_{0}}= & 1+\frac{\omega_{0}^{2}}{24}\left(\frac{1}{c_{0}^{2}}-1\right)+\frac{\omega_{0}^{4}}{1920}\left(\frac{9}{c_{0}^{4}}-\frac{10}{c_{0}^{2}}+1\right)+\mathcal{O}\left(\omega_{0}^{6}\right) \\
& -\mathrm{i} \frac{1}{2} X\left[1+\frac{\omega_{0}^{2}}{24}\left(\frac{3}{c_{0}^{2}}+1\right)+\mathcal{O}\left(\omega_{0}^{4}\right)\right]  \tag{7.35}\\
& -X^{2}\left[\frac{1}{8} \frac{c_{0}^{2}+3}{1-c_{0}^{2}}+\mathcal{O}\left(\omega_{0}^{2}\right)\right]+\mathcal{O}\left(X^{3}\right)
\end{align*}
$$

As before, the acoustic viscosity number $X$ represents the effects of the physical DVBE model and $\omega_{0}$ represents the numerical resolution. Setting $c_{0}^{2}=c_{\tilde{\xi}}^{2}=1 / 3$, this equation is equivalent with (5.63) for the basic model.

At $\mathcal{O}\left(X^{0}\right)$ and $\mathcal{O}\left(X^{1}\right)$, only the discretisation error terms are dependent on $c_{0}$. However, at $\mathcal{O}\left(X^{2}\right)$, even the discretisation error independent $\mathcal{O}\left(\omega_{0}^{0}\right)$ term is dependent on $c_{0}$. In fact, this term goes to infinity as $c_{0} \rightarrow 1$. That high-order dispersion should be dependent on $c_{0}$ is plausible since the D1Q3 sound speed ceiling is $c=1$, as shown in section 5.2.4.

The exact expression for $\hat{k}$ can be evaluated numerically, and the dispersion and absorption that it predicts is plotted as function of discretisation error in Figure 7.1. The figure shows that the effect of discretisation error is decreased if $c_{0}$ is increased. However, the undesired $c_{0}$-dependent dispersion at $\mathcal{O}\left(X^{2}\right)$ is also visible in the dispersion figure, as the dispersion is markedly altered at $k_{0}=0$ for $X=0.1$ when $c_{0}$ is varied.

## Free waves

As before, there are three free wave solutions: Two propagating and one diffusive. The series expansion of the $+x$-propagating solution is

$$
\begin{align*}
\frac{\hat{\omega}}{\omega_{0}}= & 1-\frac{k_{0}^{2}}{24}\left(1-c_{0}^{2}\right)+\frac{k_{0}^{4}}{1920}\left(1-10 c_{0}^{2}+9 c_{0}^{4}\right)+\mathcal{O}\left(k_{0}^{6}\right) \\
& +\mathrm{i} \frac{1}{2} X\left[1+\frac{k_{0}^{2}}{12}\left(3 c_{0}^{2}-1\right)+\mathcal{O}\left(k_{0}^{4}\right)\right]  \tag{7.36}\\
& +X^{2}\left[\frac{1}{8} \frac{5 c_{0}^{2}-1}{1-c_{0}^{2}}+\mathcal{O}\left(k_{0}^{2}\right)\right]+\mathcal{O}\left(X^{3}\right) .
\end{align*}
$$

[^34]

Figure 7.1: The normalised inverse dispersion (upper) and the normalised absorption (lower) of forced waves as functions of the normalised numerical resolution $k_{0}=\omega_{0} / c_{0}$ for two different values of $X$ and three different values of $c_{0}$.

Naturally, this equation is also equivalent with the previous free wave solution (5.64) for $c_{0}^{2}=c_{\tilde{\xi}}^{2}=1 / 3$. Like in the forced wave case, the $\mathcal{O}\left(k_{0}^{0} X^{2}\right)$ term is dependent on $c_{0}$, and diverges for $c_{0} \rightarrow 1$.

The exact solution for this mode is plotted in Figure 7.2. Due to a divergence caused by numerical error at very small $k_{0}$, very small parts of the graphs are not plotted near $k_{0}=0$. For the dispersion, the higher choice of $c_{0}$ leads to a smaller effect from the discretisation error. For the absorption, the lowest discretisation error is found for $c_{0}^{2}=1 / 3$, where the $\mathcal{O}\left(k_{0}^{2} X\right)$ is zero.

### 7.2 Isentropic equation of state and nonlinear acoustics

As we have seen, this extended model lets us choose the proportionality coefficient $c_{\mathrm{i}}$ in the equation of state $p=c_{\mathrm{i}}^{2} \rho$. There is no requirement that $c_{\mathrm{i}}$ has to be constant, meaning that we have more freedom in choosing the equation of state.

As described in section 2.3.5, there are two separate mechanisms of nonlinear acoustics. Firstly, the speed of sound increases in sound wave peaks and decreases in troughs due to local changes in $T \propto p / \rho$. Secondly, the local fluid velocity of the sound wave advects peaks and troughs towards and against the sound wave propagation direction, respectively.

Simulations of nonlinear LB acoustics have been performed previously [110]. However, an isothermal LBM was used so that only the second mechanism of self-advection was captured. We will now choose a pseudo-thermal ideal-gas isentropic equation of state

$$
\begin{equation*}
p=p_{0}\left(\frac{\rho}{\rho_{0}}\right)^{\gamma} \tag{7.37}
\end{equation*}
$$

which allows for the first mechanism of nonlinearity to be captured. As seen in section 2.3, this directly leads to the small-signal speed of sound $c_{0}=\sqrt{\gamma p_{0} / \rho_{0}}$.

The term pseudo-thermal is used here since the model will still not have an independent thermal field, and thermal conduction can consequently not be captured directly by the model. In fact, thermal conduction is incompatible with the isentropic equation of state as it causes entropy to increase as discussed in section 2.3.2. However, the local temperature is related to the density and pressure through the isentropic relations

$$
\left(\frac{T}{T_{0}}\right)=\left(\frac{\rho}{\rho_{0}}\right)^{\gamma-1}=\left(\frac{p}{p_{0}}\right)^{\frac{\gamma-1}{\gamma}}
$$

LB models with variable adiabatic index $\gamma$ have been proposed previously $[133,148]$. While their resulting macroscopic equations are errorfree, these models are more cumbersome and require extended velocity


Figure 7.2: The normalised dispersion (upper) and the normalised absorption (lower) of free waves as functions of the normalised numerical resolution $k_{0}=\omega_{0} / c_{0}$ for two different values of $X$ and three different values of $c_{0}$.

## CFL condition

A stability condition in numerical mathematics. For hyperbolic equations it states that information must not propagate in the simulation more slowly than the characteristics of the solution (e.g. the speed of sound).
sets. The model presented here only requires altering the equilibrium distribution by making $c_{\mathrm{i}}$ a local function of $\rho$, and adding a source term $\mathcal{B}_{i}$ to the LBE. Even so, this method has downsides, and while we will see no effect of the neglected $\mathcal{O}\left(v \varepsilon^{2}\right)$ error terms in the following application to nonlinear acoustics, these error terms may be more significant in other cases.

### 7.2.1 The isentropic lattice Boltzmann model

To reproduce the isentropic equation of state (7.37), we must choose

$$
\begin{equation*}
c_{\mathrm{i}}^{2}=\frac{p}{\rho}=\frac{c_{0}^{2}}{\gamma}\left(\frac{\rho}{\rho_{0}}\right)^{\gamma-1} \tag{7.38a}
\end{equation*}
$$

where the small-signal (i.e. $\rho \simeq \rho_{0}$ ) speed of sound is

$$
\begin{equation*}
c_{0}=c_{\mathrm{i}} \sqrt{\gamma} \tag{7.38b}
\end{equation*}
$$

In order to make the error terms proportional to $1-c_{i}^{2} / c_{\xi}^{2}$ disappear, we could also choose $c_{\mathrm{i}}$ so that $c_{\mathrm{i}}=c_{\xi}$ in the rest state and $c_{0}=c_{\xi} \sqrt{\gamma}$.

Since the speed of sound $c_{0}$ is now higher than $c_{i}$, the Courant-Friedrichs-Lewy condition [104, Ch. 10] poses another stability constraint in addition to (7.3) on the parameter $c_{\mathrm{i}}$. If the model's speed of sound exceeds the information propagation speed, i.e. the particle speed, of the model, the simulation will necessarily be unstable. Therefore, we must require that $c_{0}=c_{\mathrm{i}} \sqrt{\gamma}<1$, with an additional margin of safety to account for the nonlinear increase of the speed of sound. In fact, this requirement is even stricter in higher dimensions; we will see in section 7.2.2 that the stability limit for the D2Q9 velocity set is $c_{0}>1 / \sqrt{2}$.

Since the parameter $c_{\mathrm{i}}$ is no longer constant, the $\partial c_{\mathrm{i}}^{2} / \partial t$ term in the stress tensor will not disappear. Using the chain rule, this time derivative is resolved to

$$
\begin{align*}
\frac{\partial c_{\mathrm{i}}^{2}}{\partial t} & =\frac{c_{0}^{2}}{\gamma} \frac{\partial \rho}{\partial t} \frac{\partial}{\partial \rho}\left(\frac{\rho}{\rho_{0}}\right)^{\gamma-1}=-\frac{c_{0}^{2}}{\rho} \frac{\gamma-1}{\gamma}\left(\frac{\rho}{\rho_{0}}\right)^{\gamma-1} \frac{\partial \rho u_{\gamma}}{\partial x_{\gamma}}  \tag{7.39}\\
& \simeq-c_{\mathrm{i}}^{2}(\gamma-1) \frac{\partial u_{\gamma}}{\partial x_{\gamma}}
\end{align*}
$$

Thus, this term represents an additional contribution to the bulk viscosity.
Inserting this into the extended model's stress tensor (7.13b) and comparing with the generalised stress tensor (7.15), we find that the resulting unmodified bulk viscosity is

$$
\begin{equation*}
v_{\mathrm{B}}^{\prime}=v\left(\frac{5}{3}-\gamma \frac{c_{\mathrm{i}}^{2}}{c_{\xi}^{2}}\right) \tag{7.40}
\end{equation*}
$$

Interestingly, for $c_{i} \simeq c_{\xi}$, this bulk viscosity is the same as found in section (6.1.1) and elsewhere in the literature [55, 133] for instant equilibration of energy between the different molecular degrees of freedom. This would suggest that the $\partial c_{\mathrm{i}}^{2} / \partial t$ term in the stress tensor is be physically relevant and not an error term.

Thus, by choosing $c_{\mathrm{i}}^{2}$ as in (7.38a), choosing $\Gamma_{\alpha \beta}=\delta_{\alpha \beta} \breve{\Pi}_{\gamma \gamma}^{\mathrm{neq}} / d$, and setting the bulk viscosity correction coefficient to

$$
\begin{equation*}
b=\left[\tau+\tau^{2} \frac{(1+2 / d) c_{\xi}^{2}-\gamma c_{\mathrm{i}}^{2}}{v_{\mathrm{B}}-v\left(5 / 3-\gamma c_{\mathrm{i}}^{2} / c_{\xi}^{2}\right)}\right]^{-1} \tag{7.41}
\end{equation*}
$$

the LB model with isentropic equation of state is complete.

### 7.2.2 D2Q9 stability: Comparison to another model

With this choice of $c_{\mathrm{i}}^{2}$, the resulting equilibrium $f_{i}^{(0)}$ for D2Q9 equals what we get by similarly specialising the equilibrium $f_{i}^{(0)}$ derived by Dellar in [144]. Dellar's model in general assumes only that the pressure $p(\rho)$ is a function only of density. We will now show this equivalence.

If we assume for the extended model that the $c_{\mathrm{i}}$ is similarly only a function of density, the exact momentum flux tensor perturbation (7.11d) can be simplified without approximation to

$$
\begin{align*}
\breve{\Pi}_{\alpha \beta}^{(1)}= & -\tau \rho c_{\tilde{\zeta}}^{2}\left(\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{\partial u_{\alpha}}{\partial x_{\beta}}+\frac{1}{c_{\tilde{\xi}}^{2}}\left[c_{\tilde{\xi}}^{2}-\frac{\partial \rho c_{i}^{2}}{\partial \rho}\right] \delta_{\alpha \beta} \frac{\partial u_{\gamma}}{\partial x_{\gamma}}\right) \\
& -\tau\left(c_{\tilde{\xi}}^{2}-\frac{\partial \rho c_{i}^{2}}{\partial \rho}\right)\left(u_{\alpha} \frac{\partial}{\partial x_{\beta}}+u_{\beta} \frac{\partial}{\partial x_{\alpha}}+\delta_{\alpha \beta} u_{\gamma} \frac{\partial}{\partial x_{\gamma}}\right) \rho  \tag{7.42}\\
& +\tau \frac{\partial \rho u_{\alpha} u_{\beta} u_{\gamma}}{\partial x_{\gamma}}+\tau b \Gamma_{\alpha \beta}
\end{align*}
$$

by applying the chain rule for derivatives of $c_{\mathrm{i}}^{2}(\rho)$ and the mass conservation equation.

Disregarding the term $\tau b \Gamma_{\alpha \beta}$ term which does not come from the equilibrium distribution, this equation is equal to what is given in [144]. Consequently, the equilibrium moments $\breve{\Pi}_{0}^{(0)}, \breve{\Pi}_{\alpha}^{(0)}, \breve{\Pi}_{\alpha \beta}^{(0)}$, and $\breve{\Pi}_{\alpha \beta \gamma}^{(0)}$ that $\breve{I}_{\alpha \beta}^{(1)}$ determine the macroscopic equations must be equal for the two equilbrium distributions.

For the D2Q9 velocity set for which Dellar's model is derived, this means that eight out of the nine independent equilibrium moments are equal, as can be seen from Figure 5.7. An independent moment, which
we can choose as our ninth, was chosen by Dellar as

$$
N^{(0)}=\sum_{i} g_{i} f_{i}^{(0)}
$$

with $g_{i}=(1,-2,-2,-2,-2,4,4,4,4)$. Furthermore, Dellar showed that a source of potential instability is eliminated if this moment is

$$
N^{(0)}=\rho-3 p
$$

Consequently, the D2Q9 equilibrium is fully determined by constraints related to the macroscopic equations and stability.

Taking this moment of (7.2), we do indeed find that $N^{(0)}=\rho-3 p$, meaning that this equilibrium does not suffer the D2Q9 stability issues described in [144]. Also, as all nine independent equilibrium moments are equal for the equilbrium distributions in (7.2) and in [144], it follows that the two equilibria are equal if $c_{\mathrm{i}}^{2}$ is a function only of density.

Note however that the fact that this equilibrium distribution is stable for D1Q3 and D2Q9 does not necessarily mean that it is stable for other velocity sets. This stability must either be determined for each velocity set using complex derivations as in [144], or through numerical experiments.

An experiment was carried out to verify the stability of the isentropic model in the D2Q9 velocity set, using a simulation setup similar to that in section 6.3.2, with a monopole point source in the middle of the simulation domain. The high density gradients around the point source make for a demanding stability test. The simulation was performed with the previously used MRT operator which instantly relaxes nonhydrodynamic moments, $\gamma=5 / 3$ and $\gamma=1$, and zero viscosity. With $c_{0}<1 / \sqrt{2}$ the simulation appears stable, but instabilities eventually develop at the source if $c_{0}$ is chosen to be larger.

This instability can likely be connected to the results of section 5.2.5. In that section, it was shown for the D2Q9 DVBE that the speed of sound in the direction of the diagonal velocities $\left|\xi_{i \in\{5-8\}}\right|$ goes towards $1 / \sqrt{2}$ due to the effects of viscous dispersion. This is in contrast to the axial direction where it increases to $\left|\xi_{i \in\{1-3\}}\right|=1$. This suggests that $1 / \sqrt{2}$ is the information propagation speed in the diagonal directions, and not $\left|\xi_{i \in\{5-8\}}\right|=\sqrt{2}$ as could be expected. If this is correct, then increasing the speed of sound above this limit will violate the CFL condition, explaining the instability.

### 7.2.3 Physical nonlinear acoustics case

With this isentropic model it is possible to capture both mechanisms of nonlinear acoustics. To verify this we will perform a free wave simulation as in [110]. Adapting the Burgers equation from section 2.3.5, which
describes nonlinear sound propagation, from forced waves to free waves, it becomes

$$
\begin{equation*}
\frac{\partial \tilde{p}}{\partial \tilde{t}}=\tilde{p} \frac{\partial \tilde{p}}{\partial \tilde{t}_{\mathrm{r}}}+\tilde{\alpha}_{t} \frac{\partial^{2} \tilde{p}}{\partial \tilde{t}_{\mathrm{r}}^{2}} \tag{7.43a}
\end{equation*}
$$

where the tildes denote nondimensionalised parameters,

$$
\begin{equation*}
\tilde{p}=p^{\prime} / p^{\star}, \quad \tilde{t}=t / t_{\text {shock }}, \quad \tilde{t}_{\mathrm{r}}=k_{0} c_{0} t_{\mathrm{r}}, \quad \tilde{\alpha}_{t}=\alpha_{t} t_{\text {shock }} \tag{7.43b}
\end{equation*}
$$

Here, $t_{\text {shock }}$ is the shock formation time, i.e. the time it takes for the peak to catch up to the trough for a plane wave in a lossless medium,

$$
\begin{equation*}
t_{\text {shock }}=\frac{\rho_{0} c_{0}}{p^{\star} \beta k_{0}}=\frac{\gamma}{\beta \omega_{0}} \frac{p_{0}}{p^{\star}} \tag{7.43c}
\end{equation*}
$$

$\beta=(\gamma+1) / 2$ being the coefficient of nonlinearity. In a thermoviscous fluid, the free wave absorption coefficient is

$$
\begin{equation*}
\alpha_{t} \simeq \frac{k_{0}^{2}}{2} v\left(\frac{4}{3}+\frac{v_{\mathrm{B}}}{v}+\frac{\gamma-1}{P r}\right) \tag{7.44}
\end{equation*}
$$

with the effect of molecular relaxation assumed to be either not present or absorbed into the bulk viscosity.

The free wave Burgers equation (7.43a) is on the same mathematical form as the forced wave Burgers equation (2.66a), and can be solved numerically in the frequency domain using the exact same method, (2.68), only replacing $\tilde{x}$ with $\tilde{t}$.

For the test case we choose a monatomic gas, which is purely thermoviscous and has no molecular relaxation. Monatomic gases have an adiabatic index of $\gamma=5 / 3$ and zero bulk viscosity, as found in Chapter 3. Their Prandtl number is $\operatorname{Pr} \simeq 2 / 3$ [58, Ch. II].

More specifically, the monatomic gas is chosen as neon at standard conditions, $p_{0}=1.013 \times 10^{5} \mathrm{~Pa}$ and $T_{0}=300 \mathrm{~K}$. The ideal gas law gives a corresponding density of $\rho_{0}=0.820 \mathrm{~kg} / \mathrm{m}^{3}$. The speed of sound as found from (2.24) to be $c_{0}=454 \mathrm{~m} / \mathrm{s}$. The final material parameter is the viscosity, $v=3.89 \times 10^{-5} \mathrm{~m}^{2} / \mathrm{s}$ [149].

The sound wave's frequency is chosen as 10 kHz , and its amplitude as $p^{\star} / p_{0}=\gamma \rho^{\star} / \rho_{0}=10^{-2}$, corresponding to a sound pressure level of 151 dB re $20 \mu \mathrm{~Pa}$. This corresponds to a peak Mach number of

$$
M a=\frac{u^{\star}}{c_{0}} \simeq \frac{p^{\star}}{\rho_{0} c_{0}^{2}}=\frac{p^{\star}}{\gamma p_{0}}=6 \times 10^{-3} .
$$

## Sound pressure level

A logarithmic measure of RMS sound pressure $p_{\text {rms }}^{\prime}$ relative to a reference value (typically $p_{\text {ref }}=20 \mu \mathrm{~Pa}$ ), found as $20 \log \left(p_{\text {rms }}^{\prime} / p_{\text {ref }}\right)$ [24, Ch. 5]

Inserting the constants, we find a shock formation time of $t_{\text {shock }}=$ $1.99 \times 10^{-3} \mathrm{~s}$, a shock formation distance of $x_{\text {shock }}=c_{0} t_{\text {shock }}=0.903 \mathrm{~m}$, and a nondimensionalised absorption $\tilde{\alpha}_{t}=1.73 \times 10^{-3}$. While it is not directly relevant to the simulation, the acoustic viscosity number is $X=$ $1.58 \times 10^{-5}$ for the fundamental frequency.

### 7.2.4 Nonlinear acoustics simulation

As the problem is one-dimensional, it is appropriate to use the D1Q3 velocity set. Similarly to section 5.3 .3 the free wave will be initialised as one wavelength spanning a periodic system, using the eigenvector of the eigenvalue problem (7.33), which can be found numerically directly from the matrix $\hat{A}$.

However, the linearisation analysis underlying the eigenvalue problem was performed under two assumptions. Firstly, that $\hat{f}_{i}^{\star}$ is a very small fluctuation on top of $F_{i}^{(0)}$. Secondly, that the speed of sound is a constant. These assumptions do not fully hold for a strongly excited wave and a nonlinear equation of state. By initialising in this way, amplitude oscillations such as those seen in Figure 5.16 can be reduced though not eliminated since the initialisation is no longer exact.

The number of timesteps required for shock formation can be found from the time resolution (4.45b) and the physical shock formation time (7.43c),

$$
\begin{equation*}
\frac{t_{\text {shock }}}{\Delta t}=\frac{2 \gamma}{\gamma+1} \frac{p_{0}}{p^{\star}} \frac{c_{0, \mathrm{ph}}^{2}}{\omega_{0, \mathrm{ph}} v_{\mathrm{ph}}} \frac{v_{\text {la }}}{c_{0, \mathrm{la}}^{2}} \tag{7.45a}
\end{equation*}
$$

Similarly, the number of nodes per wavelength, which determines the system width, is found from the spatial resolution (4.45a) as

$$
\begin{equation*}
\frac{\lambda_{\mathrm{ph}}}{\Delta x}=\frac{2 \pi c_{0, \mathrm{ph}}^{2}}{\omega_{0, \mathrm{ph}} v_{\mathrm{ph}}} \frac{v_{\mathrm{la}}}{c_{0, \mathrm{la}}} \tag{7.45b}
\end{equation*}
$$

Note how we have two adjustable parameters that determine the the resolution, $v_{\text {la }}$ and $c_{0, \text { la }}$. In the basic model with $c_{0}=c_{\xi}$, only the parameter $v_{\text {la }}$ would be adjustable, and the number of time steps and nodes required could only be decreased by decreasing $\tau$.

To get as few time steps and nodes as possible, meaning a quicker simulation, we desire to have a low numerical viscosity and a high lattice speed of sound. On the other hand, in dispersive numerical methods such as this, numerical dispersion causes a Gibbs-like phenomenon at the shock [150, 151]. A high simulation resolution, corresponding to a small $k_{0}$, is necessary to ensure that this phenomenon does not get out of hand before the shock formation occurs. Additionally, (7.36) and Figure 7.2 indicate that a higher value of $c_{\mathrm{i}}$ corresponds to a smaller numerical dispersion from discretisation error.

The numerical parameters were chosen as $\tau=0.51, c_{0,1 \mathrm{la}}=0.9$. This leads to resolutions $\Delta x=2.31 \times 10^{-5} \mathrm{~m}$ and $\Delta t=4.59 \times 10^{-8} \mathrm{~s}$, a lattice shock formation time of $t_{\text {shock }} / \Delta t \approx 43380$ time steps, and a system width of $\lambda_{\text {ph }} / \Delta x=1962$ nodes.

While there is no bulk viscosity in a monatomic dilute gas and no heat conduction in the simulation, the bulk viscosity in the simulation was set
to $v_{\mathrm{B}}=3 v(\gamma-1) / 2$ in order to emulate the effect of thermal conduction on acoustic absorption.

Various aspects of the simulation results are shown in Figure 7.3.
Figure 7.3(a) shows that the LB and Burgers equation solutions agree to plotting accuracy up to at least $\tilde{t}=1$. At $\tilde{t}=1.5$ the solutions no longer fully agree around the shock, and a spurious oscillation has formed at the upper edge of the shock due to the numerical dispersion of the LB scheme. Since the Burgers equation is solved numerically by a set of ODEs for the frequency components, that solution is not affected by numerical dispersion and such spurious oscillations.

As the shock develops, the different frequency components evolve: Higher harmonics feed on the lower ones, but are more heavily affected by absorption. The magnitude of each harmonic at time $\tilde{t}$ can be found by taking the spatial Fourier transform of the LB solution. The evolution of the first six frequency components in the LB and Burgers equation solutions are compared in Figure 7.3(b), showing excellent agreement.

Strangely, the agreement between the two methods shown here is significantly better than in the previously published article on using LB to simulate isothermal nonlinear acoustic shock formation [110]. However, as explained in that article, the imperfect agreement shown there may be connected to the method of determining the harmonic magnitudes, which involved averaging in time.

Figure 7.3(c) shows the magnitudes of the different harmonics at $\tilde{t}=1$. While the agreement is excellent at low frequencies, the magnitudes of the higher LB harmonics are lower than those of the Burgers equation solution. It would be tempting to attribute this to numerical absorption, since (7.36) and Figure 7.2 shows that discretisation error causes extra absorption at high frequencies when $c_{0}$ is large. However, such a discrepancy also occurs between the two solutions when the simulation is performed using the basic LB model $\left(\gamma=1, c_{i}=c_{\xi}=c_{0}\right)$ where this is not the case as discretisation error causes a decrease in absorption. This indicates that the effect is not rooted in numerical absorption, and may be caused by differences in the two models' behaviour at high acoustic viscosity numbers $X$ : Firstly, terms of $\mathcal{O}\left(X^{2}\right)$ and higher are neglected when deriving the Burgers equation from the Navier-Stokes-Fourier conservation equations. Secondly, we found in section 5.2.4 that the DVBE model's acoustic absorption is slightly higher for free waves than that of the Navier-Stokes-Fourier model.

All in all, the simulation results match very well, showing that the isentropic LB model works as intended and that the nonlinear errors in the extended LB model are negligible even for practical cases in nonlinear acoustics.

(b) Evolution of magnitude of frequency components $n=1$ (upper, darkest) to $n=6$ (lower, lightest), for Burgers (dashed) and LB (solid) solutions

(c) Distribution of harmonic magnitude at $\tilde{t}=1$ as function of components' numerical LB wavenumber

Figure 7.3: Comparison of different aspects of nonlinear acoustic shock wave formation, for both the Burgers equation and the lattice Boltzmann method.

### 7.3 Molecular relaxation

We will now utilise the extended LB model to reproduce the effect of slow molecular relaxation on sound propagation, as discussed in section 2.3.3, in a LB simulation. Unfortunately, due to time constraints, the work in this section could not be as fully realised as it should have been. Even so, to the author's knowledge no similar LB work has previously been published.

To reproduce the effect of a single relaxation process, i.e. the transfer of energy in and out of a single internal degree of freedom, we use the relaxation equation of state

$$
\begin{equation*}
\tau_{\mathrm{m}} \frac{\partial}{\partial t}\left(p^{\prime}-c_{\infty}^{2} \rho^{\prime}\right)+\left(p^{\prime}-c_{0}^{2} \rho^{\prime}\right)=0 \tag{7.46}
\end{equation*}
$$

where $c_{0}$ is the ideal, low-frequency speed of sound and $c_{\infty}$ is the speed of sound for frequencies so high that the internal degree of freedom is no longer active. From (2.49), the ratio $c_{\infty} / c_{0}$ is determined solely by the excitation fraction of the inner degree of freedom, $d_{i}$.

For a general pressure and density fluctuation, the time derivative must be estimated using finite differences or similar. However, if we restrict ourselves to monofrequency sound with a frequency $\hat{\omega}$, we can replace the time derivative as $\partial / \partial t \rightarrow \mathrm{i} \hat{\omega}$, which results in the equation of state

$$
\begin{equation*}
p^{\prime}=\frac{c_{0}^{2}+\mathrm{i} \hat{\omega} \tau_{\mathrm{m}} c_{\infty}^{2}}{1+\mathrm{i} \hat{\omega} \tau_{\mathrm{m}}} \rho^{\prime} \tag{7.47a}
\end{equation*}
$$

For forced waves, this is fulfilled if

$$
\begin{equation*}
c_{\mathrm{i}}^{2}=\frac{c_{0}^{2}+\mathrm{i} X_{\mathrm{m}} c_{\infty}^{2}}{1+\mathrm{i} X_{\mathrm{m}}}=\frac{c_{0}^{2}+X_{\mathrm{m}}^{2} c_{\infty}^{2}}{1+X_{\mathrm{m}}^{2}}+\mathrm{i} \frac{X_{\mathrm{m}}\left(c_{\infty}^{2}-c_{0}^{2}\right)}{1+X_{\mathrm{m}}^{2}} \tag{7.47b}
\end{equation*}
$$

where we have used the acoustic relaxation number $X_{\mathrm{m}}$, defined analogously to the acoustic viscosity number $X$ as

$$
\begin{equation*}
X_{\mathrm{m}}=\omega_{0} \tau_{\mathrm{m}} \tag{7.48}
\end{equation*}
$$

Since this choice of $c_{\mathrm{i}}$ is a constant, we do not have to take the extended model's $\partial c_{\mathrm{i}}^{2} / \partial t$ term into consideration. Also, $c_{\mathrm{i}}$ is now complex, meaning that there is a phase shift between the pressure and the density components of the wave.

The derivation in section 2.3 .3 on the effect of relaxation on absorption and dispersion was performed with the Euler model, and did therefore not include any thermoviscous absorption. Combining the relaxation equation of state with the Navier-Stokes-Fourier and neglecting $\mathcal{O}\left(X^{2}\right)$ effects, the total absorption is given by addition of the effects of relaxation, viscosity, and heat conduction [28]. Thus, for weak relaxation processes (i.e. small $d_{i}$,

Acoustic relaxation number, $X_{m}$ A dimensionless number indicating the effect of molecular relaxation on sound propagation
or equivalently, small $c_{\infty}^{2} / c_{0}^{2}-1$ ) and small acoustic viscosity numbers $X$, the dispersion and absorption for forced waves in an isothermal relaxing fluid are given by

$$
\begin{align*}
c & =c_{0} \sqrt{\frac{1+X_{\mathrm{m}}^{2}\left(c_{\infty} / c_{0}\right)^{4}}{1+X_{\mathrm{m}}^{2}\left(c_{\infty} / c_{0}\right)^{2}}}  \tag{7.49a}\\
\frac{\alpha_{x}}{k} & =\frac{1}{2}\left(\frac{c_{\infty}^{2}}{c_{0}^{2}}-1\right) \frac{X_{\mathrm{m}}}{1+X_{\mathrm{m}}^{2}}+\frac{\omega_{0}}{2 c^{2}}\left(\frac{4}{3} v+v_{\mathrm{B}}\right) . \tag{7.49b}
\end{align*}
$$

The second absorption term is close to $X / 2$, but is given by a general speed of sound $c$ instead of the ideal speed of sound $c_{0}$. In other words, the dispersion of molecular relaxation affects the thermoviscous absorption.

This change of the speed of sound in the viscous absorption indicates that the acoustic viscosity number should be redefined in this case. Since the expressions above are only valid to $\mathcal{O}(X)$, i.e. not to $\mathcal{O}\left(X^{2}\right)$ where viscous dispersion occurs, and since the viscous effect on absorption is typically only relevant for $X_{\mathrm{m}} \gg 1$ where $c=c_{\infty}$, we redefine $X$ from (5.8b) to

$$
\begin{equation*}
X=\frac{\omega_{0}}{c_{\infty}^{2}}\left(\frac{4}{3} v+v_{\mathrm{B}}\right) \tag{7.50}
\end{equation*}
$$

### 7.3.1 Verification by simulation

To determine whether the suggested model works, a simulation must be performed. To find the dispersion and absorption expressions (7.49), it is assumed that $X \ll 1$ and that $c_{\infty}^{2} / c_{0}^{2}-1 \ll 1$. For the simulation we choose $c_{0}=0.57$ and $c_{\infty}=0.58$, corresponding from (2.49) to an excitation fraction of the inner degree of freedom of $d_{\mathrm{i}}=0.176$. To be consistent with the assumption of only one inner degree of freedom, the bulk viscosity is chosen as $v_{\mathrm{B}}=0$.

The simulation was performed for a linearised LBE, like the inviscid plane forced wave simulations in section 6.3.1, using the same source term,

$$
\begin{equation*}
\hat{j}_{i}(x, t)=-\mathrm{i} w_{i} \mathrm{e}^{\mathrm{i} \omega_{0} t} W(t) \delta(x) \tag{7.51}
\end{equation*}
$$

The window function is necessary here in order to ensure sufficient stability. The topic of stability will be discussed later.

The acoustic molecular relaxation number was chosen as $X_{\mathrm{m}}=10^{4} X$, so that a wide range of values of $X_{\mathrm{m}}$ could be simulated while still keeping $X \ll 1$. Simulations were performed for values in the range $10^{-2} \leq X_{\mathrm{m}} \leq$ $10^{3}, 10^{-6} \leq X \leq 10^{-1}$. To achieve these values, a constant frequency $\omega_{0}=0.007569$ was chosen in order to have a low but consistent numerical error, and the relaxation time was varied in the interval $0.5001 \leq \tau \leq 10.5$. With these choices, $\tau=0.51$ corresponds to $X_{\mathrm{m}}=1$.

In each simulation, the speed of sound $c$ and the normalised absorption coefficients $\alpha_{x} / k=\alpha_{x} /\left(\omega_{0} / c\right)$ were measured from the solution as

$$
\begin{equation*}
c=-\frac{\omega_{0}}{\partial\left(\arg \hat{\rho}^{\prime}\right) / \partial x}, \quad \alpha_{x}=-\frac{\partial \ln \left|\hat{\rho}^{\prime}\right|}{\partial x} . \tag{7.52}
\end{equation*}
$$

The results of the simulations are shown in Figure 7.4. The measured speed of sound agrees excellently with (7.49a) until the neglected $\mathcal{O}\left(X^{2}\right)$ viscous dispersion terms start making their presence known at around $X=10^{-2}$. The measured absorption also agrees well, with a very minor disagreement of unknown origin in the crossover zone between the two types of absorption.

It should be noted that these simulations have some stability problems. For simultaneously sufficiently high values of $\omega_{0}$ and sufficiently low values of $\tau$, spurious high-frequency oscillations appear in the simulation, typically near the first wavefront, with amplitudes that increase in time. The effect is especially pronounced around $X_{\mathrm{m}}=1$ and if the window function $W(t)$ is not used.

The origin of these stability issues is likely the choice of a complex $c_{\mathrm{i}}$; at $X_{\mathrm{m}} \approx 1$, the instability is most prominent and the imaginary part of $c_{i}$ is at its largest. In the derivation of ( 7.47 b ), the fluctuation was assumed to have a single frequency $\omega_{0}$. As discussed in section 6.3.1, the signal contains other frequencies due to spectral leakage caused by the source being turned on. It could be that the complex speed of sound $c_{i}$ causes a negative absorption coefficient $\alpha_{x}$ for one or more of these frequencies. This is supported by the effect of the window function $W(t)$ which reduces the spectral leakage and has a strong positive effect on stability in the simulations.

If this is the true origin of the instability in the simulation, then stability could be improved by estimating the time derivatives in the equation of state directly using finite differences or similar methods. This would lead to a consistent estimate of the local time derivative instead of the current assumption that the field varies with $\mathrm{e}^{\mathrm{i} \omega_{0}}$ everywhere, and would also lead to a real-valued and time-varying $c_{i}$ instead of the complex and constant $c_{\mathrm{i}}$ used here.

Regardless of stability issues, this is a proof of concept showing that it is possible to model molecular relaxation in lattice Boltzmann simulations with accurate results.

### 7.4 Summary and discussion

Since the speed of sound is a direct consequence of the equation of state, any lattice Boltzmann model which allows adjusting the speed of sound must also allow adjusting the equation of state.

(a) Relaxational and simulated speed of sound as function of $X_{\mathrm{m}}$ and $X$. The right-hand discrepancy is due to $\mathcal{O}\left(X^{2}\right)$ viscous dispersion which was neglected in (7.49a).

(b) Total and simulated absorption as function of $X_{\mathrm{m}}$ and $X$. Also plotted are the contributions of the individual terms in (7.49b).

Figure 7.4: Simulated speed of sound and absorption, compared with analytical expressions from (7.49).

Several models have been published where the speed of sound, and consequently the equation of state, are altered by altering the equilibrium distribution $f_{i}^{(0)}$. While a specific model by Chopard et al. was picked out in this chapter, all such models necessarily have much in common as the zeroth to second moments of their equilibrium distributions must be the same. If such models are used with non-extended velocity sets, they inevitably gain undesired terms in their macroscopic stress tensor.

Most of these undesired terms are negligible even for non-vanishing Mach numbers, as was shown in this chapter by an accurate simulation of nonlinear acoustics. However, some of these terms unphysically affect the bulk viscosity of the model and should be compensated for through a bulk viscosity correction method.

In the D1Q3 velocity set, there are as many constraints on the moments of the equilibrium distribution as there are independent moments. For that reason, all models that implement a variable equation of state through the equilibrium distribution must be equivalent for D1Q3. As a consequence, the linearisation analysis in section 7.1.5 is valid for all such models.

It is surprisingly difficult to construct such equilibria which are stable for other velocity sets than D1Q3. The Chopard et al. equilibrium used throughout this chapter has been shown to be equivalent for D2Q9 to another provably stable equilibrium from [144]. Even so, instabilities develop for the D2Q9 velocity set when $c_{0}>1 / \sqrt{2}$. This may be because such a high speed of sound breaks some CFL condition as suggested by the results of Chapter 5. However, it is not given that the Chopard et al. equilibrium given here gives stable results for the simple threedimensional velocity sets. This must be studied further.

Ideally, we would like to have an equilibrium distribution on a simple mathematical form which is explicit for every velocity set like (7.2), which is also provably stable in every simple velocity set. Considering the difficulty of constructing such an equilibrium which is stable in D2Q9 [144], this may not neccessarily be possible to attain, and individual equilibria specific to each velocity set may have to be constructed.

The relevancy of variable equations of state should not be in doubt. While the basic equation of state $p^{\prime}=c_{\zeta}^{2} \rho^{\prime}$ (neglecting the rest pressure $p_{0}$ which has no effect in the mass and momentum conservation equations) is surprisingly versatile, some physics cannot be captured with this constant and linear relationship between $p^{\prime}$ and $\rho^{\prime}$. A variable equation of state is necessary to capture nonlinearity, slow equilibration (as in the case of molecular relaxation), and the effect of underlying variables such as a varying temperature field or the concentration of solutes.

In this chapter, a nonlinear equation of state was used to capture fully nonlinear acoustics in a simulation. The result has a very good correspondence to the Burgers equation reference solution up to some
time after the shock is formed and numerical dispersion causes a spurious oscillation near the shock. This would also happen for other dispersive numerical schemes.

The effect of molecular relaxation was also recreated, though the monofrequency assumption underlying that particular simulation is likely the root of an instability which was observed when $X_{m} \sim 1$. By implementing the relaxation equation of state in its original, time dependent form, this instability could perhaps be removed. Regardless of stability issues, the measured absorption and dispersion matches the corresponding theoretical predictions very well.

It may also be possible to capture multiple molecular relaxation directly in a simulation, without resorting to model equations of state. This might be done by defining underlying variables for the inner and translational energies, all evolved by an advection-diffusion-reaction process. The translational energy would have to be increased and decreased by compression and rarefaction, and directly affect the equation of state as temperature. The relaxation, or equilibration between the degrees of freedom, could be captured by a relaxation process between the energies in the different degrees of freedom. However, such complicated physics would inevitably result in a quite complicated numerical scheme.

## 8 Discussion and conclusion

The three research chapters in this thesis cover three separate topics of lattice Boltzmann acoustics. Simply put, Chapter 5 details the propagation of free and forced sound waves, Chapter 6 describes a method to generate sound waves in LB simulations, and Chapter 7 describes a method to change the equation of state of the simulated medium. Each chapter ends with a separate summary and discussion of its content, which will not be repeated here.

Of the three research chapters, Chapter 5 is the most fundamental, dealing with the propagation of sound itself. The wavenumber predicted in that chapter for forced waves accurately described the propagation of cylindrical waves from multipole point sources in Chapter 6. A similar sound propagation analysis was also performed for a more general model in Chapter 7.

One essential point that should be emphasised is the difference between free waves, which are absorbed with time, and forced waves, which are absorbed with the distance to their source. We have found that the LB sound propagation for these two types of wave differ at $\mathcal{O}\left(k_{0}^{4}\right)$, $\mathcal{O}\left(X k_{0}^{2}\right), \mathcal{O}\left(X^{2}\right)$, and higher orders. Here, $k_{0}$ represents the numerical resolution and $X$ represents the effect of viscosity on sound propagation. Consequently, the order of disagreement between these two types of wave in LB simulations is nearly* the same as their order of disagreement with sound propagation in the Navier-Stokes fluid model.

As explained in the beginning of section 5.3, the thorough work that has previously been done by other authors to describe sound propagation in the LBM has only considered free waves, which is unfortunate since free sound waves do not occur in nature; sound requires a source. Similarly thorough work should therefore also be carried out for forced waves. While it has proven its usefulness in this thesis, the D1Q3 analysis in Chapter 5 does not take into account the possibility of an underlying flow, the anisotropy of higher-dimensional velocity sets, or the effect of more general collision operators. Such aspects should be taken into account in a later analysis.

[^35]Acoustic boundary conditions must also be examined further. The commonly used pressure and velocity boundary conditions reflect sound waves, which subsequently pollute the pressure field of the simulation [95]. A number of boundary conditions which do not reflect sound waves have been developed, and these are briefly described and referred to in section 4.4. However, it is difficult to know how these methods compare since most of them have not been benchmarked against each other. A new review article containing a comparative analysis of non-reflecting BCs and their capabilities would be very welcome.

In the literature, it is often emphasised that the LBM cannot simulate fully compressible flows. It contains an $\mathcal{O}\left(u^{3}\right)$ error term that limits its range of applicability to "weakly compressible" flows; simulations of trans- and supersonic flow would not be accurate. Even so, this error term is insignificant for acoustics, even for nonlinear acoustics simulations such as the one shown in section 7.2.4.

This author's Master's thesis [9] concluded from time and space resolution equations like (4.45) that LB acoustics simulations are limited to very fine resolutions in space and time, meaning very small values of $\Delta x$ and $\Delta t$. In contrast with LB incompressible flow simulations where the speed of sound is not physically relevant and puts no constraints on the physical resolution, this limitation makes it very computationally expensive to simulate systems of tangible physical size. The reason for this problem is that the only way to significantly increase the space and time steps $\Delta x$ and $\Delta t$ is to decrease the viscosity in the simulation. Decreasing the viscosity too far may cause problems with simulations' accuracy and stability.

While the reasoning behind it is sound, this conclusion must still be amended. Using other collision operators than the simplest BGK operator can give significantly better results for low numerical viscosity. In fact, stable and accurate simulations of sound wave generation and propagation at zero viscosity were shown in section 6.3. In particular, Figure 6.8 shows the difference between using the BGK collision operator and a particular choice of MRT collision operator: The BGK results are dominated by jagged errors while the MRT results remain smooth and accurate.

In recent years, several articles have been published on using LB for direct aeroacoustics simulations of physical systems of tangible size [43, $44,46-48,50,114]$, though some do simulate a fluid more viscous than air in order to make the simulations more feasible. The simulations do take a very long time to perform, which typically limits the simulated real-world timespan to around a second [47, 48] or even less [43, 44, 46, 50, 114]. However, even such short timespans may be sufficient for simulated aeroacoustic systems to reach a steady state.

Beyond decreasing the lattice viscosity, some special techniques may
be applied to increase the simulation speed. In particular, grid refinement may be used for areas where a finer numerical resolution is desired for accuracy or for stability.* While we have not gone into grid refinement in this thesis, an overview of the available literature can be found in [152].

In some three-dimensional cases with axisymmetric geometries such as pipes, ducts, and loudspeaker drivers, simulations can be simplified by using axisymmetric LB models [131, 132]. These models let us essentially reduce the number of simulated dimensions from three to two, with a consequent decrease in number of nodes and an increase in simulation speed.

In closing, let us consider the usefulness of the lattice Boltzmann method for acoustics.

Due to the aforementioned limitations placed by considering both the viscosity and the speed of sound to be physically relevant phenomena in the simulation, it would be prohibitively computationally expensive to use the LBM for acoustic simulations of sound propagation in large domains such as rooms and outdoors. Interestingly, it is possible to simplify LB by discarding nonlinearity and viscosity [153] so that it becomes identical to the simpler transmission-line matrix (TLM) method [126]. In TLM simulations, there is no effective limit on the physical resolution and the size of simulated systems. Indeed, the TLM method has been used to simulate long-range outdoor sound propagation [154].

Where in acoustics, then, would the LBM be more useful for than other methods? Its key acoustic capability is simultaneously simulating fluid flow and sound in complex geometries while remaining simple to implement. Therefore, the LBM is very relevant as a simple compressible Navier-Stokes solver for cases where there is an interaction between the flow field and the acoustic field; in other words, for direct aeroacoustics.

Incompressible Navier-Stokes solvers can also be used to simulate the generation of sound, through the approach of hybrid aeroacoustics: After a steady state incompressible flow is found, its areas of turbulence can be analysed to determine their acoustic source strength. The farfield sound radiation can subsequently be determined using another computational method. Indeed, the LBM is fully capable of being used as the incompressible flow solver in a hybrid aeroacoustics approach [49], like many other such solvers.

In cases where the simulated system is large, where there is negligible feedback from the sound field on the flow field, and where the farfield sound radiation is the desired result, hybrid aeroacoustics is the best approach since compressible Navier-Stokes simulations are more demanding than incompressible ones. In other cases where there is a feedback from the generated sound field onto the flow field, such as

[^36]the problem of singing risers in the natural gas industry [38-42], hybrid aeroacoustics cannot work and direct aeroacoustics must be used.

This is where the lattice Boltzmann method comes in: It is a simpler tool than the alternatives for simulating weakly compressible flow, and would therefore seem to be an excellent fit for direct aeroacoustics.
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[^0]:    *We will look at the connection between kinetic theory and fluid mechanics in detail in section 3.8.

[^1]:    *There are two trivial exceptions to this. One, if the lattice contains no particles. Two, if the lattice is completely stuffed with particles, with no empty spaces.

[^2]:    *Indeed, that was what this author did in his Master's thesis [9].

[^3]:    *Barring nuclear reactions and relativistic effects, of course.

[^4]:    *We will not go into detail with these state variables at this point. They will be described in more detail in Chapter 3.

[^5]:    *This does not necessarily mean that nonlinear effects can always be completely neglected if the amplitude is not extremely high. Nonlinear effects accumulate as a sound wave propagates; they can still be relevant if a sound wave propagates far enough [24, Ch. 16].

[^6]:    *We will see in section 3.2 that pressure and translational energy are proportional. Thus, a pressure change directly corresponds to a change of the translational energy.

[^7]:    *Note however that viscous absorption is not a relaxation process like the ones described here [26].

[^8]:    *This nonlinearity also means that complex phasor notation can no longer be used; it only works for linear equations.

[^9]:    *The Burgers equation is not limited to acoustics; it is used as a model equation for shock waves in other fields as well.

[^10]:    *For a clear yet brief explanation of the path from the full description to the statistical description, see e.g. [53].

[^11]:    ${ }^{*}$ For the monatomic gas we are considering, collisions are elastic. However, for polyatomic gases as considered in section 2.3.3, collisions may be inelastic or superelastic due to energy being transferred between translational and inner (i.e. rotational or vibrational) degrees of freedom. In that case, the conservation condition must apply to the total energy, i.e. the sum of translational and inner energy, as in e.g. [55].

[^12]:    *The different equations are generally connected through the time derivative, which is expanded into components at each order in $K n$. In the following we will not need to consider this, as we will only need the $\mathcal{O}(K n)$ equation. However, we will need to consider this in the later Chapman-Enskog derivation in section 4.1.2.

[^13]:    *We separate the notation for the moments of $f_{i}$ from the notation of the moments of $f$ by a breve accent. While the first three equilibrium moments agree in both cases (i.e. $\Pi_{0}^{(0)}=\breve{\Pi}_{0}^{(0)}, \Pi_{\alpha}^{(0)}=\breve{\Pi}_{\alpha}^{(0)}, \Pi_{\alpha \beta}^{(0)}=\breve{\Pi}_{\alpha \beta}^{(0)}$ ) so that no difference in notation is required, the higher moments do not agree exactly due to the truncation of $f_{i}^{(0)}$ in (4.2) (i.e. $\Pi_{\alpha \beta \gamma}^{(0)} \neq \breve{\Pi}_{\alpha \beta \gamma^{\prime}}^{(0)}$ etc.). We will only use the accent to denote discrete moments if there is such a discrepancy.

[^14]:    *The notational choice of $\Delta x$ and $\Delta t$ foreshadows the discretisation of space and time.

[^15]:    ${ }^{*}$ Strictly speaking, this should be $f_{i}\left(x_{0}+\xi_{i} a, t_{0}+a\right)$, where $x_{0}$ and $t_{0}$ are constants defining the starting point, $a=0$, of the characteristic. Thence, the abuse of notation.
    ${ }^{\dagger}$ It is correct but slightly misleading to call this discretisation first order, as the resulting scheme will turn out to have second order accuracy in space and time.

[^16]:    *Disturbing a theoretical incompressible fluid at a point, the disturbance is felt throughout the entire fluid immediately. In a compressible fluid and LB simulations (even "incom-

[^17]:    *The absolute pressure only plays a role in the energy equation, which is not relevant unless an extended energy-conserving LB method is used.

[^18]:    ${ }^{*}$ Note however that it is possible to use some special techniques when relaxing $\Pi_{\alpha \beta}$ to allow setting the shear and bulk viscosity independently [83, Ch. 4].

[^19]:    *The principles behind the regularised collision operator have also been presented in different contexts in other articles [90,91].

[^20]:    *Even if $\mathcal{H}$ is monotonically decreasing towards $f_{i}^{(0)}$, it is not necessarily symmetric around $f_{i}^{(0)}$. Since overrelaxation moves $f_{i}$ past $f_{i}^{(0)}$, strong overrelaxation could move $f_{i}$ to a point where $\mathcal{H}$ is higher than before.

[^21]:    *Such characteristics were previously described in section 4.2.

[^22]:    *As shown in section 2.3.2 the plane wave form is not necessary for forced waves since a complex Helmholtz equation (2.33) can be found for these. Therefore, the wavenumbers found for forced waves are valid for any type of wave, and not merely plane waves.

[^23]:    *Kelvin-Helmholtz instabilities, caused e.g. by wind blowing over a water surface, are free waves [103, Ch. 5]. However, these are not sound waves.

[^24]:    *This disproves a statement in one of this author's previous publications [11].

[^25]:    *A note on notation: While rest states have been denoted with a subscripted zero elsewhere, we use a capital " $F$ " here since denoting it as $f_{0}$ would lead to confusion with the zero-velocity particle distribution $f_{0} . F_{i}^{(0)}$ should not be confused with the body force density $F$, which will not appear in this chapter.

[^26]:    *Because of a roundoff error due to limited numerical precision, the solution originally plotted by the computer algebra system diverged for very small $\omega_{0}$. The solution from the series expansion (5.63) had to be substituted in Figure 5.14 where the "exact solution" was in error. This also had to be done in the free wave case.

[^27]:    *Such acoustic sources will be described in Chapter 6.

[^28]:    ${ }^{*}$ The Euler-level amplitude relationship is in general $\rho_{0} u^{\star}= \pm c_{0} \rho^{\star}$; the sign corresponds to propagation in the $\pm x$-direction.

[^29]:    *Similarly to how the D1Q3 results are valid for 1D propagation in a number of other velocity sets, such D2Q9 results would be valid for 2D propagation in the D3Q15, D3Q19, and D3Q27 velocity sets.

[^30]:    *This also happens as an undesired side effect in cases when a flow field is initialised to an incorrect state, for example when flow in a channel with an obstruction is initialised as a normal Poiseuille flow for a channel without any obstruction.
    ${ }^{\dagger}$ However, alternative implementations of this method that negate this disadvantage by replacing only $f_{i}^{(0)}$, thus leaving $f_{i}^{\text {neq }}$ intact, should be possible.

[^31]:    *We now assume that the equilibration process is instant, meaning that the translational and inner degrees of freedom are always in equilibrium, unlike the slower equilibration process described in section 2.3.3.

[^32]:    ${ }^{*}$ The second derivative term in $\mathcal{T}_{0}$ and the quadrupole contributions of $B_{0}$ can be shown to approximately cancel if $\omega_{0}(\tau-1 / 2) \ll 1$. This also holds true in the two-dimensional case, as shown later in section 6.3.2.

[^33]:    *It does not follow that this equilibrium is stable in all velocity sets, though we will see in section 7.2.2 that it is equivalent for D2Q9 to the provably stable equilibrium derived in [144].
    ${ }^{\dagger}$ The two methods are equivalent and the only difference lies in their formulation: The first uses a source term while the second redefines $f_{i}^{(0)}$.

[^34]:    *The large number of terms and sheer complicatedness of these analytical solutions mean that little could be gained by attempting to write them here. The best way for a reader to reproduce these solutions would be through the same procedure used here; finding them from the characteristic polynomial from the eigenvalue problem (7.33) using a computer algebra system.

[^35]:    *The non-numerical Navier-Stokes fluid model naturally has no numerical dispersion, so the disagreement happens at $\mathcal{O}\left(k_{0}^{2}\right)$. Forced and free LB waves are equally numerically dispersive at $\mathcal{O}\left(k_{0}^{2}\right)$, even with a variable equation of state, so they do not disagree with each other before $\mathcal{O}\left(k_{0}^{4}\right)$.

[^36]:    ${ }^{*}$ In LB acoustics simulations, finer resolution is linked with higher $\tau$, which is linked with improved stability.

