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Oppgavebeskrivelse

En programvare for studier av karsystemet, for både eksperimentelle og kliniske
forsøk, skal utvikles i denne oppgaven. Data fra både ultralyd og andre fysi-
ologiske kilder, som trykk, blodstrøm og volum, skal kunne mottas i sanntid.
Datakildene må synkroniseres for at målingene skal kunne kombineres og sam-
menlignes.

B-mode og Color Flow skal være støttet av det utviklede programmet, slik
at data(hovedsakelig hastighet) kan ekstraheres fra områder i bilde.

Brukergrensesnittet skal være intuitivt for akkvisisjon og analyse, og sørge
for muligheter for funksjonell lagring av data i et format som kan importeres til
annen programvare, som Matlab, for ytterligere analyse.



Problem description

In this thesis a software framework for cardiovascular research shall be developed
for use in both experimental and clinical studies. The software should allow for
simultaneously acquisition of digitally streamed ultrasound images and analog /
digital data from physiological measurements such as pressure, �ow, and volume.
It should further allow for synchronization, combination, and comparison of
these non-invasive and invasive data. Both B-mode and color �ow ultrasound
modalities shall be supported and it should further be possible to extract data
from speci�c regions in these images (e.g. velocity traces). The software should
provide an intuitive user interface for data acquisition and initial analysis, and
provide storage functionality of data in an open format for further analysis in
standard software (e.g Matlab).
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Abstract

The heart is a complex organ that is yet to be fully understood, and

much e�ort and resources are put into research in the �eld of cardiology.

To acquire analyzable measurements of the heart's properties, di�erent de-

vices are used. Echocardiography uses ultrasound as an imaging modality

specialized for this purpose. Other measurements are acquired invasively,

with their respective devices. Even though these signals serve a purpose

alone, they can give new meaning if processed jointly.

This thesis presents an analysis and acquisition tool for centralization

of these measurements under one interface. Work has been put into de-

velopment of a system that acquires data, at adequate rates, and is orga-

nized into an interface that allows intuitive user-interaction and practical

project organization. The result of the developed application can be of

importance for other scientists' future work, as it gives the user the op-

portunity to interpret real-time data in a currently non-existing manner.

Sampling rates up to 499.5± 3.91Hz. Hz was achieved from a general

acquisition unit, and a frame rate of 40 fps for the ultrasound frames. The

delay between the acquisition units was found to be 200±15.5ms, were the

mean was successfully adjusted for through a developed synchronization

method.
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1 Introduction

A scienti�c tool for heart studies is presented in this thesis. With ultrasound
data streamed over IP and other physiological data collected from a general
acquisition unit, an implementation has been made to centralize these in a PC
environment. The application is written in C++ and tailor made to obtain an
e�ective system with a �exible user experience for non-technical personnel.

Acquisition of quantitative and qualitative measurements is one of the strength
of medical science, as physical conditions can be investigated based on statisti-
cal studies and previously obtained knowledge. A variety of acquisition devices
are today used to collect data with di�erent interpretation possibilities.

Ultrasound technology has had a great impact on studies of the cardiovas-
cular system[14] as it provides real-time images of its anatomy and dynamics.
Ultrasound gives the user the ability to examine anatomy in multiple dimen-
sions, measure velocities of moving objects inside the body, and other derived
analytical measures. As the technology uses pressure waves for acquisition, ex-
aminations are considered as harmless as well as cheap, which makes it a low
threshold method.

Conductance catheters are another group of instruments that are much used
for monitoring a subject's physical condition. In relevance for heart studies,
ventricular pressure and volume, aortic �ow and ECG are examples of useful
measurements. These are usually represented as traces on a display. Catheter
data are acquired invasively and the use will hence be restricted by higher
requirements for certi�ed personnel and working environment than ultrasound.

1.1 Motivation

If integrating ultrasound data with other physiological parameters, studies on
the cardiovascular system can be performed in a new manner. A combination
of these sources can be used for both studies on relations between variables, but
also for validation of data acquired from ultrasound examination. If parameters
derived from ultrasound data can be shown to replace invasive measurements,
as the ones retrieved from catheters, studies that now are restricted to animals
can be performed on human patients.

Three examples on current projects that could bene�t from such a system
is:

• Cardiac power by ultrasound; uses ultrasound for blood �ow measure-
ments in addition to invasively measured blood pressure, to measure the
heart's energy deliverance. An animal model has been developed at St.
Olavs, Trondheim, but a better integrated system is needed for patient
studies.

• A heart catheterization project by post doc Brage Amundsen, NTNU, for
studies on relationships between ultrasound measurements in systolic and
diastolic function and invasive pressure from the heart chambers.
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• Studies on blood �ow regulation in the kidney arteries. A scienti�c project
proposed by prof Sven Erik Ricksten, Gøteborg og prof Gerald diBona,
Iowa, in anticipation of an integrated system for blood pressure and blood
�ow measurements.

1.2 State of research

A similar application as the one described here has not been found in any
published papers. The main di�erence between this application and related
software is the real-time capabilities that lets a user study the di�erent data
sources, including ultrasound, under one interface during examination.

The project has its origin from a program developed by Ole Omejer that
acquired data from multiple sources with a multichannel acquisition unit. Ul-
trasound, however, was imported o�-line [24]. The experience gained from Ole's
project in combination with the development of a streaming client for ultrasound
data, made this project possible.

1.3 Goals

To evolve the possibilities for cardiovascular studies, this application shall be
capable of acquire signals from an ultrasound scanner as well as other data
sources (e.g. conductance catheters) connected to an acquisition unit. These
data must be synchronized and calibrated, if needed, with e�ective methods to
provide functional acquisition and analysis. A �exible, dynamic and intuitive
graphical user interface should make the functionality easy available for a user
with no technical background.

Data has to be acquired at adequate rates to maintain data integrity, this
goes to both sampling frequency as well as frame rates. Capabilities as signal
�ltering, parameter extraction from ultrasound data and pressure-volume plots
should be functions that extend the usability of the system.

As a scienti�c tool the application should also provide functionality for
project management, in a intuitive manner. A project �le should be capa-
ble of holding recorded data in a way that makes post processing and analysis
possible.

1.4 Thesis outline

The �rst section of this thesis is covering theory relevant for understanding
of the cardiovascular system's physiology, and some how to retrieve relevant
measurements through medical instrumentation.

The methodology section is related to processing of signals and data ac-
quired in the application. This is followed up by the main aspects for a func-
tional implementation. Lastly, the experimental set-ups used for the results are
described.

The results section is divided into six sub sections. The �rst is a walk-
through of the developed GUI for the application. The second describes the
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results for data acquisition from the ultrasound scanner and the acquisition
unit. Then a sub section lists the results from the synchronized functionality of
the application. Sub section four contains results from the experimental set-ups
and how the application worked in practice. The two last sections cover saving
of data and exportability with Matlab integration.

Discussion of the obtained results are available in section 5, where some
ideas for improvement is commented as well. The last main section contains
conclusions based on the problem statement.
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2 Theory

As the source of the measurements is the heart, its main functions are described
under this section's physiology part. This is followed up with theory concerning
medical instrumentation.

Figure 1: The cardiovascular system. The �gure distinguishes the function of
the four heart chambers. The left side distributes oxygen rich blood, while the
right pumps deoxygenated blood to the lungs. [2]

2.1 Physiology

The cardiovascular system has one of the body's most crucial tasks; to distribute
nutrients with the blood to and from the body's cells. It is comprised of the
heart, the blood and the blood vessels. To make models and characteristics of
these structures, their properties are parameterized. Together with the heart's
function, some of the physical relations are found in this section.
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Figure 2: Cross section of the heart; showing all four chambers, and nodes.
When the signal for heart contraction is triggered it travels from the SA node,
to the AV node and further down the septum.[9]

The heart cycle The heart is build up by four chambers; two atria and to
ventricles. The right atrium receives deoxygenated blood from the body, from
where it �ows into the right ventricle that in turn pumps it into the lungs in
exchange for oxygen-rich blood. From the lungs the blood is transported to the
left atrium and then into the left ventricle, where it is pumped into the aorta
for transportation throughout the entire body.

In the heart there are also four valves. Two connects each of the atria to
the respective ventricles, atrioventricular(AV) valves. The two others are called
semilunar(SL) valves and are located at the output of the ventricles.

The pump function of the heart is possible due to the heart's structure,
surrounding muscles, valves and its internal signaling system, triggered from the
sinoatrial (SA) node. The hormone level and the autonomous nervous center
control the frequency of the signals.

The signals to contract the heart muscles can be picked up and represented
with electrocardiogram (ECG). A healthy heart will have a recognizable char-
acteristic shape, and deviations from this can be helpful for medical diagnosis.
The di�erent parts of the ECG signal are named with the letters; P, Q, R, S
and T, see �gure 3, where the QRS-interval is the most signi�cant contribution.

The interval where the ventricles are �lled with blood is called diastole,
while the phase where it is emptied is called systole. The heart cycle, from the
beginning of diastole to the end of systole, can be described as follows:
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a) During early diastole the AV valves are open, and SL valves closed, while
the heart relaxes after the previous systole. Due to in�ow of blood to the
ventricles, their volume increases to ∼ 80% of total volume.

b) At the end of the diastole, the SA node gives the initial signal from the top
of the right atrium; this causes contraction of the muscles surrounding the
right and left atrium and pumps blood into the ventricles. This �lls the
residual ventricle volume. After this stage the AV valves are closed.

c) Due to a delay in the AV node, the ventricles are �lled with blood before
the signal is passed through to the muscles that are responsible for the
contraction of those chambers. When they do contract, the pressure in
the ventricles will �rst increased, before the SL valves opens and pumps
the blood into lungs and body.

d) At the end of this phase the SL valves closes, before the heart relaxes and
then opening of the AV valves.[27]

Figure 3: Graph of the hemodynamic properties pressure, volume and ECG, over
a heart's cycle. The ECG's characteristic points are marked with the letters P,
Q, R, S and T. Diastolic and systolic phases are indicated at the bottom.[27]

Heart function In the heart cycle there are some de�ned parameters that are
useful to make quantitative measurements of the heart function. In �gure 4a,
end systolic volume(ESV) and end diastolic volume(EDV) are marked. These
quantities are de�ned to be the instant volume of a ventricle at the end of the
systolic and diastolic phase, which corresponds to the minimum and maximum
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volume of the heart, respectively. From those values, the stroke volume of the
heart can be calculated with equation 1.

SV = EDV − ESV (1)

This corresponds to the amount of blood that is pumped out in a single
heartbeat. The stroke volume has three main regulators; the end diastolic vol-
ume; total peripheral resistance, which is the bloods frictional force throughout
the body; and last contractility.

A measure for the contractility of the heart is given by the ejection frac-
tion (EF). This number tells how much of the full volume the heart is able to
compress.

EF =
SV

EDV
(2)

The stroke volume can be multiplied with heart rate to get the cardiac output
(Q), described by equation 3.

Q = SV ∗HR (3)

The cardiac output is the volume of blood pumped out from the heart every
minute.

To measure the stroke work of the heart, the product between the cardiac
output and the pressure is integrated over time.

PWR =

ˆ
Q ∗ Pdt (4)

In a similar manner pressure-volume diagrams can also be used to analyze
the work done by the heart. They are then plotted as seen in �gure 4b, with
pressure on the y-axis and volume on the x-axis. These measurements can be
performed both for the right and the left ventricle.

The trace that is drawn from this plot is called the PV-loop, as the plots
goes in a loop, against the clock with time. The di�erent intervals, a, b, c and
d, as described in the previous paragraph are also indicated in �gure 4a and 4b.
[10]

Heart load Afterload and preload are the mechanical loads imposed on the
ventricle during ejection and at the end of the diastole respectively. The �rst
mentioned parameter is indicted by the aortic pressure, ejection wall stress, total
peripheral resistance and arterial impedance, while the second is dependent
on the end-diastolic volume, end-diastolic pressure and the end-diastolic wall
stress. By imposing di�erent loads on the heart, heart function parameters can
be extracted from the PV-loops. In �gure 4b there are three indicated lines;

• End diastolic pressure volume ratio (ESPVR); Maximum volume for the
heart, independent on load. Can be used to describe the contractility. The
ratio is usual approximated as linear.
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• End systolic pressure volume ratio (EDPVR); describes the sti�ness of the
heart walls, and its passive �lling properties.

• Arterial elastance (Ea); a�ected by the arterial load. Gives a description
of peripheral pressure.

(a) The left ventricle's pressure and volume plotted over a
heart's cycle.

(b) The PV loop, based on previous plot. The Ea(added to
original �gure), ESPVR and EDPVR lines are indicated.

Figure 4: These �gures shows the relationship between volume, pressure and
time.[11]
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Flow rate in vessels

An alternative for calculating the cardiac output from the stroke volume is by
measuring from the �ow through the aorta, which leads the blood out of the left
ventricle of the heart, see �gure ??. Flow rate through a vessel can be described
by equation 5.

Q̃ =
πvmaxr

2

2
(5)

Where vmaxis the maximum velocity in the vain, which will be located at the
center, and r is it's radius. See appendix B for details concerning this derivation.
[28]

Strain Strain is a measure for stretch, or alternatively deformation, of an
object. It is de�ned by equation 6

ε =
L− L0

L
(6)

Where L is the initial length and L0 is the length after a stretch. Strain rate
is the change in strain per time unit:

ε̇ =
v1(t)− v0(t)

L
(7)

Where v1(t) − v0(t) is the relative velocity between two moving points and
L is the distance between them.

While velocity gives an impression on the global movement, strain rate sub-
tracts motion due to tethering, and can hence be used as a measure of local
heart function. This can be helpful for locating sti� tissue. As those regions
will move due to heart motion, but will however not have internal movement
due to the lack of contraction.[21]

2.2 Medical instrumentation

2.2.1 Ultrasound

Ultrasound imaging is a term that covers a broad span of ultrasonic imaging
techniques. B-mode, M-mode and 3D ultrasound can be used to study anatomy,
while continuous wave (CW) Doppler, pulsed wave (PW) Doppler, color �ow
(CF) and tissue velocity imaging (TVI) are used to analyze dynamics in the
body, by measuring velocities inside the imaged �eld. Some of these techniques
are described in this section.

Ultrasound imaging is a relatively cheap medical tool that can provide accu-
rate and cost-e�ective measurements for diagnosis of patients in a non-radiative
way, and is considered safe within the diagnosis speci�cations.
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Another valuable property is the real-time acquisition and visualization of
the imaged sector. This provides possibilities to view moving organs as the
heart.[15]

The following paragraphs describe the relevant ultrasound modalities for
this thesis, in addition to some that are not used but useful for conceptual
understanding.

Ultrasound probes

The probe is the transducer for both transmission and reception of the signals
used in ultrasound. Pietzo electric material is used to convert electric poten-
tial to mechanical force. By applying alternating voltage over these elements,
mechanical waves can be transmitted in to a body, if there is an impedance
coupling between the elements and the imaged object.

There are a variety of probes that provides di�erent imaging views. The two
main types are:

• Linear array; Data from the imaged object is collected from a shifting
interval of the probe elements. And will hence get a squared image with
approximately the same width as the probe.

• Phased array; Data from these probes are gathered with a steered beam.
This is done by applying di�erent phases on the elements. The result-
ing image is fan-shaped, due to collection of data in a polar coordinate
manner.[19]

While most probes are applied on the skin non-invasively, the transesophageal
probes are inserted in the esophagus. This obtains a closer view of the heart.
The probe is a phased array, and can be steered from a steering handle. The
movement of the probe is; up and down the esophagus; physical rotation of the
probe; �exing the tip mechanically in two directions; and in multiplanar probes,
the view can be rotated as well. Placement of such a probe can be seen in �gure
5.[23]
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Figure 5: A transesophageal probe inserted to a position close to the heart.[16]

M-mode imaging

M-mode is the simplest form for anatomic imaging with ultrasound. It images
one strip of a volume over time. The principle of time-of-�ight is used to calcu-
late where a re�ection comes from, after a wave is transmitted into the region
of interest of the body. Equation 8 describes this relationship.

r =
ct

2
(8)

Where t is the time it takes for a pressure wave to travel a distance r into
an object and back. The velocity for the pressure wave in the imaged object is
de�ned by c.

During examination pressure waves are sent with intervals equal the time it
takes for a wave to reach the deepest range of interest and back. The rate at
which the beams are sent is called the pulse repetition frequency (PRF).

PRF =
c

2rmax
(9)

For each sent beam, the received echo is processed and the magnitude of
the signal can be plotted at the corresponding range in the image. As the
consecutive waves are sent, a time varying image can be displayed.

Figure 6 shows an example of m-mode imaging. In modern ultrasound ma-
chines M-mode is usually combined with B-mode(see next paragraph) images,
to select the strip to be studied from a wider sector, as seen in �gure 6.
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Figure 6: M-mode imaging of the heart; the m-mode image is selected(pointed
line) from the B-mode image at the top. Times moves along the x-axis [4]

B-mode imaging

With a phased or linear array, the beam can be steered or moved in more than
one direction while scanning. When this is done adequately fast, data from a
two dimensional sector can be gathered at a rate fast enough to display time
varying two dimensional images in real-time. The frame rate for a B-mode image
will naturally be lower than for M-mode as a full frame can be rendered �rst
after a whole sector has been scanned. Number of frames per second (FPS), at
its simplest form, is described by equation 10.

FPS = PRF ∗Nlines (10)

Where Nlinesis the number of scan lines in the width of the imaged sector.

3D imaging

3D ultrasound expands the dimension further by retrieving data from an extra
direction. This requires an extensive number of beam forming techniques in
order to gather enough data from the imaged volume to display the images at
an adequate frame rate. To interpretable these data, segmentation has to be
applied.
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Continuous wave (CW) Doppler

To get information of the velocity of moving objects in the body, the Doppler
E�ect can be utilized by transmitting a wave with a frequency. A moving object
will generate a Doppler shift when it re�ects such a wave, given by equation 11.

fD = f0
2v

c
cosα (11)

Where f0 is the carrier frequency, v is the object's velocity and α is the angle
between the beam direction and the velocity vector.

In CW Doppler a continuous wave is transmitted into the region of interest,
at the same time it is continuously received1. Due to this lack of pulsing, the
re�ected echo cannot be associated with the range it comes from; hence will the
received Doppler spectrum contain Doppler shifts from the whole illuminated
region. A constructive e�ect of this continuous wave is an, in theory, in�nite
range of the frequency spectrum.

Pulsed wave (PW) Doppler

PW Doppler is a technique to handle the ambiguities in range for CW Doppler.
As the name implies, the method transmits pulsed Doppler beams. This makes
it possible to link the received signals to a range, as described by equation 8.
However, when the pulse is divided the maximum Doppler shift is limited by
the Nyquist limit, given by equation 12.

fDmax =
PRF

2
(12)

Due to the Nyquist limit the highest measurable velocity is limited by the
following equation:

vmax =
c ∗ PRF
4f0cosα

(13)

In practice an operator can navigate in B-mode images to select the region
from where the Doppler beam is focused, and hence where the Doppler spectrum
originates from.

Color �ow (CF) imaging

A technique used to collect velocity data over a full region of interest is called
color �ow imaging. The velocity data obtained is drawn on top of B-mode
images with color codes, hence the name.

There are three parameters that are estimated for each resolution cell in
this modality; the power of the signal, the velocity and the bandwidth. These
parameters are calculated from the autocorrelation of the complex demodulated
signal[3].

1Usually done by splitting the probe array in two; on for transmit and one for receive.
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P = R(0) (14)

ω̄ =
1

TPRF
arg [R(TPRF )] (15)

=> ṽ =
c ∗ arg [R(TPRF )]

4πTPRF f0
(16)

B2 =
2

T 2
PRF

[
1− |R(TPRF )|

R(0)

]
(17)

Where R(τ) is the autocorrelation function of the signal. And arg is the angle
component of the complex autocorrelation. TPRF is the time between sampling
of each sample volume. While the velocity is usually the parameter that is
displayed for interpretation, the power and bandwidth are used to calculate
whether tissue data or velocity data should be displayed for the speci�c volume.

Figure 7: Color �ow image of the carotid.. The framed region is selected for
color �ow calculations.[7]
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Tissue velocity imaging (TVI)

Where CF is optimized for visualizing and quantifying blood �ow, TVI is made
for tissue velocity. To obtain these data the same principles as for CF is used,
however, the equipment has to operate on lower sensitivity, as the velocity data
from tissue is lower than from blood. [12] Figure 8 shows an example of TVI
imaging.

Figure 8: TVI image. The entire image is color coded. Stronger contrast can
be seen where there is tissue.[8]

2.2.2 Coronary catheterization

For acquisition of cardiac measurements, catheters are used. These are wires
thin enough to be inserted into a vessel, from where it can be further moved
into a desired position in a certain vessel or heart chamber. Figure 9 shows an
example on insertion into the left ventricle.

While there are catheters for many purposes within diagnostic and inter-
vention, only conductive catheters(referred to as catheters) are relevant in this
thesis. These catheters use the bloods conductivity for measurements as pres-
sure, volume and ECG. [5]
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Figure 9: Catheter placement; here inserted to get access to the left ventricle.
[22]
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3 Methodology

This section describes theory more directly relevant for the application, as well
as ideas around the implementation and experimental set-ups.

3.1 Data acquisition

Data acquisition in this application comes from two sources: an ultrasound
scanner; and a general acquisition unit, called a DAQ from now on. The DAQ
is used as an interface between di�erent medical instrumentation units and the
application described.

3.1.1 Sampling

When analog data is acquired and converted to digital format, it is quanti�ed
by an analogue to digital converter (ADC), in both time and amplitude. The
amplitude quanti�cation is de�ned by the number of bits in the resulting value.
The range for digital values are de�ned by equation 18.

range = 2n (18)

Where n is the number of bits.
The quanti�cation in time is de�ned by the frequency of the ADC. Where the

relationship between the sampling interval, T, and the frequency, f, is de�ned
by equation 19.

f =
1

T
(19)

The Nyquist criteria state that the maximum frequency that can be recon-
structed after sampling is half of the sampling frequency. This means that data
must be sampled at a frequency twice the highest frequencies components that
the signal of interest has.

It has been shown that physiological pressure and �ow waves in mammals are
limited to around 10 harmonics [1], where the fundamental frequency is related
to the body weight. The fundamental frequency equals bpm/60, see equation
20.

bpm = 282 ∗ weight−0.32 (20)

The maximum frequencies, when resting, will therefore be found around:

fmax = 47 ∗ weight−0.32 (21)

Needed sampling rate, due to the Nyquist criteria, is two times fmax. For
a test environment involving rat measurements, a sampling rate > 150Hz can
be necessary, as �ow and pressure will have the highest frequency components
of the measured signals. Volume data from the heart are assumed to have the
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same variations as �ow and pressure, and hence can be sampled under the same
requirements.

Minimum sampling rate for ECG has been found to be 250 Hz[18], which
makes it the signal with the highest requirements for sampling.

3.1.2 Filtering

Filtering of signals can be valuable to remove high frequency noise. The Nyquist
criteria will also play a role for �ltering, as you can only �lter frequencies lower
than half the sampling rate.

A �nite impulse response (FIR) �lter can be used by calculating it's coe�-
cients using an implementation of the Parks McClellan algorithm[20][26].

The structure of a FIR �lter is shown in �gure 10. It can be seen that the
�lter is causal as the output of the �lter is only dependent on previous samples.
This makes the impulse response �nite and the impulse response will be equal
its coe�cients.

An example of a FIR-�lter's impulse is plotted in �gure 11, where the x-axis
values represents the coe�cients b0, b1...bN , from �gure 10. This shows that
there will be a delay in the �ltered signal that will equal half the �lter length,
where the maximum is found.

Figure 11 shows the frequency spectrum to the same �lter example. As this
is a digital �lter the frequency axis is normalized by half the sampling rate. The
Parks McClellan algorithm provides coe�cients with linear phase as seen in the
same �gure. This means that all frequencies have the same delay.

Figure 10: A FIR �lter schematically drawn. The Z−1 elements represents a
delay. b0, b1...bN are the �lter coe�cients
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Figure 11: Example of a FIR �lter's impulse response with an order of 50.

Figure 12: Example of the same FIR �lter's frequency response example. The
cut-o� frequency is found around 0.3.

3.1.3 Calibration

As data is sampled from a voltage potential, they will have their unit de�ned
thereby. Hence is calibration of these sampled data necessary to obtain the unit
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they actually represent. The relationship between the sampled physical data
and the transmitted voltage value is assumed to be linear, and can hence be
described with the following relationship:

y = ax+ b (22)

Where y is the calibrated signal; x, is the received signal; a, is the linear
constant and b is the o�set constant. The constants a and b can be set by
using two known reference values, from at two di�erent times; and two received
values, sampled at the respectively same times. The two calibration constants
can then be set with equations 23 and 24. The unit for pressure, Pa, is used as
an example.

a =
y2 − y1
x2 − x1

[
Pa

V

]
(23)

b = y2 − ax2 [Pa] (24)

It becomes obvious that the calibrated signal, y from equation 22, now get
the right unit.

The method relies on precise calibration signals provided from the instru-
ments.

3.2 Ultrasound streaming

To gather data from the ultrasound machine to the application described in
this paper, a streaming client is used. This functionality is developed at the
Institute for Circulation and Image Diagnosis, which lies under the Medical
Faculty at NTNU, Trondheim. The client supports streaming of many of the
ultrasound modalities, including B-mode, CF and TVI imaging, which are of
most relevance in this application. Streaming of ECG and an auxiliary signal
are also supported. The client establishes a connection with the scanner, and as
it receives data over IP it converts and sorts them into a VTK format. These
data are then made available through functions from the library provided by
the streaming client.

The maximum supported streaming rate for the streaming client is:

FRmax = 60 (25)

3.3 Traces from ultrasound data

Flow and strain rates are parameters that can be derived from the velocity
information that is streamed from the ultrasound scanner.
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Flow rate

Equation 5 can be used as an approximation for �ow, under the assumptions
described. The radius of the vain can be set given by the operator.

The acquired velocity data will be the beam-direction component of the
actual velocity. This can however, be corrected by applying equation 26.

vcorrected =
vreceived
−sin(a+ b)

(26)

Where the angles a and b are the beam and probe tilt2 respectively, as
illustrated in �gure 13. The beam tilt angle, a, is provided by the streaming
client, while the angle b must be set. This can be done by the user, by picking
two points in the direction of the �ow. And from those coordinates calculate
the angle.

Figure 13: The relevant angles for angle correction. a is the beam tilt, while b
is the probe tilt, relevant to the blood �ow.

2Related to the blood �ow direction
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Strain rate

To calculate strain, equation 7 can be used. Two reference points are needed
to calculate the relative velocity between them, in addition to the distance that
separates the points.

3.4 Synchronization

As data acquisitions are collected from two di�erent systems, synchronization
is needed for analysis under one time reference. The ultrasound scanner has
an auxiliary (AUX) input channel, which can be streamed with the streaming
client, in the same way as the ECG signal. This is used to send a reference
signal in order to �nd the delay between the two systems.

This is done by transmitting a known signal from the application, and adding
this signal with the local time reference to a bu�er. The signal is then transmit-
ted, from one of the DAQ's output channels, to the AUX input at the ultrasound
scanner. The streamed AUX signal is continuously added to a bu�er at the ap-
plication side, with time stamp from the local time reference at reception.

The transmitted signal is a short spike to easily distinguish the time dif-
ference between the sent and received signals. The method to �nd this time
di�erence is a search for the largest amplitudes of the two signals. The time
duration between the two respective peak tops' time stamps will then be used
as the synchronization delay between the two.

There are two assumption that are made for this method to be accurate:

1. There is no or a negligible delay in the acquisition instruments that are
connected to the DAQ.

2. The delay from acquisition at the scanner to the reception in the applica-
tion is not �uctuating.

3.5 Implementation

3.5.1 Language and libraries

The program has been written i C++, compiled with Microsoft Visual studio
2010. QTs API has been used for the graphical user interface (GUI), which is a
cross platform framework. It supports most of the elements used in conventional
GUI applications.

For graphical rendering and visualization of the di�erent data, both from
the DAQ and the ultrasound frames data, the Visualization Toolkit(VTK) has
been used, which is also cross platform. QT and VTK has implemented objects
that make it possible to link the graphics constructed with the VTK libraries
to QT objects in the GUI.

An objective of the implementation has been to separate the GUI from the
bottom platform of the application. In that way, it's easier to later change the
GUI implementation to for example a license free library for commercial use.
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3.5.2 Multiple threading

While the application is running, there are a variety of tasks to be handled; GUI
interaction, rendering, data acquisition, data transmission and more. Some of
these di�erent tasks have di�erent requirements for timing that has to be met,
and cannot all be run under one thread as consecutive tasks. These tasks have
been divided into the numbered list under, and illustrated in �gure 14. The
three �rst are threads at the bottom of the application's hierarchy, relative to
the distance to the displayed data.

1. DAQ acquisition thread; controls the sampling from the DAQ. All data
is time stamped and added to a bu�er that is available from the plotting
bu�er thread.

2. Ultrasound data thread; is the link to the streaming client. Acquires
ultrasound frames, ECG and AUX, and sorts them into bu�ers.

3. DAQ transmission thread; transmits data for synchronization and adds
the samples to a bu�er with local timestamps.

4. Plotting bu�er thread; Makes sure that the right interval of the data bu�er
is inserted in the plotting bu�er. The sampling interval in the plotting
bu�er is lower than in the acquisition bu�er, to assure data integrity for
saving.

5. GUI thread; due to the QT implementation, all interaction with the GUI
has to be done from this thread. The rendering functions for ultrasound
frames and the di�erent plots are called from here, in addition to user
interaction.

The program's class structure is build up based on the same hierarchy as the
threads. The arrows in the �gure are related to the �ow of data, and the function
calls for retrieval between the classes, goes in opposite direction.

Even though multiple threads are used to prevent queuing of tasks, they
will be sharing resources. One example is the bu�ers, which are used both
in the acquisition thread and in the plotting thread. In order to prevent data
ambiguities when accessing, the common resource has to be locked to one thread
at a time, which will regularly cause one thread to wait for another. However,
the e�ect of this should be low compared to a non-threading environment.
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Figure 14: The separation of threads in the application; the arrows indicate the
direction of data �ow.

3.5.3 Timing

The application has an internal clock that is initialized from zero at start-up,
called last time. All data gets a time stamp from this clock at reception, with
adjusted delay if synchronization has been applied.

The plotting bu�er uses another time called plotting time which is equal to
the last time if the program wants to show the latest data. However, if the user
moves in time the plotting time gets a reference delay from the last time, and
will continue to play with this distance from last time. This makes it possible to
move in time. Data is retrieved from the data bu�ers based on a time reference.
To prevent a search through the entire bu�er at each data retrieval a index is
saved when data is picked, which is used as the starting point for the consecutive
sample retrieval.

When a recording is started a time stamp is saved for the start time and
another one for the end time. If the user chooses to save, this interval is collected
from the bu�ers and saved as a recording to the projects �le..

All trace data, which includes DAQ data, streamed ECG and AUX and the
traces from ultrasound is saved to in�nite bu�ers in memory. The frame bu�ers
however, have ring-bu�ers. These have a �xed size, where new data overwrites
older data when the bu�er �lls up. This was done to prevent the application
from using more than the maximum amount of memory available for a process,
which is about 1.8 GB.
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3.5.4 File format

Development of a functional �le format has been a key feature for the applica-
tion. It was decided to use the HDF �le format, due to its C++ compatibility,
and exportability possibilities like integration with Matlab. HDF has a �le
reader that can be used to view the content of saved HDF �les.

As the program is designed to be used for clinicians, a set-up was constructed
to handle projects, sessions and multiple recordings;

• Projects; is designed to contain all data associated with a project, as
for example a scienti�c study where data is collected over a larger time
period. A project is a placeholder for multiple session, in addition to a
project name and comments.

• Sessions; if the user wishes to acquire or view data in real-time, a new
session has to be created. A session contains all information associated
with an acquisition set-up; a name, comment, date, user name, all settings
and recordings. The session settings speci�es; the active DAQ channels
and their respective settings as calibration, plot color, �lter settings, mea-
surement name and the synchronization constant; and also the ultrasound
streaming settings. If the user record data they are saved in relation to
a session. It is also intended that the user can open an existing session
that contains recordings for analysis of already recorded data. This is,
however, not fully supported yet..

• Recordings; contains all raw data, including their respective time stamps.
This includes all data from the DAQ, ultrasound frames, ECG from the
scanner and �ow and strain traces if active. The recordings are also rep-
resented with a name.

3.5.5 Design and GUI

The user interface has been an evolving and ongoing process through the devel-
opment of the application. It was important to make it possible for the user to
be in charge of the setup, in order to make it �exible for di�erent applications.
The main set-up had to have functionality for a �exible number of plots from
the DAQ and to choose whether to include ultrasound streaming or not.

Another goal of the GUI implementation was to �nd a functional way to
organize the di�erent plots and data settings in a way where all settings are
easy available without taking up to much space from the data plots.

3.6 Experimental set-ups

For testing on actual data, two experimental set-ups were conducted, where the
main testing were performed on pigs and the other on a human candidate. Both
tests included ultrasound streaming with a GE vivid E9 scanner[6].

The application is compatible and tested with National Instruments' USB-
6251 and USB-6259[13] for acquisition of measurement data(DAQ) through its
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BNC inputs. The DAQ were connected to a computer with USB, which made
it possible to integrate reception and transmission of data from the application
through its C application programmable interface (API).

The USB-6251 has 8 input and 2 output channels while USB-6259 has 16
input and 4 output, all with BNC connectors. Both has a sampling rate of
1.25MSamples/s, which is shared by all active channels. The resolution is 16
bits, over [-10, 10] Volts.

3.6.1 Pig trials

At the operation room the USB-6259 was used to connected to the relevant
instruments. Two conductance catheters were used for pressure, volume and
ECG measurements. These was both placed in the left ventricle of the pig by
the clinical personnel that lead the operation.

A Leycom Sigma 5DF was used for the volume and ECG measurements, and
a Sentron Pressure Measurement System for pressure. Both devices had BNC
outputs that could be connected to the DAQ. Calibration of both instruments
was done by setting a �xed value from the devices and then use the application's
calibration functionality.

A transesophageal probe was used to acquire ultrasound data. Non-invasive
ECG measurement was also acquired by the ultrasound machine.

Figure 16 shows this schematically and �gure 17 shows the equipment in
the trial environment. For further details regarding the connection set-up, see
appendix E.
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Figure 15: Pig trial; here imaged with an x-ray machine. This was however
removed during testing.

Figure 16: Experimental set-up for the pig trial of the two acquisitions units;
the ultrasound scanner and the DAQ.
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Figure 17: Instrument rack and the ultrasound machine in the background.

3.6.2 Human trial

This was a simpler set-up conducted at the ultrasound lab, and involved only
an ultrasound machine. It was set up to do additional testing on the trace data
from the streamed ultrasound images. The scanner's ECG was also connected
to the test person.

Figure 18: Experimental set-up for human trial. Only an ultrasound scanner
with connected ECG measurements was used.
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4 Results

This section covers the most relevant results from the testing, with a focus on
the GUI design, achieved sampling/frame rates, synchronization, usability and
�le handling.

The �gures from the practical results usually contain a screen shot to show
how the program worked in practice, with relevant plots in a separate �gure.
The latter �gure will show the calibrated values, while the screen shots were not
necessarily taken after calibration was applied.

4.1 GUI implementation

An overview and naming of the GUI elements used can be found on QT's web
pages[17].

4.1.1 Start-up menu

At start-up the user is presented for a menu to initialize the session. This menu
has two main tabs, one for generating a new project and the other for loading
a project, as shown in �gure 19 and 20, respectively.

If a new project is selected the user can choose to add information to the
editable �elds under the Project frame and on the left side in the Session frame.
On the right side of the latter the set-up is managed. Here the user has the
choice between loading a set of settings from a previous session, or a new custom
made set-up. The ultrasound settings are set with the check-boxes, while in the
DAQ settings the user can choose to add or remove an input, and for each input
choose its channel, as well as a preset type of measurement.

The other way of starting a session is to choose to load a project. The user
will here choose a project from the top combo box and from there choose to
either construct a new session or loading an existing for analysis of recorded
data. The new session page in the toolbox menu gives the same possibilities
as when loading a project. Under the page for loading a session, the available
sessions are listed. When one is selected, the user is presented for a generated
description of the session based on the settings made and user de�ned comments.
The loading functionality is, as mentioned, not fully developed and will not be
studied further.

When all settings are set, the user starts the program with the Start session
button.



Figure 19: The New project tab. When a new project is selected, the user must
start up a new session. Settings can be loaded from previous sessions or a new
set-up can be chosen.

38



Figure 20: The Load project tab. The user can here choose to start a new session
for the project or open an existing. When a project is loaded
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4.1.2 Main application window

The main application is organized into an upper and a bottom section. The
bottom section handles time and the capturing capabilities.

A slide bar lets the user move in time. When this is dragged the time line
plot follows the movement of the slider and the red marker at the right side of the
plot, will represents the corresponding time of the sliders position. Capturing
capabilities is found in the center of the bottom.

The upper top and main section of the main window is organized in tabs.
These can also be �oating windows which gives �exibility for the organization of
the windows. The di�erent tabs are further described in the following section.

Mixed view The idea behind the mixed view tab is to display information
content to the user with as few disturbing elements as possible. The user has
the ability to choose which elements to view, and the settings for the di�erent
data is done within the tab their data originate from.
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Figure 21: The Mixed view tab; this is where data from the di�erent sources
are gathered in one view. The column to the left displays all trace data, the
middle shows the ultrasound frames, while the plot to the right is the X-Y plot
currently plotting pressure and volume. The plot on the bottom plot is used as
a time reference, represented by ECG values.
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Ultrasound In the ultrasound tab, the supported settings for the streamed
data, except AUX, can be seen and adjusted. The ultrasound frames, ECG,
�ow trace and strain trace have their respective settings page in the toolbox.
ECG and ultrasound frames can here be chosen to be included in mixed view.

The �ow rate estimation lets the user generate a trace plot calculated from
the ultrasound velocity data. To start, the user activates the plot and selects
a trace point from the ultrasound images. The trace point is intended to be
selected from the center of the vain, and with a radius chosen from the spin box,
equation 5 calculates and plots the �ow rate continuously. A second trace point
can also be selected, and makes it possible for angle correction and averaging.
The second point is selected from another center point in the vain with a small
distance from the �rst point. The line these points make should be in the
direction of the blood, as shown in �gure 13. The beam tilt angle is collected
from the streaming client. The number of averaging point between the two trace
points can be selected by the user.

Strain rate estimation is based on equation 7, and the user's interaction by
selecting two trace point for calculation of relative velocity. The length between
the points is also speci�ed by the user with a spinbox.

Filtering, as described in section 3.1.2, can be applied to both trace plots.
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Figure 22: The Ultrasound tab; ultrasound frames and ultrasound traces with
their respective settings are located here.43



NIDAQ All activated channels from the (National Instruments) DAQ are
plotted in this tab. The plots have their settings in the toolbox on the right
side of the plots. One plot have its settings in the toolbox at a time. Which one
is selected from the combo box on the top. The di�erent pages has the following
functionality, confer with �gure 24.:

• Measurement labels; this gives information regarding which channel the
trace originate from and how it should be displayed in terms of label, color
and the choice of including it in mixed view.

• Calibration; From equation 23 and 24, calibration can be set with the input
from two reference values and two received values. The made calibration
constants can be applied to see the result on the graph, and saved to �le
for later use if wanted. Unit conversion has not been implemented, but is
prepared for later work.

• Sampling; the sampling rate can be chosen by the user from the combo
box. Window length for the plot can also be set. This will also a�ect the
window lengths for the plots if they are added to mixed view. The settings
made on this page are identical for all DAQ measurements.

• Filtering; gives the user the ability to activate �ltering on the respective
plot, according to the implemented �lter implementation described in sec-
tion 3.1.2.

• Statistics; by pushing the Update button the user get the mean and stan-
dard deviation of the measurement within the window length presented
on the respective displays, which is especially useful during calibration.
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Figure 23: The NIDAQ tab. All active channels are plotted here. With relevant
settings on the right side.
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Figure 24: DAQ toolbox; shows all available settings for the DAQ plots

Synchronization The synchronization process is described in section 3.4, and
is applied in the synchronization tab. The duration of the synchronization signal
is set in the spin box. One signal duration has one reference peak.
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When one peak from each signal, transmitted and received, is visible in the
plot the Set automatically button will �nd the delay between the two signals.
This constant is then applied to the DAQ signals, as this is the unit with the
smallest delay, and saved to the session �le.

(a) Before sync

(b) After synch

Figure 25: The synchronization view. show the synchronization signals before
and after the delay is found. The plots does however not look completely aligned,
this is due to di�erence in the render time between the plots, as discussed later
in the thesis.
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General GUI functionality The GUI provided in the application supports
�exibility for organizing the windows, beyond the mixed views possibilities. The
tabs can be undocked and moved to for example an external display, or side-by-
side with other docked or undocked windows. Closing of tabs is also possible.
See appendix A for a selection of set-ups.

4.2 Data acquisition

There are three di�erent sampling rates for data in the application; one for the
DAQ data; one for the ultrasound frames, also called frame rate, which will also
be the sampling rate for the velocity data used in the �ow and strain traces; the
third is the sampling rate for ECG and AUX from the scanner. The ECG and
AUX samples from the scanner are transmitted in bulks of multiple samples,
and does hence achieve a higher sampling rate.

4.2.1 Acquisition from the DAQ

The sampling rate (SR) for the DAQ can be set by the operator within the ap-
plication. By varying this rate under di�erent recordings the e�ective sampling
rate was found by calculating the time interval between the saved samples. It
became obvious that the uniformity of the sampling rate was dependent on the
rate, as the deviation increases at higher rates. There is also an upper bound
around 500Hz. The recordings where acquired with 8 active channels, which
were all available channels on the device. No remarkable changes were found
with fewer active channels.

Set SR Mean achieved SR Mean deviation, [%] Std. deviation Max deviation, [%]

50 50.00 -0.01 0.02 -2.00
100 100.0 -0.02 0.06 -4.23
200 199.9 -0.03 0.16 -5.69
300 299.8 -0.05 0.90 -27.68
400 399.8 -0.06 2.57 -58.59
500 499.5 -0.10 3.91 -64.76
600 504.0 -16.0 22.1 -65.45

Table 1: DAQ samplings rate; based on data sampled over 1 minute. Max
deviation is deviation from mean, not the set SR.

4.2.2 Streaming

The same procedure, as in the previous section, was used to �nd the frame rate
(FR) for the ultrasound images, see table 2. This will also corresponds to the
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sampling rate of the velocity data that are used for strain and �ow rates.
The ring bu�ers had to be restricted to∼ 1000 elements in size if velocity data

was transferred, which includes CF and TVI, and could be doubled with b-mode
only. This restriction had impact on the saved data, as the maximum interval
was limited to the size of the bu�er. A bu�er size of 1000 would correspond to
∼ 25 seconds of saved data.

Set FR Mean achieved FR Mean deviation, [%] Std. deviation Max deviation, [%]

10 10.0 0.07 0.35 10.6
20 20.1 0.29 1.17 25.7
30 30.2 0.66 2.87 52.9
40 38.1 -4.80 5.05 34.4
50 39.6 -20.9 6.83 37.9
60 41.1 -31.5 6.65 32.4
70 40.4 -42.2 6.79 29.4

Table 2: Ultrasound frame rate; Max deviation is deviation from mean, not the
set SR.

ECG SR on scanner SR in the application Mean dev, [%] Std. dev. Max dev., [%]
600 600.0 ≈ 0 ≈ 0 ≈ 0

Table 3: Streamed ultrasound ECG. The signal is sampled at the scanner side,
which makes the signals seemingly �awless.

4.3 Synchronization

The synchronization set-up was used to �nd the delay between the unit,. and
was found to be:

γdelay = 0.20s (27)

The variation of the delay from the scanner to the application was measured.
This was done by recording the di�erence between the scanner's time stamp on
the images and the local time at reception of the frames over 15 minutes. The
standard deviation of these di�erences was found to be:

σdelay = 15.5187ms (28)

100 ∗ σdelay
γdelay

= 7.5% (29)
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With a frame rate of 40 this deviation will correspond to a deviation of ±0.62
frames per second.

The ECG signal can be used to validate the synchronization, as both data
sources acquires this signal. However, the two ECG signals have di�erent
sources, as one is measured with a catheter and the other non-invasively, this
will cause an actual time-shift between them, but will still be an indicator of
delay between the acquisition units.

Figure 26a and 26b shows recorded data from before and after synchroniza-
tion is applied. The synchronization functionality aligns the plots, there was
however a deviation between them also after synchronization. Figure 27 shows
the shift between the signals after synchronization, which measured to be 25ms.
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(a) Before synch

(b) After synch

Figure 26: Synchronization validation; ECG values from the DAQ and the
ultrasound scanner, Before and after applied synchronization.
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Figure 27: After synch delay

4.4 In vivo results

The range of the output signals from the used instruments were all within the
limits of the DAQ, [-10,10] Volts. All the instruments acquired by the DAQ
had supporting calibration methods that where compatible with the integrated
interface, as described in section 3.1.3.

The data was recorded from the left ventricle of the pigs heart. As the pig
had a blood infection, that resulted in sepsis, the values were abnormal.

Volume The volume data from the Leycom was inferred by the power outlet
and its harmonics. This was solved with applying the low pass �lter with order
50 and a cut-o� frequency set to 30Hz. The result can be seen in �gure 28.

The relatively high heart rate, which can be seen by the period of the signal,
is caused by the sepsis.
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Figure 28: Volume, with and without �ltering
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Pressure The pressure data supplied by the Sentron Pressure Measurement
System had no need for �ltering, due to its smooth curve. The curve shows low
pressure values due to sepsis.

Figure 29: Pressure data. The smooth plot makes it unnecessary for �ltering.
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PV-loop By choosing the pressure measurement from the Sentron device and
the volume measurement from the Leycom unit, the application produced the
PV loop in �gure 30. The e�ect of �ltering the volume curve can also be seen.
Figure 31 shows a resulting PV plot alone.

(a) Before �ltering

(b) After �ltering

Figure 30: PV loops in the application
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Figure 31: PV-loop plotted.
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ECG The two ECGmeasurements have di�erent sources and acquisition meth-
ods, invasive and non-invasive, and had hence some di�erences in their signals.
It is however easy to notice the periodic peak in both signals, which both orig-
inate from the r-point in the ECG signal, as seen in �gure 3.

The Leycom's ECG signal was could be �ltered with the same �lter speci�-
cations as the volume curve, as their noise sources was the same.

(a) Leycom ECG, with and without �ltering

(b) Streamed ECG

Figure 32: ECG comparison. The Leycom ECG has an opposite polarity than
the streamed.

57



Flow rate Figure 33 shows the blood �ow from the aorta, where a �ow rate
trace was calculated from. The diameter was set to cm instead of mm, but this
is adjusted for in �gure 34. The blood �ow had a direction towards the probe
and was hence not corrected for.

Figure 33: Flow rate trace from the Aorta.
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Figure 34: Flow rate plot
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Strain The streaming client is not fully developed for TVI transmission. The
velocity data is transmitted as it should, but is not correctly represented graph-
ically, as seen in �gure 35. The colors are very dominant, compared to �gure 8
where the velocity image is semi-transparent. This made it di�cult to choose
the right trace points.

Two tests were performed with the second experimental set-up, where one of
the measurements was a trace of velocity data alone, with no strain calculations.
The second was intended to demonstrate the strain rate calculation. The results
can be seen in �gure 36.

Figure 35: Strain rate screen shot
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(a) Velocity plot

(b) Strain plot

Figure 36: Strain rate plot
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4.5 Saving of data

Figure 37 shows how a project �le is organized. This example project �le,
named Stenosis project, contains two sessions (in red); �Pig - healthy� and �Pig
- stenosis stage 1�, and a �Project comment� element. The comment is a string
that contains a user-de�ned description of the project.

Each of the sessions contains some meta data and all related settings. By
saving the session's settings, a user is able to start a new session based on
another session's settings �le.

The recordings contain all raw data. This includes the DAQ's traces and
streamed ultrasound data and ECG. And as seen in the �gure; multiple record-
ings can be saved in a session; �No load�, �pulmonial hypertemsjon1� and �pul-
monial hypertemsjon2� in this example.
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Figure 37: Project �le organization, with explaining color codes.
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4.6 Importing to Matlab

Scripts were made in Matlab to show capabilities for exportation, and post-
acquisition analysis. Figure 38 and 39 shows examples where the project �les
are loaded into Matlab and a selection of measurements are chosen to be plotted.
ECG is used to divide the plots into heart cycles, and the user can choose how
many of these to plot. The black vertical line in the ECG plot is the time
reference for the viewed image, and can be moved by the user to compare the
ultrasound image with the measurements at a given time. A PV plot for the
period is also constructed with a marked Ea-line.

Figure 38: Data viewer in Matlab; Data acquired from pig trials, except the
image that is imported from another sequence for illustrative purposes.
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(a) Heart image from early systole. The heart volume is around it's maximum.

(b) Heart image from early diastole. Approximately fully contracted.

Figure 39: Data viewer in Matlab; data obtained from the experimental set-up
with a human candidate.
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5 Discussion

5.1 GUI and usability

The GUI provided the elements that were needed to interact with the functions
implemented in the application. QT's variety of GUI elements made it possible
to design a well-organized view.

The tabbed windows were used as a basis for the set-up by dedicating one
tab for each of the di�erent measurement groups. These measurement tabs
concentrated the available settings to those relevant for the respective mea-
surement. These tabs alone did however not support a single view for all the
measurements. A �mixed view� tab was there for constructed, in where the user
could choose which measurements to include. A section at the bottom of the
application window, made easy access to functions that was intended to be used
independent on the active tab. This includes recording functionality and the
time bar.

There are, however, some GUI features that have room for improvement. For
now the testing has been performed close to the laptop screen, while in practice
the program will be displayed on an external monitor with some distance to
the personnel. The font size should therefore be an adjustable setting for the
operator, and perhaps also the thickness of the plot lines.

Another aspect for increased user experience would be to change the way
that the graphs are plotted. As it is now, the whole plot moves with time,
from right to left. The continuous rendering of this moving plot makes the
appearance a bit blurry, and it can be hard to focus on one point in time due
to the movement. This could be solved by making the plot start from the left
side of the plot and move to the right, when it reaches the end can start over.
An additional �aw with the plots is that they are not rendered synchronously.
This causes the di�erent plot's time-axis to be slightly shifted related to each
other. The reason for this is to reduce the amount of time a thread is holding
a on to a resource.

Interaction with the ultrasound images could have a closer integration with
the GUI. It does not provide any marker points for the trace points in the image.
This made it di�cult to remember the exact places from where the data was
acquired from. The di�erent length needed for the traces could also have been
automatized to make the acquisition less user dependent.

The testing has for now been restricted to the developer, and not by end users
of the application. This reduces the objectivity, and the a-priory knowledge
of the program by the developer will shadow some aspects of the program's
usability. The described evaluation will therefore be limited to some degree.

5.2 Data acquisition

The sampling rates achieved was found to be higher than the minimum sampling
frequency for physiological data on humans, ∼ 250Hz for ECG traces. The
highest achieved sampling rate was 499.5 ± 3.91Hz. However, the standard
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deviation increases with the sampling rate. Requirements for uniform sampling
will be dependent on the use, and can have e�ect on for �ltering. However, At
this rate it will not have any a�ect for the naked eye, and �ltering of the signals
acquired during these experimental studies gave good results.

The �ltering implementation worked as intended. It was easy to update the
�lter characteristics, which made it convenient to �nd the right �lter order and
cut-o� for the di�erent signals during acquisition. There is, however, a �aw with
the �ltering functionality. When the �ltering is applied there will be a delay on
the signal, as described in section 3.1.2. There is no compensation for this delay
in the viewed data, which will cause them to be out of synch with the other
measurements. However, as the saved measurements contain the raw data, they
are not corrupted by this.

5.3 Ultrasound streaming

The application has shown to be compatible with three of the supported ultra-
sound modalities provided by the streaming client and the scanner; b-mode, CF
and TVI. Due to the limitations in the maximum velocity achieved with both
TVI and CF, pulsed Doppler is a much used modality that lacks support in the
application. This could have been useful as the application is designed for heart
imaging, with high velocity content.

Due to motion of the heart there is need for high frame rates. The traces
acquired from these frames add additional requirements for su�cient rate. The
limit from the streaming client is 60 frames per second(fps). This is not met in
the application, which has an upper limit below 40 fps. At this rate there are
additional deviations, which causes a non-uniform rate. Sampling of these data
will result in inaccurate �ltering.

Rendering and acquisition of frame data are parallel threads that are both
time consuming. As these threads shares a bu�er, one insert and the other
retrieves, there will be queues to prevent ambiguities from the bu�er. This was
the bottle neck in the data chain, and e�ectively decreases the frame rate. Due
to the size of the frame data, the maximum frames that could be saved were
limited to around 25 seconds, which is probably too short time for practical
use. This could however be solved by instead of saving data after a recording is
�nished, dumping it to disk during recording.

Velocity data was successfully acquired from both the CF and the TVI
modalities, but at a rate limited by the streamed ultrasound frame rate. The
�ow data showed an obvious pattern and repeating shape with the same rate as
the other data. The actual values could, however, not be validated as no direct
�ow measurements were available. But the same approach was used in earlier
version of the same software[25], where results showed correlation between the
accurate �ow rate and the approximated.

TVI was used to measure strain rate from the heart wall. Two types of tests
were performed, where one showed a successful trace of a velocity trace only,
where the other attempted to measure actual strain rate. The latter turned
out to be a noisy, without any recognizable repeated patterns as it should have
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been. This can probably be explained due to the static trace point placed on
the image frame, rather than a tracking trace on the heart. It was also di�cult
to make accurate trace points as the color coding covered the tissue image. In
addition no visible markers where set on the image, which made it hard to place
the second trace point at an accurate position related to the �rst.

5.4 Synchronization

Synchronization between the ultrasound scanner and the DAQ was developed to
be a simple and useful implementation. The DAQ's output functionality made
the synchronization set-up to an uncomplicated a�air. With the synchroniza-
tion cable connected to the scanner, only two buttons had to be pushed in the
application to �nd, and apply, the delay constant between the to devices. Con-
veniently this constant was saved to the project �le, available for later session.

The synchronization tab provided a view that let the user get an impression
of the delay between the units, both before and after applied synchronization.
This delay was treated as constant through the session, but the variance was
found to be 7.5% of the calculated delay. This variability could have a observ-
able impact when comparing data. This could, however, possibly be solved by
continuously calculating the time di�erence between local application time and
local scanner time, and use this change to adjust the delay between the units.

The synchronization technique depends on no or a negligible delay through
the instruments that are connected to the DAQ. This has, however, not been
properly evaluated, due to lack of methods for testing. But the ECG signals
that are acquired from both systems has been compared, and gives an indication
of successful synchronization, but not a de�nite answer as the two signals are
acquired from di�erent places in the body. The assumption has been proved
to be adequate enough for similar applications, as described in Ole Omejer's
Master thesis[24].

5.5 In vivo results

The �rst time a set-up is used; there is need for some initialization of synchro-
nization, calibration and changing of names with correct units. As this can take
some time, it was very convenient with the ability to load a full set-up for the
consecutive trials.

It was valuable to see the application working under realistic environments.
This gave understanding on how data acquired from the devices where linked
together, compared to a testing environment where independent test data has
been used. The data acquired from the test was also valuable to show exporta-
bility to Matlab, where a simple analysis program was made. It showed that
obtained results could be linked back to theory. It could however have been
bene�cial with additional data, as recordings under di�erent loading conditions
on the heart, to further show how obtained data could be supported by theory,
for example the ESPVR and EDPVR lines.
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Validation of the obtained trace data from the ultrasound frames was dif-
�cult, as no reference measurement was available at sight. However, the �ow
shape was shown to follow the pulse. But further investigation of these mea-
surements is needed for validation.

The importance of a stable program was a valuable lesson. The application
is still a beta version, and does su�er from some bugs that occasionally caused
the program to crash. This is events that degrades the user experience, and will
not be acceptable in a �nished product, as important data can be lost.

5.6 Project �les

The �le system developed was a successful integration in the application. The
possibility to load settings from earlier sessions made the start-up process a
quick a�air.

As the �les can be opened with an HDF viewer, the user can after acquired
data go in and for example what calibration constants the measurements was
based on, or the synchronization delay. The HDF viewer provides copy func-
tionality, so saved data samples can be copied into any program. Integration
with Matlab has also be shown to be e�cient. The code used for this can be
found in appendix D.

Final testing of the functionality remains to be performed by the end user
of the application, but the development has been a result of input from users of
Ole Omejer's similar application which is currently in use by the same end user
as the application described here.
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6 Conclusions

The development of a �exible framework for acquisition of data from both an
ultrasound scanner and other measurements, through an acquisition unit, has
made the main objectives of this thesis achieved.

Real-time acquisition of data from these sources - with signal processing
possibilities as calibration, �ltering, synchronization, data extraction from ul-
trasound images and combination of di�erent signals - has given the program
functionality that is not yet provided by any other available software.

Ultrasound frame rate and extraction of strain measurements does, however,
not provide su�cient performance at this stage.

The developed GUI is one of the applications biggest strength with its �ex-
ibility and usability for a variety of applications. The possibility that comes
with the constructed �le system makes it easy to save a used set-up as well as
acquired data. The representation of saved data has also been shown to be easy
accessible from other general programs, as Matlab.

The framework has a robust platform that allows for expansions for future
work. More ultrasound modalities, as pulsed Doppler, and compatibility for
other acquisition units could enhance the possibilities further.
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7 Appendix

A GUI elements

Here are som examples of di�erent ways to organize the application with multiple
screens.

Figure 40: Two screens 1; the NIDAQ tab is dragged an external display.



Figure 41: Two screens 2; mixed view, with only the ultraound image repre-
sented, dragged to an external display.

Figure 42: Two screens 3; another combination of mixed view on laptop with
ultrasound three DAQ plots and PV-plot, and the DAQ-tab on the external
display.
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B Flow derivation

Flow rate can be described by equation 30.

Q̇ =
dV

dt
(30)

This can also be written as:

Q = vavg ∗A (31)

By assuming laminar �ow in a circular pipe the following approximation can
be applied:

vavg ≈
vmax

2
(32)

And the area will be:

A =
π ∗D2

4
(33)

Which combined gives the approximation for �ow in a vain:

Q̃ =
πvmaxr

2

2
(34)

77



C C++ code

C.1 Data retrieval from data bu�er

1 double getBufferValueFromTimeReference
2 (
3 int measurementIndex ,
4 double t imeReference ,
5 i t e r a t o r& dataIt ,
6 i t e r a t o r& timeIt ,
7 bool f i l t e r i n gOn
8 )
9 {
10 // Index f o r measurement b u f f e r
11 int index = measurementIndex ;
12
13 // I n i t i a l i z a t i o n o f time and data i t e r a t o r s
14 i t e r a t o r da t a I t e r a t o r ;
15 i t e r a t o r t ime I t e r a t o r ;
16 // s t a r t a t beg inn ing o f b u f f e r
17 i f ( lastTimeStampIndex==0)
18 {
19 t ime I t e r a t o r =
20 t imeBuf fe r [ index ] . begin ( ) ;
21 da t a I t e r a t o r =
22 dataBuf fe r [ index ] . begin ( ) ;
23 }
24 // precaus ion only
25 else i f (
26 t imeBuf f e r [ index ] . begin ( ) + lastTimeStampIndex >=
27 t imeBuf fe r [ index ] . end ( )
28 )
29 {
30 t ime I t e r a t o r =
31 t imeBuf fe r [ index ] . begin ( ) ;
32 da t a I t e r a t o r =
33 dataBuf fe r [ index ] . begin ( ) ;
34 }
35 // i f t imeReference i s sma l l e r than p r e v i o u s l y used time

stamp−> s t a r t a t beg inn ing
36 else i f (
37 ∗( t imeBuf fe r [ index ] . begin ( )+lastTimeStampIndex−1)
38 > timeReference
39 )
40 {
41 t ime I t e r a t o r =
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42 t imeBuf fe r [ index ] . begin ( ) ;
43 da t a I t e r a t o r =
44 dataBuf fe r [ index ] . begin ( ) ;
45 }
46 // I f t imeReference i s b i g g e r t ha t prev . used time stamp−>

s t a r t search from prev index
47 else
48 {
49 t ime I t e r a t o r =
50 t imeBuf fe r [ index ] . begin ( )+lastTimeStampIndex ;
51 da t a I t e r a t o r =
52 dataBuf fe r [ index ] . begin ( )+lastTimeStampIndex ;
53 }
54
55
56 // S t a r t s the a c t ua l search f o r the c l o s e s t timestamp in

r e l a t i o n to the t imeReference .
57 for (
58 t ime I t e r a t o r ;
59 t ime I t e ra to r <t imeBuf fe r [ index ] . end ( ) −1;
60 t ime I t e r a t o r++
61 )
62 {
63 double value1 =
64 abs (∗ t ime I t e r a t o r − t imeReference ) ;
65 double value2 =
66 abs (∗ ( t ime I t e r a t o r+1) − t imeReference ) ;
67 i f ( value1<value2 )
68 {
69 break ;
70 }
71 da t a I t e r a t o r++;
72 }
73 //Updates the index f o r next time the func t i on i s c a l l e d
74 lastTimeStampIndex =
75 std : : d i s t ance ( t imeBuf fe r [ index ] . begin ( ) ,

t ime I t e r a t o r ) ;
76
77 //Updates input i t e r a t o r s
78 t imeI t=t ime I t e r a t o r ;
79 data I t=da t a I t e r a t o r ;
80 // re turns u n f i l t e r e d i f not a c t i v a t e d .
81 i f ( ! f i l t e r i n gOn )
82 return ∗ data I t ;
83 else
84 {
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85 // I f f i l t e r i n g i s a c t i v a t ed−> return a f i l t e r e d sample
86 return std : : inner_product ( f i r C o e f f [ index ] . begin ( )

, f i r C o e f f [ index ] . end ( ) , da ta I t e ra to r−f i r C o e f f
[ index ] . s i z e ( ) , 0 . 0 ) ;

87 else
88 // I f b u f f e r i s sma l l e r than number c o e f i c i e n t s−> dont

f i l t e r
89 return ∗ data I t ;
90 }
91 }

C.2 Insert data to image ring bu�er

1 //Add scan converted image frame to r ing bu f f e r
2 addCurrentData ( vtkSmartPointer<vtkImageData>

scanConverted , double timeStamp )
3 {
4 // Index o f the cur rent r ing bu f f e r i n s e r t i o n element
5 currentScanConvertFrameIndex=(

currentScanConvertFrameIndex+1)%bu f f e r S i z e ;
6 index=currentScanConvertFrameIndex ;
7
8 // I f the image bu f f e r i s not yet f i l l e d up , the cur rent

bu f f e r s i z e i s updated
9 i f ( index>maxSCRingBufferIndex )
10 {
11 maxSCRingBufferIndex = index ;
12 }
13
14 //Adds the data to the bu f f e r
15 scanConvertedImages [ index ]=vtkSmartPointer<

vtkImageData >: :New( ) ; scanConvertedImages [ index
]−>DeepCopy( scanConverted ) ;

16 //Adds the timestamp to the data
17 scanConvertedTimeStampVector [ index ]=timeStamp ;
18
19 }

C.3 Data retrieval from image bu�er

1 double updateNextScanConvertedFrame (double t imeReference )
{

2 // S t a r t s the search f o r the c l o s e s t time at the prev ious
frame

3 int prevSCIndex = previousScanConvertedFrameIndex ;
4
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5 // I f t imeReference i s sma l l e r than the prev ious time
re fe rence−>

6 // s t a r t search at beg inn ing o f r ing b u f f e r
7 i f ( t imeReference < scanConvertedTimes [ prevSCIndex ] )
8 {
9 i f (maxSCRingBufferIndex<bu f f e r S i z e ) //Before

b u f f e r i s f i l l e d up
10 s ta r t Index =0;
11 else //Af ter b u f f e r i s f i l l e d
12 s ta r t Index=currentScanConvertFrameIndex+1;
13 }
14 else // i f not search s t a r t s from prev ious time

re f e r ence index
15 s ta r t Index=prevSCIndex ;
16
17 i f ( scanConvertedTimes . s i z e ( ) >1)
18 {
19 //This w i l l be the new index
20 int index ;
21 for ( index=s ta r t Index ; index !=

currentScanConvertFrameIndex ; index=(index+1)%
bu f f e r S i z e )

22 {
23 //Find the c l o s e s t time
24 i f ( abs ( ( scanConvertedTimes [ index ] −

t imeReference ) )
25 <=abs ( ( scanConvertedTimes [ ( index+1)%

bu f f e r S i z e ] − t imeReference ) ) )
26 {
27 break ;
28 }
29 }
30
31
32
33 echoWidget−>
34 UpdatePlaneTexture ( scanConvertedImages [ index

] ) ;
35 // current index saved f o r next frame searc
36 prevSCIndex=index ;
37 // re turns the time o f the updated framw
38 return scanConvertedTimes [ index ] ;
39 }
40 else
41 return −1;
42
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43 }

C.4 Control of sampling rate

1 void getNewSample ( double &sample , double &time )
2 {
3 // S l e eps the thread un t i l the r i gh t time has gone between
4 // prev ious sample was r e t r i e v e d and the cur rent time
5 whi l e ( ( getCurrentTimeSample ( )−previousTimeStamp ) < 1/

sampRate )
6 {
7 Sleep (0 ) ;
8 }
9
10 // Ca lcu la te cur rent sampling ra t e
11 currentFrameRate=1/(getCurrentTimeSample ( ) −

previousTimeStamp ) ;
12
13 previousTimeStamp = getCurrentTimeSample ( ) ;
14
15 //Sample and the cur rent time stamp va lue s are g iven to

the input v a r i a b l e s .
16 sample = getLatestSample ( ) ;
17 time = getCurrentTimeSample ( ) ;
18 }
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D Matlab code

D.1 Load session

1 func t i on [ cu r r en tSe s s i on ] = ge tSe s s i on ( f i leName )
2 %GETSESSION Opens the f i l e , basd in f i l ename ( p r o j e c t )
3 f i l e = H5F . open ( f i leName ) ;
4 rootGroup = H5G. open ( f i l e , f i leName ( 1 : end−4) ) ;
5 sessionNames = H5G. open ( rootGroup , ' S e s s i on names ' ) ;
6 i n f o = H5G. get_info ( sess ionNames ) ;
7 numberOfSessions = i n f o . n l i nk s ;
8
9 %L i s t s a v a i l a b l e s e s s i o n s
10 f p r i n t f ( ' S e s s i on s : \ n ' ) ;
11 f o r i =1: numberOfSessions
12 s e s s i o nS t r i n g = H5D. read (H5D. open ( sessionNames ,

num2str ( i ) ) ) ;
13 f p r i n t f ( '% i : %s \n ' , i , s e s s i o nS t r i n g ) ;
14 end
15
16 %Asks the user to s e l e c t s e s s i o n from pro j e c t
17 pre s sed = input ( ' Enter s e s s i o n number ' , ' s ' ) ;
18
19 %Opens s e s s i o n to re turn from func t i on
20 cu r r en tSe s s i on = H5G. open ( rootGroup ,H5D. read (H5D. open (

sessionNames , num2str ( pre s sed ) ) ) ) ;
21
22 end

D.2 Load recording

1 func t i on [ currentRecord ing ] = getRecording (
cu r r en tSe s s i on )

2 %GETRECORDING Opens a r e co rd ing from a s e s s i o n
3
4 recordingsGroup = H5G. open ( cur r entSe s s i on , ' Recordings ' ) ;
5 recordingNames = H5G. open ( recordingsGroup , ' Recording

names ' ) ;
6 i n f o = H5G. get_info ( recordingNames ) ;
7 numberOfRecordings = i n f o . n l i nk s ;
8
9 %L i s t s a v a i l a b l e r e co rd ing s
10 f p r i n t f ( ' Recordings : \ n ' ) ;
11 f o r i =1: numberOfRecordings
12 r e c o rd i ngS t r i ng = H5D. read (H5D. open ( recordingNames ,

num2str ( i ) ) ) ;
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13 f p r i n t f ( '% i : %s \n ' , i , r e c o rd i ngS t r i ng ) ;
14 end
15
16 %Asks the user to s e l e c t r e co rd ing from s e s s i o n
17 recordingNumber = input ( '\ nEnter r e co rd ing number ' , ' s ' ) ;
18
19 %Opens r e co rd ing to re turn
20 currentRecord ing =
21 H5G. open ( recordingsGroup ,H5D. read (H5D. open (

recordingNames , num2str ( recordingNumber ) ) ) ) ;
22
23
24 end

D.3 Load measurement

1 func t i on [ samples , timestamps , name ] = getMeasurement (
cur r entSe s s i on , r e co rd ing )

2 %GETMEASUREMENT Takes s e s s i o n and reco rd ing as input and
re tu rn s a sample set , with i t s %timestamps and i t s
name

3
4 %Opens s e t t i n g s group
5 nidaqGroup = H5G. open ( cur r entSe s s i on , ' Nidaq s e t t i n g s ' ) ;
6 ultrasoundGroup = H5G. open ( cur r entSe s s i on , ' Ultrasound

s e t t i n g s ' ) ;
7 i n f o = H5G. get_info ( nidaqGroup ) ;
8 numberOfNidaqSettings = i n f o . n l i nk s ;
9
10 %L i s t s a l l a v a i l a b l e measuremetns based on s e t t i n g s
11 f p r i n t f ( ' Measurements : \ n ' ) ;
12 numberOfMeasurements=numberOfNidaqSettings ;
13 f o r i =1: numberOfNidaqSettings
14 recordingGroup = H5G. open ( nidaqGroup , num2str ( i ) ) ;
15 r e c o rd i ngS t r i ng = H5D. read (H5D. open ( recordingGroup ,

'Name ' ) ) ;
16 f p r i n t f ( '% i : %s \n ' , i , r e c o rd i ngS t r i ng ) ;
17 end
18
19 streamingOn = H5D. read (H5D. open ( ultrasoundGroup , ' Act ive

u l t rasound streaming ' ) ) ;
20 i f ( streamingOn )
21 f p r i n t f ( '% i : %s \n ' , numberOfNidaqSettings+1, '

Ultrasound ECG' ) ;
22 f p r i n t f ( '% i : %s \n ' , numberOfNidaqSettings+2, ' Flow

t ra c e ( i f any ) ' ) ;
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23 f p r i n t f ( '% i : %s \n ' , numberOfNidaqSettings+3, ' S t ra in
t r a c e ( i f any ) ' ) ;

24 numberOfMeasurements=numberOfNidaqSettings+3;
25 end
26 measurementNumber=−1;
27 %Asks the user f o r a measurement based on the l i s t
28 whi l e ( ( measurementNumber<1) | | ( measurementNumber>

numberOfMeasurements ) )
29 measurementNumber = input ( ' Enter measurement number ' )

;
30 end
31
32 measurementNumberIndex = num2str (measurementNumber−1) ;
33 measurementNumber = num2str (measurementNumber ) ;
34
35 %Finds the chosen measurement from the r e co rd ing s
36 i f ( str2num (measurementNumber )<=numberOfNidaqSettings )
37 nidaqTraces = H5G. open ( record ing , ' Nidaq t race s ' ) ;
38 samplesDataset = H5D. open ( nidaqTraces , [ ' Measurement

samples ' measurementNumberIndex ] ) ;
39 timeStampDataset = H5D. open ( nidaqTraces , [ '

Measurement t imes ' measurementNumberIndex ] ) ;
40 nameGroup=H5G. open ( nidaqGroup , measurementNumber ) ;
41 nameDataset=H5D. open (nameGroup , 'Name ' ) ;
42 name=H5D. read ( nameDataset ) ;
43 samples = H5D. read ( samplesDataset ) ;
44 timestamps = H5D. read ( timeStampDataset ) ;
45
46 e l s e i f ( str2num (measurementNumber )==(numberOfNidaqSettings

+1) )
47 usECG = H5G. open ( record ing , ' Other t race s ' ) ;
48 samplesDataset = H5D. open (usECG, 'ECG data samples ' ) ;
49 timeStampDataset = H5D. open (usECG, 'ECG time samples

' ) ;
50 name='us ECG' ;
51 name=name ' ;
52 samples = H5D. read ( samplesDataset ) ;
53 timestamps = H5D. read ( timeStampDataset ) ;
54 %timestamps=timestamps −0.19;
55
56 e l s e i f ( str2num (measurementNumber )==(numberOfNidaqSettings

+2) )
57 f lowTrace = H5G. open ( record ing , ' Other t race s ' ) ;
58 samplesDataset = H5D. open ( f lowTrace , ' Flow t ra c e data

samples ' ) ;
59 timeStampDataset = H5D. open ( f lowTrace , ' Flow t ra c e
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time samples ' ) ;
60 name='Flow trace , [ ml/min ] ' ;
61 name=name ' ;
62 samples = H5D. read ( samplesDataset ) ;
63 %samples=samples ∗100 ;
64 timestamps = H5D. read ( timeStampDataset ) ;
65 %timestamps=timestamps −0.19;
66
67 e l s e i f ( str2num (measurementNumber )==(numberOfNidaqSettings

+3) )
68 s t ra inTrace = H5G. open ( record ing , ' Other t race s ' ) ;
69 samplesDataset = H5D. open ( s t ra inTrace , ' S t ra in t r a c e

data samples ' ) ;
70 timeStampDataset = H5D. open ( s t ra inTrace , ' S t ra in

t r a c e time samples ' ) ;
71 name=' St ra in trace ' ;
72 name=name ' ;
73 samples = H5D. read ( samplesDataset ) ;
74 timestamps = H5D. read ( timeStampDataset ) ;
75 %timestamps=timestamps −0.19;
76 end
77
78 end
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E Connections of instruments

Figure 43: Sentron pressure interface. A T-coupling is used as the pressure
signal was used both by the DAQ and in the Leycom Sigma 5DF.

Figure 44: Leycom Sigma 5DF. Takes pressure as input to show PV-plots on
another screen. Volume is generated by the unit and is available through an
output channel. ECG is also available.
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Figure 45: NI USB-6251; Connections to the DAQ. Channel 0: Volume, chan-
nel 1: Flow rate(not used), channel 2: ECG, channel 3: Pressure from Millar
catheter(not used), channel 4: Pressure from Leycom
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