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Abstract 

The present dissertation presents new developments in the signal processing of receiver 
structures for high-rate underwater acoustic communications, and describes the field 
measurements that test the structures in real oceanic environments. The signalling 
methods of spectrally efficient spread spectrum are also investigated to achieve long 
range underwater acoustic communications. The digital signal processing is of 
significance in recovering distorted information, and compensating waveform 
distortions introduced by the underwater acoustic propagation. Underwater acoustic 
channels, particularly horizontal underwater channels, are characterized by extended 
multipath reflections, which are difficult to be predicted precisely, especially for typical 
underwater telemetry at high frequencies. Thus field experiments are of importance for 
the research in this dissertation. 

Time delayed multipath arrivals result in intersymbol interference (ISI) for coherent 
communications, which causes errors in recovering distorted information, and hence a 
channel equalizer is required to remove the ISI. In recent years, passive-phase 
conjugation (PPC) processing has been researched for underwater acoustic 
communications, since its focusing property mitigates ISI with an enhanced output 
signal-to-noise ratio. After the focusing achieved by PPC processing, a simplified 
channel equalizer removes residual ISI, as ISI cannot be eliminated by the focusing with 
side lobes.  

Residual ISI can be mitigated by time reversal focusing, which exploits spatial 
diversity in the water column to suppress side lobes of the focusing. High-rate time 
reversal communications have been achieved, where only one channel adaptive 
equalizer is used after the focusing. Compared with an adaptive multichannel equalizer, 
the complexity of time reversal focusing with a single channel equalizer is low. 
However, spatial gain obtained by time reversal focusing is impacted by time-variant 
interchannel correlations, which exist in a real oceanic environment, as time reversal 
focusing is conducted prior to the adaptive channel equalizer. The means obtaining a 
large spatial gain of reduced complexity is of significance in real applications, 
especially with a small number of receiving hydrophones.  

A receiver structure of joint PPC with adaptive multichannel combining is proposed. 
PPC processing in each individual channel reduces ISI by the temporal focusing (pulse 
compression), and a subsequent multichannel equalizer of reduced complexity is used to 
remove residual ISI. Spatial gain is obtained by the adaptive multichannel combining, 
which exploits spatial diversity as well as removing ISI. As the combining is dependent 
on the output of the channel equalizer, this scheme is advantageous to make full use of 
spatial diversity. In practice, it is preferred that a small number of receiving 
hydrophones is used to reduce the complexity of instrumentation. In particular, results 
of experimental data processing have shown that this structure achieves superior 
performance over the time reversal receiver structure.  

PPC processing requires knowledge of the channel, e.g. the channel impulse 
response, which is often characterized as time-varying and sparse, especially at high 
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frequencies. In a time-varying channel, the temporal focusing degrades with time, and a 
block-based approach is applied to counter the channel variations. The channel is 
assumed constant within each block of short time duration, in which the channel 
response is estimated using detected symbols of the previous block. In a sparse channel, 
the matching pursuit (MP) algorithm can be used to exploit the channel sparsity for PPC 
processing. Compared with the conventional channel estimation method, e.g. the least 
squares (LS) method, the MP algorithm only obtains information of dominant arrivals. 
Without noise interference among dominant arrivals, the MP algorithm contributes 
improvement for communications using PPC processing.  

In long range communications, a receiver structure has to counter acoustic 
attenuations together with waveform distortions. Hence spread spectrum techniques 
have advantages for communications at low input signal-to-noise ratios. During the 
work of this dissertation, two spread spectrum signalling schemes have been 
investigated with experimental demonstrations. Particularly, a spectrally efficient 
scheme using cyclic code shift keying has been proposed, and a time reversal receiver 
structure has been presented. This structure has obtained satisfactory performance in a 
field experiment over a range of 10 km. In this scenario, the time reversal structure 
takes advantage of spatial diversity to avoid deep fading occurring in each receiving 
channel, which usually happens in long range communications. 

In the past 3 years of this dissertation, four major field measurements were carried 
out in Trondheim harbour. Those trials were designed to test underwater 
communications in different propagation conditions, e.g. in different months, as the 
environmental conditions changed over different seasons. In addition, the source 
locations were changed to test the communications in different experimental 
arrangements of source and receivers. For practical purposes of research, receiving 
waveforms were recorded for offline digital signal processing in the laboratory. 
Valuable experiences of instrumentation, data acquisition development, participation in 
instrument procurement, field experimental organization, etc., have been obtained 
during this dissertation. For the high-frequency (10-14 kHz) communications, it is 
infeasible to simulate the acoustic wave propagations in real ocean waveguide 
sufficiently accurately. Therefore, field experiments are of significant practical use for 
the research in underwater acoustic communications. As an important part in this 
dissertation, the major field experiments with instrumentation details are briefly 
introduced. Together with selected publications, selected results which have not 
previously been published are presented in this dissertation. 
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Abbreviations 
BER  Bit error rate 
BPSK  Binary phase shift keying 
dB  Decibel 
CCSK  Cyclic code shift keying 
CIR  Channel impulse response 
CRA  Cross receiving array 
DFE  Decision feedback equalizer 
DPLL  Digital phase-locked loop 
ISI  Intersymbol interference 
LE  Linear equalizer 
LFM  Linear frequency modulation 
LS  Least squares 
MP  Matching pursuit 
McDFE Multichannel decision feedback equalizer 
MSE  Mean square error 
PPC  Passive-phase conjugation 
QPSK  Quadrature phase shift keying 
RLS  Recursive least squares 
SNR  Signal-to-noise ratio 
SSP  Sound speed profile 
TR  Time reversal 
UWA  Underwater acoustic 
8-PSK  8 Phase shift keying 
8-QAM 8 Quadrature amplitude modulation 
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Chapter 1 

Introduction 

 

Underwater acoustic (UWA) communications are challenged by UWA channels, which 
are often characterized as bandwidth limited, highly dispersive, time-varying, etc. [1], 
especially for high-rate coherent communications [2]. Extended multipath arrivals result 
in intersymbol interference (ISI), which causes errors in recovering the distorted 
information. It is typical that multipath arrivals span several tens of symbol intervals for 
moderate to high-rate communications. High-frequency (10-14 kHz) signals are subject 
to rapid time variations that result in phase instabilities, which is a serious concern in 
long range UWA communications [1]. Coherent communication algorithms have to 
deconvolve the multipath arrivals in order to remove ISI, and track and compensate the 
channel variations during communications. Therefore, adaptive channel equalizers have 
been researched to achieve stable coherent communications.  

As a single receiver is vulnerable to deep fading in a time-varying channel [3], 
multiple receivers that are spatially diverse can be used together to reduce the impact of 
deep fading. Thus array signal processing has succeeded in coherent UWA 
communications [4-8]. With multiple receivers, spatial diversity contributes to 
convergence of the adaptive multichannel decision feedback equalizer (DFE). 
Otherwise, a single channel DFE often loses its convergence in practice, as it is difficult 
to configure the adaptive channel equalizer for the current channel response, which 
could have peaks and nulls in the spectrum. In order to track rapid fluctuations of UWA 
channels, the recursive least squares (RLS) algorithm [9] is preferred for its fast rate of 
convergence, and its insensitiveness to the eigenvalue spread of the correlation matrix 
of the tap-input vector. However, such an adaptive multichannel DFE (McDFE) is 
computationally intensive, especially in high symbol rate communications in channels 
of long time spread, since more taps are required to deconvolve the channel effects. 
Even though advanced hardware development has increased the computational power, 
the computational load of McDFE still limits its implementations in UWA 
communications, particularly in applications with a large number of receivers. 

A time reversal (TR) mirror achieves focusing in inhomogeneous media, as was 
demonstrated first by Fink [10] in an ultrasonic field. In a UWA channel, the focusing 
of the TR mirror was experimentally demonstrated by Kuperman et al [11]. The 
experimental research showed that ISI caused by the multipath arrivals was significantly 
suppressed for UWA communications [12], where two vertical arrays are involved in a 
two-way transmission to achieve the refocusing at the transmitter. With reduced 
complexity of one receiving array, passive TR communications [13-15] requires only 
one-way transmission, where passive-phase conjugation (PPC) processing is used. PPC 
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processing achieves pulse compression for time delayed arrivals [16, 17]. By sampling 
the sound field with multiple receivers, spatial diversity is obtained by passive TR to 
achieve spatial focusing. Flynn et al. [18, 19] have proposed a method of PPC 
communications. The channel estimations for PPC processing are updated in a decision-
directed mode. However, this approach is computationally intensive in estimates, even 
though the LSQR algorithm is implemented [20]. In principle, this method does address 
the channel variations instead of attempting to suppress side lobes of the TR focusing.  

The side lobes are determined by the channels’ impulse response. As discussed by 
Yang [14], the propagation physics determines that ISI cannot be eliminated by the TR 
focusing. Even though the multipath is mitigated by the TR focusing, residual ISI 
caused by the side lobes of the TR focusing results in errors for high-rate UWA 
communications. Therefore, a subsequent adaptive channel equalizer with a reduced 
number of taps, e.g. a single channel adaptive DFE, is required to remove the residual 
ISI [15, 21-23]. In this thesis, the receiver structure that consists of TR focusing realized 
by PPC processing plus a single channel DFE is referred to as PPC-DFE.  

Song has demonstrated PPC-DFE for high-rate [24], extreme long range [25], and 
multi-user [26, 27] communications. TR focusing obtains spatial diversity with the 
assumption that the receivers are independently distributed; the main lobes of multiple 
pulse compressions are added coherently while the side lobes are added non-coherently. 
In time-varying channels, the focusing degrades with time, and a block-based approach 
has been suggested by Song et al [28]. In principle, this block-based approach extends 
the idea of decision-directed PPC communications proposed by Flynn et al. [18, 19], in 
which the channel is updated within each symbol interval. It is assumed by the block-
based approach that the channel is constant within each block of a short time interval. In 
the current block, the channel knowledge required by PPC processing is obtained based 
on detected symbols of the previous block.  

The studies presented above show that TR communications are advantageous in an 
oceanic multipath propagation environment. However, spatial correlations exist in a real 
oceanic environment [29], and indeed there is no model that can precisely predict time-
varying spatial coherence. The spatial correlations result in interchannel correlations 
among the multiple receivers. The correlations impact the spatial focusing which 
exploits the spatial diversity to suppress the residual ISI. For practical purposes, a small 
number of receivers are preferred to save cost, and instrumentations. 

This thesis mainly focuses on the development of a receiver structure for high-rate 
communications. A receiver structure of joint PPC processing and McDFE (PPC-
McDFE) has been proposed and analyzed. The structure reduces implementation 
complexity of McDFE and takes advantage of channel diversities. Details of the 
structure are shown in the attached papers. In addition, spread spectrum 
communications over long ranges are also investigated in this thesis. For instance, a 
spectrally efficient method using cyclic code shift keying is presented with experimental 
demonstration of the performance of three receivers, namely the correlation receiver, 
the PPC receiver, and the TR receiver. In terms of results, for bit error rate (BER), the 
TR receiver structure obtains superior performance. Since there is no model that 
adequately predicts the acoustic field in time-varying acoustic channels, especially for 
high frequencies, it is hardly to apply a channel model to evaluate receiver structures for 
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any practices. Field experiments are used to demonstrate the results. Without losing 
generality, received waveforms were collected in the experiment, and afterwards real 
data were processed and analyzed in the laboratory to demonstrate performance of 
receiver structures, algorithms, instrumentation, and etc. 

Using real data, Zhang et al. [30] have reported superior performance of PPC-
McDFE, while PPC-DFE achieved worst performance due to time variant spatial 
coherence in the channel. In other experiments conducted in Trondheim harbor, PPC-
McDFE has also achieved better performance than PPC-DFE [31-33]. In comparison 
with the classical receiver structure of McDFE as a baseline, the performance of PPC-
McDFE is approximately the same as that of McDFE, but with a reduced computational 
load by using a smaller number of taps. Both McDFE and PPC-McDFE employ the 
adaptive multichannel combining to exploit spatial diversity, and that is the reason that 
both structures achieve better performance than that of PPC-DFE. Moreover, PPC-
McDFE has been investigated for application in a multicarrier system [34], where a data 
rate of 4 kilo bits per second (kbps) has been achieved over a range of 4 km.  

In practice, temporal focusing obtained by PPC processing degrades with time 
evolution due to temporal variations. One idea to improve performance in such a 
channel is to update the channel estimate in order to counter the variations, e.g. the 
block-based approach [28]. The channel is treated as static within each block of short 
time duration. By applying the block-based approach, PPC-McDFE has been 
implemented in time-varying channels [35], in which it obtains better performance than 
PPC-DFE. Therefore, PPC-McDFE is advantageous in obtaining spatial gain. This 
property shows its potential in the scenarios in which a small number of hydrophones is 
preferred. 

Underwater channels are often characterized as sparse, and this is especially true for 
the high-frequency regime [36], which is typical for high-rate acoustic telemetry. In 
sparse channels, the matching pursuit (MP) algorithm [37] is also investigated to 
improve the performance of communications using PPC processing. The information of 
the channel impulse response (CIR) is represented by dominant arrivals, which can be 
selected by the MP algorithm for PPC processing. Experimental assessments [32, 33] 
carried out in this thesis have demonstrated the MP algorithm for the communications 
using PPC processing.  

In addition, spread spectrum communications are investigated for use in long range 
communications of low input signal-to-noise ratio (SNR). The signaling schemes of 
spectrally efficiency are significant in spread spectrum communications. Two spectrally 
efficient schemes are designed in research [38, 39], and respective receiver structures 
are given, for which experimental demonstrations have been conducted. The proposed 
modified cyclic code shift keying scheme, at a carrier frequency of 12 kHz, has been 
tested over a range of 10 km [38] in a sea trial in Trondheim harbor, where a TR 
receiver structure is designed. For this signaling scheme of modified cyclic code shift 
keying, experimental demonstration shows that the performance of the structure has 
been improved by exploiting spatial diversity.  

As an important part of this thesis, field experimental work, including experiment 
designs and instrumentation, has been carried out. In the last two years, several sea trials 
have been conducted in Trondheim harbor. Various locations have been selected to test 
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different configurations, e.g. different ranges, for UWA communications. The trials 
involved the research vessel R/V Gunnerus, instruments, equipment, personnel, and 
costs. In order to maximize the output of each experiment, comprehensive tests at 
different communication data-rates were designed. In particular, periodic data packets 
were sent, and received waveforms were collected for offline analysis in the laboratory. 
Valuable experience, both in the laboratory and in the field, has been built up for field 
experiments of UWA research. 

This thesis is organized as a collection of six papers, which are presented in Chapter 
5. The rest of this thesis is organized as follows. Chapter 2 briefly introduces UWA 
communications and PPC processing, including the basic knowledge of digital 
communications, and shows block diagrams of receiver structures. Chapter 3 reviews 
major field experiments conducted in Trondheim harbor, and briefly introduces selected 
instruments and devices. Unpublished results and analysis of the experimental data are 
presented in Chapter 4. The summaries of six papers are presented in Chapter 5, in 
which a full publication list during the thesis work is included. Chapter 6 gives 
conclusions and future work. 
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Chapter 2 

Underwater Acoustic Communications and Passive-
phase Conjugation Processing 

 

In this chapter, we introduce UWA communications and PPC processing for UWA 
communications. Section 2.1 describes UWA communications, and introduces major 
problems. Adaptive channel equalizers are briefly reviewed in Section 2.2. In Section 
2.3, PPC processing is briefly introduced. Three types of receiver structures: (1) 
McDFE, (2) PPC-DFE and (3) PPC-McDFE are shown by block diagrams. Note that 
details about the receiver structures can be found in the published papers. 

2.1 Underwater acoustic communications 

 
Figure 2.1. Illustration of an underwater sensor network. Illustration courtesy of 
Underwater Acoustic Network (http://www.ua-net.eu/). 

UWA communications are used in underwater sensor networks [40] (illustrated in 
Figure 2.1) for long-term oceanic observation, surveillance, data transfer, etc. [41]. The 
underwater network is assumed to work in this way: there are several independent nodes 
that are deployed far from each other; data collected by the sensors at different nodes 
are transferred via UWA communications to a gateway node, which forwards the data to 
remote users by radio communications. In this network, robust acoustic communications 
between two nodes is a fundamental limitation, and the data rate between two nodes is 
the major factor which limits throughput of the network. In underwater channels, 
environmental conditions that affect acoustic propagation challenge the 
communications. Comparing with scenarios of vertical communications in which the 
vertical distance between two nodes is much larger than the horizontal distance, it is 
more difficult to achieve communications in horizontal channels. In this thesis, it is 
discussed to counter the horizontal channel effects to achieve UWA communications.  
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2.1.1 The underwater acoustic channel 
In UWA channels, there is a high level of ambient noise, which is mainly caused by 
natural sound sources in the ocean and human activities, e.g. offshore oil industries. 
Comparing with electromagnetic counterparts, UWA channels are severely limited in 
bandwidth. This limitation originates from hardware, e.g. the acoustic transducer, and 
physical propagation conditions. It is typical that the CIR has a discrete structure which 
may span up to hundreds of symbol intervals, particularly in a multipath horizontal 
channel. Time delayed arrivals of energy result from acoustic energy propagation in 
paths of different lengths, which are caused by boundary reflections and refractions in 
the water. These multipath arrivals result in a large ISI for high-rate communications, 
and the presence of ISI introduces errors in making decisions of received symbols. Even 
in line-of-sight channels, there are shadow zones where little acoustic energy arrives 
due to refractions. 

(a) 

 
(b) 

 
Figure 2.2. Illustrations of sound fields obtained by ray tracing with different source 
depths. (a) 20 m. (b) 10 m. The depth over a distance of 10 km is range dependent. SSP 
shown in the left panel was measured in Trondheim harbour on 7th September 2011. 
Ray traces are shown in the right panel. The acoustic source denoted as a red star in the 
right panel is deployed at two different depths. The vertical array of 10 elements shown 
as a red dot in the right panel is deployed from 30 to 40 m. 

Physically, acoustic propagation in the water column is mainly governed by the 
sound speed profile (SSP) along the propagation track [42]. Assume that the SSP is 
constant along the horizontal direction, and we illustrate the acoustic propagation by ray 
tracing using a program developed by Hovem et al [43]. Figure 2.2 illustrates acoustic 



Underwater Acoustic Communications and Passive-phase Conjugation Processing  
 

 8

energy propagation from a point source at different depths over a range of 10 km. For 
simplicity, transmission into the seabed is neglected for the illustration. As indicated in 
Figure 2.2(a), less acoustic energy is received if a receiving array is deployed close to 
the surface. If the source depth is changed from 20 m to 10 m, Figure 2.2(b) shows that 
more acoustic energy is received if the array is deployed close to the surface. At a 
distance of 2 km to the source, there are shadow zones in both cases. Besides the issue 
of geometry of the transmitter and receivers, UWA channels are time-variant.  

It is known that the SSP changes with oceanographic parameters, such as water 
temperature and salinity. Over a large time scale, UWA channels change with time 
variant oceanography, e.g. on the scale of months. On the other hand, on a small time 
scale, UWA channels vary rapidly with time due to surface movement caused by wind, 
turbulence, under surface currents, etc., and this is especially true for high frequencies, 
which are typical for UWA telemetry [2]. In the scenario when a moving submerged 
vehicle is used in UWA communications, as indicated by the distribution of acoustic 
rays simulated in Figure 2.2, the channel response becomes even more time-variant due 
to the acoustic propagation. Besides, the Doppler effect due to relative movement 
between the source and the receiver is also a concern. Many acoustic communication 
signals have a high ratio of bandwidth to the carrier frequency. In this scenario, the 
Doppler effect cannot be assumed as a frequency shift of the carrier frequency [44], but 
dilation or compression of the transmitted waveform occurs. In this thesis, we only 
focus on UWA communications without moving platforms. However, small carrier 
frequency shifts due to a moving sea surface and underwater currents are apparent for 
high frequencies. Therefore, carrier phase synchronization at the receiver has to be 
implemented for high-rate coherent communications.  

Over the same communication range, the channel response changes with depth due 
to the acoustic propagation. The effect of spatial diversity in the acoustic field can be 
observed in Figure 2.2, where the distribution of acoustic rays changes with depth at 
location of the receiving array. Spatial diversity can be exploited using multiple 
hydrophones distributed in space, e.g. a vertical receiving array. Comparing with the 
scenario of a single receiving hydrophone, the probability of deep fading caused by time 
variant channel responses [3] can be reduced by exploiting spatial diversity, as there is a 
low probability that all hydrophones of a receiving array are in deep fading at the same 
time. In the temporal domain, there are time delayed arrivals propagating along 
independent travel paths of different lengths. The arrivals spread within a time interval, 
and hence there is temporal diversity embedded in the multiple arrivals. Even though 
multipath arrivals result in ISI, the temporal diversity can be exploited by PPC 
processing. 

The characteristics of a UWA channel are briefly introduced. Further details can be 
found in review articles [1, 2, 45]. In practice, it is quite frequent that properties of the 
bathymetry are unknown, and all the aforementioned features make underwater 
channels a complex and challenging medium for UWA communications. For 
underwater networks, increased data rates between two nodes are needed. Hence it is 
preferred that spectrally efficient UWA communications are used.  
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2.1.2 Coherent communications 
Data rates are apparently increased by raising symbol rates, which requires larger 
bandwidths. This is particularly true for noncoherent communications, usually using 
multiple frequency shift keying [46]. With a constant transmission power, the received 
SNR is halved for one doubling of bandwidth because noise power is increased in the 
transmission band, and it results in reduced communication capability in terms of 
reliability. In addition, there is bandwidth limitation from the transducer and the 
channel. Thus spectrally efficient coherent schemes are often considered for high-rate 
UWA communications. 

In coherent communications, phases of the signal waveforms are used in modulation. 
For example, a digital modulator maps a sequence of information symbols into a set of 
corresponding signal waveforms, which differs in phases or both phases and amplitudes. 
Coherent schemes can be: binary phase shift keying (BPSK), quadrature phase shift 
keying (QPSK), 8-phase shift keying (8-PSK), quadrature amplitude modulation 
(QAM), and so on. Figure 2.3 shows space diagrams of three modulated signals. At a 
constant symbol rate, data rate is increased by using higher order modulations (larger 
symbol constellations), as the number of bits per symbol is raised. For instance, within a 
symbol interval T, the data rate R is 1/T bits per second (bps) when BPSK is used, and R 
is 3/T bps when 8-QAM is used. This means that the spectral efficiency varies with the 
order of modulation. 

 
Figure 2.3. Signal space diagrams for different signals. (a) BPSK. (b) QPSK. (c) 8-
QAM. 

Using coherent modulations, the phase of the received waveforms contains 
transmitted information. There are several factors that may cause errors when 
recovering the phase information. The factors can be: (1) Consecutive symbols overlap 
due to ISI, and the phase information is distorted; (2) There is a carrier frequency shift 
due to the Doppler effect, and the frequency shift results in phase rotations; (3) At a low 
received SNR, the constellation of received symbols spreads in the signal space. In 
UWA channels, even though the received SNR is ideally satisfied, high-rate coherent 
communications are sensitive to the severe ISI and the frequency shift. A channel 
equalizer is required to invert the CIR as well as compensate the frequency shift. 
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2.2 Channel equalization 

A multipath channel can be modelled as a finite impulse response filter of multiple taps. 
Assume that there are K receivers distributed in space, and the received baseband signal 
at the kth receiver is expressed as 

,  =1, ,k n k k
n

v t I h t nT w t k K ,     (1) 

where kh t  denotes the CIR which spans L  symbol intervals of LT , nI  is the nth 

symbol of a sequence I  that has N  symbols, and kw t  represents bandwidth limited 
noise. Channel equalization is mostly implemented in baseband digital signal 
processing. In a discrete form, Equation (1) is rewritten as 

1

0
,

L
n l n

k k n l k
l

V H I W         (2) 

where l
kH  denotes the lth tap of CIR vector kH , which has a finite number of L  taps. In 

multipath channels, when 1L , errors occur due to ISI even if the channel is noiseless, 
and hence a channel equalizer is required to remove ISI. Three classical equalizers will 
be briefly introduced. 

2.2.1 Maximum-likelihood sequence detector 
Given the received vector kV  of the transmitted symbol sequence I , the maximum-
likelihood sequence detector (MLSD) solves the optimization problem of maximizing 
the conditional probability as 

max kP V I .         (3) 
This method does not intend to reconstruct the transmitted signal from the received 
signal that contains distorted data, but it generates the best estimated data with the least 
possible number of errors. When N  becomes large in a long spread channel, it becomes 
computationally expensive to optimize the conditional probability [3]. The Viterbi 
algorithm solves the problem in an efficient manner. 

The Viterbi algorithm treats the problem as estimating the state of a discrete-time 
finite-state machine, which is the discrete-time response kH of L coefficients. In this 
case ISI spans L  symbols, and there are 1L  interfering components. Given 1L  
most recent symbols, the state at time n  is written as 

1 1 1, , ,n n n n LS I I I        (4) 
where 0nI  for 0n . If the symbols are generated by M-ary modulation, the channel 
as a filter has 1LM  states. Consequently, the channel can be treated as a trellis of 1LM  
states, and the Viterbi algorithm determines the most probable path through the trellis. If 
the path is determined, the most likely data sequence is estimated. Details about the 
Viterbi algorithm can be found in [3].  

As indicated, the number of states 1LM grows exponentially with L, and the 
computational complexity of the Viterbi algorithm grows exponentially with the time 
spread of the channel. Hence it is typical that the Viterbi algorithm is used when L  is 
small. In underwater channels, L often spans tens of symbols at high-rate 
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communications, and the Viterbi algorithm becomes infeasible due to the computational 
complexity. It is even expensive to implement the least order modulation—BPSK. 
Alternatively, a linear equalizer is of low complexity in removing ISI. 

2.2.2 Linear equalizer 
In this dissertation, the mean square error (MSE) criterion is applied for subsequent 
equalizers. Considering one receiving hydrophone denoted as the kth receiving channel, 
it is implied in Equation (2) that the estimate ˆn

kI  of a linear equalizer (LE) can be given 
as 

ˆn j n j
k k k

j
I c V         (5) 

where j
kc  is a set of tap coefficients of a linear filter. In order to obtain the estimate 

ˆn
kI , the filter is supposed to invert the CIR kH . If the response of the equalizer is equal 

to the inverse of kH , it is called a zero-forcing filter. Figure 2.4 shows the block 
diagram of the LE using the minimum mean square error (MMSE) criterion. When 

0kW z , namely noiseless, ISI is eliminated by minimizing the MSE, and thus the 

equalizer C z  is equal to the inverse of CIR. Even though kH  has a finite length, the 

inverse of kH  has an infinite length. This means the number of taps of the LE j
kc  

needs to be infinite.  

 
Figure 2.4. Block diagram of the LE using the MMSE criterion. kH z  denotes the 

z transform of CIR kH , kW z  represents the z transform of noise n
kW , and j tz e . 

The equalizer C z  equals 1/ kH z , when the channel is noiseless as 0kW z . 
Details of LE can be found in [3].  

In practice, there are two limitations. First, there is no infinite filter, and the LE has 
a finite number of taps. Secondly, there is residual ISI and additive noise at the output, 
because in general there is noise in an oceanic environment as 0kW z . Due to 
multipath, UWA channels are frequency selective, and the spectrum of the received 
signal has components of small and large magnitude. When an LE attempts to invert the 
channel response, there is a noise exaggeration problem. In the process of inverting as 
shown in Figure 2.4, the noise kW z  at the frequency components of small magnitude 

will be amplified greatly. Furthermore, kH z  may have spectral nulls that cannot be 
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inverted at all. Consequently, errors are prone to occur in practice. A non-linear 
equalizer is an alternative. 

2.2.3 Decision feedback equalizer 
As a non-linear equalizer, a DFE generally has the form 

0

1 1

ˆ
fb

ff

N
n j n j j n j
k k k k k

j N j
I a V b I       (6) 

where 
*10a , , ffN

k k ka a  and 
*

1b , , fbN
k k kb b  are tap coefficient vectors for the 

feed-forward and feedback filters of respective lengths ffN  and fbN , and n j
kI  

represents a decided symbol which best matches the estimated symbol ˆn j
kI . Figure 2.5 

shows the block diagram of a DFE. Comparing with the diagram of a LE shown in 
Figure 2.4, there is a feedback loop in which the filter kB z  uses n

kI  as input, and so 
the DFE is non-linear.  

 
Figure 2.5. Block diagram of a DFE. n

kW  denotes additive noise, kA z  and kB z  
represents the z transform of tap coefficients a k  and b k  for the feed-forward and 
feedback filters, respectively, where j tz e . 

Yang [15] has thoroughly discussed that a DFE is required by the channel physics—
CIR. The values of b k  are uniquely determined by the CIR, and indeed Nfb=L-1 is 
required. Even though ffN  is independent of the CIR, a k  and b k  are interrelated. 
Assuming that previously detected symbols in the feedback filter are correct, the tap 
coefficients are obtained by minimizing output MSE 

2ˆa , b n
mse k k n kJ E I I .       (7) 

George et al. [47] have derived the fixed expression for a k  and bk , where the DFE has 
obtained considerable better performance than the LE in numerical simulations. The 
computations for a k  and bk  assume that the CIR is known. However, CIR is always 
unknown in real communications, and moreover it is time variant. For instance, an 
UWA channel is not static due to environmental changes. In fact, the coefficients a k  
and bk  are required to change with the channel variations. Therefore, an adaptive 
channel equalizer is considered for practical purposes.  
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The adaptive channel equalizer uses an adaptive algorithm to obtain the tap 
coefficients, which is required to invert the CIR. Take an adaptive DFE as example. In 
the beginning (training mode), training symbols are used by the adaptive algorithm to 

obtain the tap coefficients 
*1a , , ffn Nn

k k kn a a and 
*

b , , fbn Nn
k k kn b b , where 

n indicates that the coefficients are time variant for each symbol.  By minimizing the 
output MSE, the MMSE criterion, the adaptive algorithm converges to the tracking 
mode, when previous detected symbols are used to update ak n  and bk n  for the 
current estimate. In this manner, the adaptive equalizer recovers distorted information as 
well as tracks the channel variations. Two popular adaptive algorithms are introduced. 

The least mean squares (LMS) algorithm is a widely used algorithm. See [9] for 
details. An important feature of LMS is simplicity. It neither requires measurements of 
pertinent correlation functions, nor requires matrix inversion. The rate of convergence is 
determined by the eigenvalue spread of the correlation matrix of input symbols. When 
the eigenvalue spread is large, the LMS algorithm slows down because it requires a 
large number of iterations for convergence, when the step-size is satisfied within the 
requirement. Although the step-size parameter is within the satisfied range, which is 
determined by the eigenvalue spread, its value also limits the rate of convergence. 
Usually, the eigenvalue spread is unknown beforehand in UWA communications, and a 
tentative small step-size is used to ensure convergence of the LMS algorithm. In this 
case, a slow rate of convergence is expected, and more training symbols are required. In 
practice, an adaptive algorithm that has a fast rate of convergence is preferred to track 
the channel variations. 

The RLS algorithm has a fast rate of convergence, regardless of the eigenvalue 
spread of the correlation matrix [9]. This property makes the RLS algorithm attractive in 
UWA communications. In contrast to the LMS algorithm that aims to reduce the output 
MSE, the RLS algorithm recursively finds the tap coefficients that minimize a weighted 
linear least squares (LS) cost function relating to the input signals. The estimate of the 
DFE in Equation (6) can be rewritten in a vector form  

1
* *

1

 

ˆ a , b w u

 

ff

fb

n
k

n N
H kn H

k k k kn
k

n N
k

V

V
I n n n n

I

I

.    (8) 

For an adaptive DFE, the RLS algorithm jointly updates the tap coefficients for the 
feed-forward and feedback filters. Table 2.1 shows the iterations of the RLS algorithm 
for DFE, where  is defined as the forgetting factor that is close to but less than 1.  The 
smaller  is, the smaller contribution of previous input samples, and this makes the RLS 
algorithm sensitive to recent input samples. The RLS algorithm has an order of 
magnitude faster rate of convergence than the LMS algorithm only when the input SNR 
is high. The superior properties of the RLS algorithm can be found in [9]. Thus the RLS 
algorithm is used in this thesis. 
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Since the CIR is usually unknown, ffN and fbN are often selected in an ad hoc 
manner. It is infeasible to optimize the number of taps without the information of the 
CIR. In practice, an adaptive DFE often does not converge due to an impropriate 
selection of ffN and fbN , despite whether the RLS algorithm is used or not. This 
problem is prominent in the scenario of a single hydrophone. One of the main reasons is 
that noise is exaggerated by the DFE when there are spectral nulls. 

Table 2.1. Iterations of the RLS algorithm for a single channel DFE. 

Initialize the RLS algorithm by setting 
1P In ,  = a small constant 

w 0k n , 

For each instant of time,  n = 1, 2, …, compute 
1

1

P 1 u
q

1 u P 1 uH

n n
n

n n n
 

w 1 uH
n kn I n n  

*w w 1 qk kn n n n  

1 1P P 1 q u P 1Hn n n n n  

 
Figure 2.6. Block diagram of the adaptive McDFE. The RLS algorithm is used. ˆn

k  
denotes the nth phase estimate from the DPLL at the kth receiving hydropone. 

Stojanovic et al. [4, 5, 7] have proposed a multichannel DFE (McDFE), where 
multiple hydrophones are used by the receiver. The diagram of the McDFE is shown in 
Figure 2.6. In addition, the technique of a second order digital phase-locked loop (DPLL) 
for carrier-phase tracking has been proposed. The DPLL operates on a symbol-by-
symbol basis. The purpose of the DPLL is to correct the phase rotations of input 
samples, which are caused by a carrier frequency shift. The frequency shift can be 
caused in two ways. One is the instrumentation, e.g. the small sampling frequency 
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difference between the transmitter and the receiver. The other is a frequency shift due to 
the Doppler effect. Without corrections, the McDFE is prone to fail to converge, as it 
fails to correct the phase variations as well as recover the distorted information. It is 
necessary to remove phase rotations caused by the frequency shift, and then the RLS 
algorithm updates the tap coefficients of the K-channel feed-forward filters and the 
feedback filter to remove ISI.  

As introduced in Section 2.1, multiple hydrophones are preferred for use in UWA 
communications. There are few reports that analytically discuss the superior properties 
of a McDFE over a single channel adaptive DFE, but it is easily understood that spatial 
diversity is exploited in the process of multichannel combining. The obtained spatial 
diversity decreases the probability of noise exaggeration in reconstructing a distorted 
signal, since the number of spectral nulls is significantly reduced. Hence spatial 
diversity contributes robustness of the McDFE.  

Comparing with the LMS algorithm, the disadvantage of the RLS algorithm is 
computational complexity. In Figure 2.6, the computational load becomes a drawback 
of the McDFE, as arithmetic operations for a McDFE are required on the order of 
{NffK+Nfb}2 in each iteration. The number of taps of a McDFE is determined by the time 
spread of the CIR, and actually increases with the time spread. Under the same channel 
condition, the number of taps increases by one fold in doubling the symbol rate, as the 
density of taps needs to increase with an increased symbol rate. The computational load 
becomes intractable when the number of receivers is large, and it hinders the 
implementation of the McDFE.  

2.3 Communications using PPC processing 

With the purpose of reducing the computational complexity of channel equalizations, 
PPC processing has been implemented in UWA communications [48, 49] in which one 
receiving hydrophone is used. PPC processing can be treated as matched filtering the 
CIR [3], as it coherently recombines multipath arrivals. With multiple receiving 
hydrophones, TR communications are realized using PPC processing [13, 18, 22]. In 
this subsection, we introduce two receiver structures that use PPC processing. 

2.3.1 TR communications 
TR focusing is based on back-propagation in an acoustic waveguide that is rich in 
reflections and refractions. It refocuses time delayed arrivals, so the time spread is 
significantly reduced. TR communications take advantage of the focusing to mitigate 
ISI, and afterwards a channel equalizer of reduced complexity removes residual ISI to 
recover the transmitted information. The focusing can be understood in two aspects: (1) 
temporal focusing, and (2) spatial focusing. Temporal focusing is determined by 
independent time delayed arrivals, and thus the rate of channel variation (i.e. temporal 
coherence) determines the time duration of temporal focusing. Spatial focusing 
originates from spatial diversity [50], and hence physical conditions of the medium, e.g. 
reflections and refractions, determines the tightness of spatial focusing.  

TR focusing can alternatively be interpreted as matched-field processing, when the 
sound field (the channel information) in a water column is sampled by multiple 
independent hydrophones. It is assumed that the channel information is flawlessly 



Underwater Acoustic Communications and Passive-phase Conjugation Processing  
 

 16

obtained by a large number of hydrophones, the focusing function noted as the Q-
function behaves like a sinc function [15], whose main lobe width is determined by the 
signal’s bandwidth. This physical limitation explains that ISI cannot be eliminated by 
TR focusing. Since UWA channels are time variant, the focusing degrades with time. 
Following the focusing, an adaptive channel equalizer is required to remove residual ISI 
as well as track channel variations. 

 
Figure 2.7. Block diagram of TR receiver structure PPC-DFE. The RLS algorithm is 
used. 

*ˆ n
kH  denotes the conjugation of time reversed CIR estimate at the kth receiving 

hydrophone. 

Figure 2.7 shows the block diagram of the TR receiver structure—PPC-DFE. The 
focusing is obtained by multichannel combining of the output of PPC processing in K 
independent receiving channels, and subsequently one channel adaptive DFE is 
implemented to remove residual ISI, when one DPLL is used for carrier-phase 
synchronization. The DPLL compensates an averaged frequency shift of the K channels. 
The configuration of the DPLL is thoroughly introduced in [51]. In the process of TR 
focusing, temporal focusing is realized by PPC processing, and spatial focusing is 
simply obtained by equal-weighted multichannel combining. The TR focusing mitigates 
ISI significantly, and the complexity of the subsequent DFE is reduced [23]. For 
instance, Zhang et al. [52] have demonstrated successful communications using PPC-
DFE with Nff=2 and Nfb=1, where the feed-forward and feedback filters span only one 
symbol interval, respectively. Comparing the structure of the McDFE shown in Figure 
2.6, PPC-DFE achieves UWA communications with reduced complexity. In Figure 2.7, 
it is shown that spatial diversity is exploited in the process of multichannel combining.  

There are sidelobes in each individual pulse compression that is obtained by PPC 
processing. The peak-to-sidelobe ratio is determined by the CIR. The ratio can be 
increased by spatial focusing, when spatial diversity is exploited. The CIRs are 
independent at the K hydrophones, so sidelobes of the K pulse compressions are 
uncorrelated. In the process of multichannel combining, main lobes of the pulse 
compressions are coherently summed, and the uncorrelated sidelobes are averaged. 
Consequently, the peak-to-sidelobe ratio is enhanced to suppress ISI [14, 22, 30], when 
spatial diversity contributes the tightness of the TR focusing.  

In a real oceanic environment, there are unpredictable interchannel correlations that 
impact the spatial focusing. The spatial gain obtained by PPC-DFE is reduced due to the 
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loss of spatial diversity. Stojanovic [53] has developed a model that predicts the upper 
bound of the performance of TR communications. In practice, the model is inadequate 
to evaluate real performance of the PPC-DFE, as it neglects the spatial coherence. At 
present, there is no model which adequately predicts the spatial coherence in a real 
oceanic environment [29]. Zhang et al. [30, 52] have shown measurements of time 
variant spatial coherence in field experiments, where the coherence was measured every 
two minutes. In Section 4.1, snapshots of spatial coherence measured every 2 s show 
that fast variations of spatial coherence occurred in the trial.  

With a small number of receivers, up to 11, Yang [15] has shown that the McDFE 
outperforms the PPC-DFE in both numerical simulations and real data processing. 
Zhang et al. [30] have also demonstrate that the McDFE achieves superior performance, 
in which 18 data packets in total were transmitted within 50 min. The adaptive 
multichannel combining is advantageous in exploiting spatial diversity. Thus the TR 
receiver structure PPC-DFE is modified. 

2.3.2 Joint PPC with a McDFE 
With the purpose to obtain spatial gain by adaptive multichannel combining, an 
alternative receiver structure which also takes advantage of PPC processing is 
presented. Figure 2.8 shows the block diagram of joint PPC with a McDFE which is 
referred to as PPC-McDFE. Following PPC processing in K individual channels, a 
subsequent McDFE is implemented to remove residual ISI. The aim of PPC processing 
is to reduce the complexity of a subsequent McDFE, as the number of taps is decreased 
because of pulse compression. Note that the major difference between PPC-DFE and 
PPC-McDFE is the scheme of multichannel combining. Performance difference has 
been observed in the trials [30-33, 52], where PPC-DFE achieves the poorest 
performance. In [52], with the same condition of one DPLL, Nff=2 and Nfb=1, PPC-
McDFE outperforms PPC-DFE. The performance differences originate from spatial 
diversity gains obtained by the two different multichannel combining methods. The 
experimental results show that the adaptive multichannel combining is advantageous to 
make use of spatial diversity. 

 
Figure 2.8. Block diagram of PPC-McDFE. The RLS algorithm is used. There are K 
DPLLs that track carrier-phase. 

PPC processing requires knowledge of the channel, namely the CIR, which can be 
obtained by either a channel probe signal or training symbols. Using the channel probe 
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signal, the received probe signal is immediately used for PPC processing, and this 
method has been used in our trials [30, 52, 54-56] for its simplicity. For the latter 
method, a short sequence of known symbols is sent prior to the sequence of 
communication symbols, when the CIR is estimated at the receiver using the known 
preamble symbols. There is an obvious advantage of flexibility in choosing an 
estimation method. Regardless of which method is used to obtain the channel 
characteristics, pulse compression namely temporal focusing degrades with time in 
time-variant UWA channels, as the CIR is only estimated in the beginning of a 
communication packet.  

The idea proposed by Flynn et al. in [18, 19] is to update the channel information 
every symbol interval when PPC processing is performed. The frequent updating 
increases the computational load, even though an LSQR algorithm is suggested. Song et 
al. [28] has proposed a block-based approach for PPC-DFE implemented in time-
varying channels. The channel is assumed constant within each block of a short time 
interval. In the current block, the channel estimation used for PPC processing is 
obtained using detected symbols of the previous block. As understood, the block-based 
approach avoids the degradation of temporal focusing by updating the CIR every block. 
Obviously, it can also be implemented for PPC-McDFE. See [33, 35] for details. 

Regarding the estimation methods when training symbols are used for PPC 
processing, the classical method of LS is popular for its simplicity, and the matching 
pursuit (MP) algorithm [37, 57] is promising in sparse channels. At high frequencies, 
UWA channels are often sparse, when there are only several dominant multipath 
arrivals spanning within time spread. The LS method estimates the CIR within a preset 
time interval. In sparse channels, it introduces noise-like estimations between dominant 
arrivals, while the MP algorithm only estimates the dominant arrivals and treats the 
others as zeros. The MP algorithm has been demonstrated for high-frequency TR 
communications in a sparse channel [36]. In this thesis, it has been thoroughly assessed 
for PPC-McDFE in both the conventional one-block approach [32] and a multi-block 
approach [33], and unpublished results are shown in Section 4.3. 

At the high-frequency regime (10-14 kHz), several field experiments have been 
carried out in Trondheim harbor, when the received waveforms were recorded for 
offline data processing in the laboratory. Experimental configuration details and results 
can be found in published papers [30-35, 38-39, 52, 54-56]. 
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Chapter 3 

Field Experiments 

 

In this chapter, major field experiments conducted in the last two years are briefly 
reviewed, and general experimental setups and selected instruments are introduced. We 
start reviewing the experiments in Section 3.1. NTNU’s research vessel R/V Gunnerus 
is introduced in Section 3.2, as the vessel played a significant role in the experiments. 
Section 3.3 shows selected instruments and devices, including an acoustic projector and 
receiving arrays.  

3.1 Experimental setups 

Figure 3.1 shows an overview of the experimental locations in Trondheim harbour. In 
this area, the sea depth indicated by the blue colour changes from tens of meters to 
about 400 m. In these experiments, a cross receiving array (CRA) denoted by the black 
dot was near-shore deployed in shallow water less than 10 m, and an omni-directional 
transducer denoted by other coloured dots was suspended at various depths by NTNU’s 
research vessel R/V Gunnerus. Table 3.1 gives a list of general setups at each 
experimental location, including trial dates, source depths and Tx-Rx ranges are shown. 
However, details of the trials, e.g. the communication method, are presented in 
published papers.  
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Figure 3.1. Overview of the experimental locations in Trondheim harbor. The 
locations are denoted by the colored dots. The black dot denotes the receiving array 
deployed at Trondheim Biological Station, and the others denote the acoustical source 
locations. The dates of experiments are shown by colors as: 30th June 2010 ( ), 9th 
September 2010 ( ), 16th June 2011 ( ), and 7th September 2011 ( ). Map of 
courtesy of Fylkesatlas Sogn og Fjordane (http://www.fylkesatlas.no). 

Table 3.1. List of major field experiments conducted between 2010 and 2011. Tx 
denotes transmitter and Rx denotes receiver.  

No. Date No. of Rx 
Channels 

  Tx-Rx   
Range (km) 

Tx Depth 
(m) 

Symbol Rate 
(kilosymbols/s) 

A 30th Jun. 2010 10 1.0 20 1.0 
B 30th Jun. 2010 10 2.0 20 1.0 
C 30th Jun. 2010 10 4.0 20 1.0 
D 30th Jun. 2010 10 1.5 20 1.0 
E 9th Sep. 2010 10 2.0 20 0.5, 1.0, 2.0 
F 9th Sep. 2010 10 3.7 20 0.5, 1.0, 2.0 
G 9th Sep. 2010 10 4.0 20 0.5, 1.0, 2.0 
H 16th Jun. 2011 10 3.0 40 1.0, 2.0 
I 16th Jun. 2011 10 4.0 10, 20, 40 1.0, 2.0 
J 16th Jun. 2011 10 8.0 45 0.5, 1.0, 2.0 
K 16th Jun. 2011 10 10.0 20 0.25, 1.0, 2.0 
L 7th Sep. 2011 12 3.4 40 2.0, 2.0 
M 7th Sep. 2011 12 3.7 40 1.0, 2.0 
N 7th Sep. 2011 12 7.4 20, 40 1.0, 2.0 
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A block diagram of experimental configurations is shown in Figure 3.2. The 
diagram illustrates how the experiments listed in Table 3.1 were carried out. First, 
random binary information generated by MATLAB was used as the source information. 
Digital modulations and file conversions were conducted using MATLAB. Finally, the 
communication signals were saved as audio files of Microsoft WAVE format. The 
audio files were transferred to the instrument Sound Devices 722 [58], which played the 
audio files through the line out connection. The electrical signals provided by line out 
were power amplified, and then the amplified signals entered into an omni-directional 
broadband projector, which converted the electrical signals into acoustic signals. 
Usually each packet of the communication signals was repeatedly transmitted for 
several times in one trial. In order to avoid random delays that occurred during the 
playback, all the periodic signals were saved as a single audio file that was transferred 
into the internal memory of Sound Devices 722. In order to maximize the output of each 
trial, the audio file covered different modulations, e.g. BPSK, QPSK, and others, and 
different symbol rates. Communication signals of different data rates were sent through 
real oceanic channels, and received waveforms were recorded for offline analysis in the 
laboratory. 

 
Figure 3.2. Block diagram of experimental configurations. 

On the receiving side, the instrumentation method of two-step amplifying was 
designed for data acquisitions. The output signals from hydrophones were pre-amplified 
for subsequent filtering, as the electrical signals from hydrophones were weak. During 
the 1st step amplifying, there is low-frequency noise and the amplifying ratio has to be 
set with care. For example, a small ratio is suitable for a large range of input analog 
signals. Otherwise, overloading might appear during amplifying. The filtering process 
removed ambient noise, e.g. the noise generated by sea surface waves. Since most 
ambient noise was low-frequency noise, high-pass or band-pass filters worked well to 
exclude the noise interference for quantizing. In order to well satisfy the range of 
quantizing during recording of the electrical signals, e.g. from -5 volts to +5 volts, the 
filtered signals were amplified again (the 2nd step amplifying) as shown in Figure 3.2. 
With multiple receivers in the experiments, multichannel amplifiers and filters were 
used. The received waveforms were recorded by the digitizing devices. Afterwards, the 
collected data were offline processed and analyzed in the laboratory. 

3.2 R/V Gunnerus 

NTNU’s research vessel, R/V Gunnerus [59] shown in Figure 3.3, was put into 
operation in spring 2006. The ship is fitted with a dynamic positioning system, and 
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equipped with the latest technology for a variety of research activities within biology,  
geology, archeology, oceanography and fisheries research. For example, conductivity-
temperature-depth (CTD) profiles can be measured. In addition, the ship is also used for 
educational purposes and is an important platform for marine courses at all levels and 
disciplines.  

 
Figure 3.3. NTNU’s R/V Gunnerus. 

Table 3.2. Main dimensions of R/V Gunnerus. 

Length over All (m) 31.25 
Length between Perpendiculars (m) 28.9 
Length in Waterline (m) 29.9 
Breadth Middle (m) 9.6 
Breadth Extreme (m) 9.9 
Depth mld. Main deck (m) 4.2 
Draught, mld. (m) 2.7 
Mast Height / Antenna (m) 19.7 
Dead Weight (ton) 17 

The diesel electric system of R/V Gunnerus has been specially designed for low 
UWA noise levels to accommodate testing and development of UWA equipment. The 
vessel is arranged with a wet lab, a dry lab and a computer lab in addition to a large aft 
deck. The main dimensions are given in Table 3.2, and other specifications can be 
accessed on the website [59]. For practical purposes in the experiments, the omni-
directional acoustic projector was suspended from R/V Gunnerus. In order to avoid 
drifting, the dynamic positioning system was always activated to during the trials of 
UWA communications. 
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3.3 Instruments and Devices 

Selected instruments and devices used in the trials are briefly introduced in this 
subsection. 

3.3.1 The omni-directional projector 
It is practical that operationally convenient to use an omni-directional acoustic source in 
field experiments. Otherwise it becomes inconvenient to use a rigid rack for mounting a 
directional acoustic projector, especially deploying a projector at depths of tens of 
meters. In the first half of 2009, two horizontal omni-directional projectors were 
purchased from the manufacturer Chelsea Technologies Group (CTG) [60]. The 
technical specifications are given in Table 3.3, and those filled our requirements in the 
research. The transmit response is shown in Figure 3.4; a carrier frequency of 12 kHz 
was used in all the experiments. The acoustic projector is approximately omni-
directional as indicated by the vertical beam pattern shown in Figure 3.5.  
Table 3.3. Technical specifications of projector CTG1330. 
Nominal Resonant Frequency 8 & 12 kHz
Transmit Sensitivity 139 dB re 1 Pa/V @ 1 m @ 12 kHz 
Pressure Output for 1Vrms 8.9×106 Pa/V @ 1 m 
Receive Sensitivity -170 dB re 1V/ Pa @ 10 kHz 
Useable Frequency Range 6-20 kHz 
Horizontal Beam Pattern Omni-directional (± 1 dB) 
Vertical Beam Pattern Hemispherical (± 1 dB) 
Dimensions (length/diameter) 74/108 mm 
Operating Depth Full Ocean Depth 

 
Figure 3.4. Tuned transmit response measured by CTG. 

An omni-directional source is suitable for the concept of sensor networks, where the 
sensor nodes are supposed to be easily deployed in an area. In the aforementioned 
experiments, the projector from CTG was suspended by R/V Gunnerus using a nylon 
rope as shown in Figure 3.6. A 10 kg weight was attached to the projector in order to 
reduce drifting caused by waves and currents. However, it was hardly to keep the 
projector at the intended depths due to the drifting.  
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Figure 3.5. Vertical beam pattern given by CTG (at a frequency of 10 kHz). 

 
Figure 3.6. High-frequency broadband projector used in experiments. 

3.3.2 The receiving arrays 
Figure 3.7 shows one vertical receiving array (VRA) of 6 elements, which was acquired 
from CTG in June 2010. Technical specifications of the array are in Table 3.4. Figure 
3.8 shows one hydrophone receive sensitivity, which satisfies our requirements for 
high-frequency communications. This array was manufactured without built-in charge 
amplifiers, and it requires external charge amplifiers prior to the 1st step filtering shown 
in Figure 3.2.  
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Figure 3.7. The vertical array of 6 elements (2255-004-PD). 

Table 3.4. Technical specifications of the VRA (2255-004-PD). 

Array Length (m) 5 
No. of Elements 6 
Element Spacing (m) 1 
Operating Depth (m) 0-100 
Orientation Vertical 
Hydrophone Tx Sensitivity                          151 dB re 1 Pa/V@1 m@ 105 kHz 
Hydrophone Rx Sensitivity -203 dB re 1 V/ Pa @ 135 kHz 
Voltage Output 0.56 ×10-10Vrms for 1 Pa 
Useable Frequency Range  1-150 kHz 
Maximum Input Voltage  300 Vrms (cable limit) 
Maximum Input Power     14 W 
Maximum Acoustic Input Level 182 dB re 1 Pa @ 1m 

 
Figure 3.8. Hydrophone receive sensitivity given by CTG (from 1 kHz to 100 kHz). 
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Usually, careful calibrations are required to achieve good matching between the 
VRA (2255-004-PD) and available charge pre-amplifiers. This array was used in the 
trials conducted in 2010 and June 2011. In experience, it is quite difficult to optimize 
the matching without facilities for the calibrations, as there were no factory calibrations 
due to the small purchasing budget. In September 2011, three arrays with built-in charge 
pre-amplifiers were acquired by the laboratory. 

The three arrays were manufactured by CTG to fulfil our requirements for UWA 
research in the scenarios of both shallow and deep waters. Each array of different cable 
lengths consists of 8 hydrophones with element spacing of 1 m. Table 3.5 shows the 
technical specifications. One representative hydrophone’s receive sensitivity is shown in 
Figure 3.9, which was calibrated by Wraysbury Open-Water Facility run by the 
National Physics Laboratory, UK. The flat frequency range (from 10 kHz to 20 kHz) 
fills our requirements of testing UWA communications. The built-in pre-amplifiers 
perform the 1st step amplifying, and they reduce the complexity of instrumentation. One 
array of 50 m cable length was used in the trial conducted in September 2011. An RME 
OctaMic II [61] multichannel pre-amplifier was used for the 2nd step amplifying. 

Table 3.5. Technical specifications of the VRA (2255-013-HB). 

Array Length (m) 7 
No. of Elements 8 
Element Spacing (m) 1 
Operating Depth (m) 0-150 
Orientation Vertical 
Hydrophone Differential Rx Sensitivity -160 dB re 1 V/ Pa @ 10 kHz norminal 
Preamplifier Gain 46dB nominal 
Nominal Resonant Frequency 110 KHz 
Useable Frequency Range 0.01 - 150 kHz 
Linear Frequency Range 0.1 - 20 kHz 
Power Supply ± 12 V 
Maximum Output Signal 3 Vrms(differential into 100 Ohms) 
Maximum Acoustic Input Level 170 dB re 1 Pa @ 1 m @ 10 kHz 

 
Figure 3.9. Hydrophone receive measured by Wraysbury Open-Water Facility. 
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In the experiments a vertical receiving array and one horizontal receiving array 
(HRA) of 4 hydrophones were deployed at a depth of 4.5 m. The two arrays formed a 
cross receiving array. The HRA shown in Figure 3.10 was assembled in the laboratory. 
It consisted of 4 hydrophones with 1.5 m element spacing, with the hydrophones 
mounted on a rigid steel rod. In Figure 3.1, the bathymetry shows that there are 3-D 
effects in this area. Hence, the CRA was used to exploit spatial diversity, which will be 
discussed in Chapter 4. 

 
Figure 3.10. HRA of 4 hydrophones. Positions of hydrophones are shown in the red 
cycles. 

3.3.3 Data acquisition devices 
Data acquisition is the process of sampling electrical signals from sensors and 
converting the samples to digital values. In this thesis, data acquisition devices were 
used to record received waveforms from hydrophones, and the field measurement data 
were saved on a hard disc. Considering the cost of ship time, the digital data were 
offline processed in the laboratory. An RMEs Fireface 400 [62] was used as an external 
sound card for data recording in the experiments. The Fireface 400 is controlled by 
software executed on a PC, e.g. Adobe Audition 3.0 (see Figure 3.11). In the trials, 
collected data were saved as the format of Microsoft WAVE in the internal disc of the 
PC or an external hard disc using Adobe Audition 3.0. There are other different user-
friendly and free software that can be selected. However, the sampling rate is limited by 
the data transmission rate limitation between the devices and the PC, and Fireface 400 
offers only 10 analog input channels in maximum. 

Figure 3.12 shows a 32-channel data acquisition system. This system was designed 
and completed by the UWA laboratory of NTNU for UWA research. The system 
includes 32-channel filters, 32-channel pre-amplifiers, and a multichannel data logger. 
The data logger is built on National Instruments Corporation’s PXI platform, which 
provides possibilities of 32-channel data logging at a high sampling rate. A graphic user 
interface (GUI) was developed using LabView, which is provided by National 
Instruments Corporation. In Figure 3.13, a 12-channel data logging GUI is shown. The 
application was developed by the author, and it was successfully used in the 
experiments conducted in 7th September 2011. In addition, a 32-channel application 
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was also developed. With the GUIs, there is flexibility to select parameters in data 
acquisition, such as, quantizing range, sampling frequency, and so on. There are sub-
windows which provide real time observations of waveforms of 100 ms and display of 
the magnitude of spectrum. These observations help users to adjust the parameters for 
data logging, e.g. the 2nd step pre-amplifying ratio. 

 
Figure 3.11. Data acquisition using Adobe Audition 3.0. 

 
Figure 3.12. 32-channel data acquisition system completed by the UWA laboratory. 
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Figure 3.13. GUI of 12-channel data logging. 

Field experiments help develop in depth understanding UWA communications, and 
also provide invaluable experiences for how to carry out a research project. In the field 
trials, crews of R/V Gunnerus and well-organized participants were required to provide 
technical support and valuable help. Figure 3.14 shows the participants in the trial 
conducted on 30th June 2010. Unfortunately, in this thesis, there is not enough space to 
show all of them who had participated, but it does not mean that their help is not 
appreciated. 

 
Figure 3.14. Participants of the trial conducted on 30th June 2010. They are (from the 
left): a Mailys Pache, b Ganpan Ke, b Zhongxi Chao, c Jens M. Hovem, d P. A. van 
Walree, b Yan Jiang, a Charlie Galle, e Tim Cato Netland, b Guosong Zhang, b Qin Liu, c 

Hefeng Dong, and c Ulf Kristiansen. a Visting master student. b NTNU Ph. D. candidate. 
c NTNU Professor. d Norwegian Defence Research Establishment researcher. e NTNU 
technical engineer. 
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Chapter 4 

Results and Analysis 

 

This chapter presents results and analysis in three aspects. In Section 4.1, exploitation of 
spatial diversity with a CRA is discussed. Section 4.2 discusses temporal diversity to 
demonstrate the advantage of PPC processing. Section 4.3 investigates the MP 
algorithm that exploits channel sparsity for PPC processing. Unless otherwise specified, 
note that parameters required by the receiver structures are fixed in processing all the 
data collected at each location, and the over sampling rate is 2, namely 2 samples per 
symbol.  

4.1 Spatial diversity 

Spatial diversity in the water column can be exploited by multichannel signal processing 
[3]. The trial introduced in [30] was conducted over a range of 4 km on 30th June 2010, 
where the transmission period was 202.734 s. The collected data of BPSK modulation 
are first processed by the McDFE. In terms of output SNR calculated by (1-MSE)/MSE 
[3], Figure 4.1 shows receiver performance for different numbers of vertical receiving 
hydrophones. Best performance is obtained by the McDFE in all the 18-period data 
packets, when 6 receiving hydrophones are used. The McDFE frequently fails with 3 
receiving channels, e.g. in the first 6 periods, while it achieves stable performance with 
6 receiving channels. Obviously, the output SNR increases with the number of vertical 
receiving channels, because more spatial gain is obtained when more receiving 
hydrophones are used to exploit spatial diversity.  

 
Figure 4.1. Receiver performance in terms of output SNR using different numbers of 
vertical receiving channels. 

In the trials, there was also an HRA that consisted of 4 hydrophones. The basic 
reason for using the HRA was to exploit spatial diversity at the same depth, as the sound 
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field is 3-dimensional in the experimental area (see Figure 3.1). Figure 4.2 shows an 
example for which the performance of the McDFE is improved by using 4 additional 
receiving channels. In terms of output SNR, there is improvement of 5.1 dB, when the 
HRA is used together with the VRA. The number of bit errors is reduced from 24 to 
zero in a total of 15565 bits. In order to observe the improvement during the 50-min 
trial, the BPSK data of 18 periods are processed by the McDFE. 

  
Figure 4.2. Scatter plot of the soft output of McDFE. (a) Only VRA is used (1-6 
receiving channels). (b) Both VRA and HRA are used (1-10 receiving channels). 

 
Figure 4.3. Receiver performance in terms of output SNR using different numbers of 
receiving channels. 

Figure 4.3 shows performance using different numbers of receiving channels. Time-
variant performance is observed in 18 periods (about 60 min), as the output SNR 
changes with transmission period. During this experiment, all the instrumental 
parameters were kept constant in recording the received waveforms. Hence the 
performance variations are caused by UWA channel variations. The output SNR 
increases with the number of receiving channels, and the best performance is obtained 
when both HRA and VRA are used. In detail, the performance improvement from an 
increased number of receiving channels changes with transmission period. Let us 
compare two scenarios as follows: only the VRA of 6 hydrophones is used; both the 
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VRA and HRA are used for a total of 10 hydrophones. In terms of output SNR, the 
highest improvement is 5.1 dB (the 3rd period), the lowest improvement is 1.5 dB (the 
15th period), and the mean improvement is 2.7 dB. It is found that there was spatial 
diversity among the vertical hydrophones as well as the horizontal hydrophones at the 
receiving location; spatial diversity could be exploited by the McDFE. 

The TR receiver structure is used to process the data collected in the trials conducted 
on 7th September 2011 [33]. Note that CIRs of 40 ms are estimated by the LS method 
for PPC processing. Figure 4.4 shows the performance improvement from using 
horizontal receiving channels, where all the vertical receiving channels were used. In 
Figure 4.4(a), the input SNR of the 10th period is quite low, when the PPC-DFE fails 
even though all the receiving channels are used. At the 3 locations, time-variant 
improvement is obtained by using different numbers of horizontal channels. For 
instance, in Figure 4.4(b), the maximal improvement is 3.0 dB (the 13rd period), and the 
minimal improvement is -0.3 dB (the 7th period). Apparently, the improvement 
increases with the number of horizontal receiving channels. Thus there was spatial 
diversity at the same depth, and the gain could also be obtained by the PPC-DFE. 

 
Figure 4.4. Performance improvement by using horizontal receiving channels 
obtained by the PPC-DFE at different distances. (a) 7.4 km. (b) 3.7 km. (c) 3.4 km. Two 
horizontal receiving channels are used ( ), and four horizontal receiving channels are 
used (*).  

The data used in Figure 4.4 are re-processed by the PPC-McDFE for comparison of 
its performance with that for the PPC-DFE. Figure 4.5 shows the improvement obtained 
by the PPC-McDFE increases with the number of horizontal receiving channels, as 
found for the PPC-DFE. In terms of mean improvement, when 4 horizontal channels are 
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used, the PPC-McDFE obtains greater improvement than the PPC-DFE. Zhang et al. 
[30, 33] have discussed the advantage of adaptive multichannel combining to make use 
of spatial diversity. Comparing the improvement obtained by the PPC-McDFE and 
PPC-DFE, there is consistency in each transmission. For instance, using 4 horizontal 
receiving channels in the 9th period, Figure 4.5(c) shows that the improvement is 1.7 dB 
for the PPC-McDFE, while correspondingly the improvement shown in Figure 4.4(c) 
for the PPC-DFE is 0.7 dB. As mentioned in Section 2.3, the differences originate from 
the two multichannel combining schemes. 

 
Figure 4.5. Performance improvement obtained by PPC-McDFE at different 
distances to the receiving array. (a) 7.4 km. (b) 3.7 km. (c) 3.4 km. Two horizontal 
receiving channels are used ( ), and four horizontal receiving channels are used (*). 

The results presented here show that the performance of the three receiver structures 
is improved by using the HRA. Therefore there was spatial diversity at the same depth. 
In the analysis as below, all receiving channels of the CRA are used. 

The data used in Figures 4.4-4.5 were processed by the receiver structures, namely, 
the McDFE, PPC-McDFE and PPC-DFE. Figure 4.6 shows the performance 
comparison among the structures, and Table 4.1 gives statistics of the output SNRs 
shown in Figure 4.6. At the 3 locations, the McDFE displays the best performance in 
general, the performance of PPC-McDFE approximates that of McDFE, and PPC-DFE, 
the receiver structure of lowest complexity, displays the poorest performance. Again, 
the results demonstrate that it is advantageous to exploit spatial diversity using the 
adaptive multichannel combining scheme [31]. The performance difference between 
PPC-McDFE and PPC-DFE changes with transmission period. The differences are 
caused by time variant spatial diversity, which is influenced by interchannel correlations 
among the multiple receiving channels.  
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Table 4.1. Statistics of receiver performance in terms of output SNR. 

Receiver 

 Structure 

7.4 km 3.7 km 3.4 km 

Min 

 

Max 

(dB) 

Mean

 

Min 

 

Max

(dB) 

Mean

 

Min 

 

Max 

(dB) 

Mean

 

McDFE 2.2 19.6 11.4 7.8 13.4 10.2 8.2 17.3 12.0 

PPC-McDFE 4.1 17.3 11.6 5.3 11.7 8.9 6.4 13.8 10.5 

PPC-DFE 1.9 12.5 7.9 1.3 8.9 5.6 2.8 9.1 6.5 

 

 
Figure 4.6. Receiver performance in terms of output SNR at different distances to 
the receiving array. (a) 7.4 km. (b) 3.7 km. (c) 3.4 km. The three receiver structures are 
McDFE (*), PPC-McDFE ( ) and PPC-DFE ( ). For the McDFE, Nff=40 and Nfb=5, 
correspondingly, the feed-forward filters span 20 symbol intervals. Nff=8 and Nfb=2 are 
configured for both the PPC-McDFE and PPC-DFE, and the feed-forward filters span 4 
symbol intervals. 

Interchannel correlation is measured by spatial coherence, which is calculated by 

max

max max

, k m

k k m m

r t r t
k m

r t r t r t r t
,    (9) 

where |rk(-t) rm(t)|max denotes the maximum absolute value of the correlation between 
rk(t) and rm(t), and rm(t) is the received signal at the mth hydrophone. In order to observe 
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the variations, spatial coherence is calculated at every second using Equation (9). Figure 
4.7 shows 6 snapshots of the spatial coherence measurements. Even though the element 
spacing of 1m for the VRA is much larger than half wave length of the frequency 11 
kHz, namely the lowest frequency of the broadband communication signals, there are 
high correlations among 8 vertical receiving channels. For instance, the correlation 
coefficient between the 6th and 7th hydrophones is 0.79 in Figure 4.7(a). There are also 
correlations among the four horizontal receiving channels, while there are weak 
correlations between the 12nd receiving channel and the other 11 receiving channels. 
The correlation strength among the 12 receiving channels changes with time. However, 
there is no determined pattern. As the array was deployed near the shore in water less 
than 10 m, which was different from the source depth of 20 m, time variant 
reverberation probably occurred due to complex reflections in this shallow water region. 

 
Figure 4.7. Spatial coherence measured at different time. (a) The 1st second. (b) The 
3rd second. (c) The 5th second. (d) The 7th second. (e) The 9th second. (f) The 11th 
second. Hydrophones of No. 1-8 are the elements of the VRA, where No.1 denotes the 
deepest hydrophone. Hydrophones of No. 9-12 are the elements of the HRA.  
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Spatial coherence is calculated for a time interval of 15.565 s. Figure 4.8 shows 15 
calculations at three distances to the receiving array, where 8k  and m  changes from 
1 to 12. In this large time scale, time variant interchannel correlations are also observed. 
In Figure 4.8(a) and 4.8(c), high correlations are observed between the deepest and the 
shallowest receiving channels, namely the 1st and 8th hydrophones. It is surprising that 
there are high correlations between two receiving channels at a depth distance of 7 m. 
The array was deployed in the shallow water that extends about 200 m to the harbour 
(see Figure 1). The incoming acoustic energy attenuated in the shallow region, when 
there were severe reflections that resulted in complex interchannel correlations. There 
are no models that adequately predict time-variant spatial coherence in a real oceanic 
environment [29], and the measurements are consistent with this statement. 

 
Figure 4.8. Interchannel coherence as a function of the receiver index measured at 
different distances to the receiving array. (a) 7.4 km. (b) 3.7 km. (c) 3.4 km. 

For practical purposes, e.g. reduced instrumentation, it is preferred to make full use 
of spatial diversity with a small number of hydrophones. In long time spread UWA 
channels, the computational load of the McDFE grows with an increased number of 
taps, which is determined by the CIRs. Usually the number of taps is selected in an ad 
hoc manner, because it is impossible to specify the number of taps without knowledge 
about the channel. In the 14th period in Figure 4.6(a) and the 11th period in Figure 
4.6(b), the McDFE failed in obtaining comparable performance. PPC-McDFE provides 
an alternative. Based on pulse compression in each individual channel, complexity of 
the subsequent McDFE is much decreased with a reduced number of taps. For instance, 
stable performance is obtained for all the periods with fixed configuration of Nff=8 and 
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Nfb=2. The temporal diversity, embedded in the multipath arrivals, is exploited by the 
pulse compression. 

4.2 Temporal diversity 

Temporal diversity originates from time delayed arrivals which propagate along 
independent paths of different travel lengths. In UWA channels with multipath arrivals, 
there are possibilities to make use of temporal diversity. Obviously, the diversity could 
be obtained using rake receivers for spread spectrum communications [3, 63], where 
both the magnitudes and phases of the multipath components are required in order to 
achieve coherent combining. However, it is difficult to implement rake receivers for 
non-spread spectrum communications. Conventionally, temporal diversity is obtained in 
the process of removing ISI using adaptive channel equalizers. 

 
Figure 4.9. CIR as a function of time at four receiving channels. (a) The 1st channel 
at a depth of 7.5 m. (b) The 3rd channel at a depth of 5.5 m. (c) The 8th channel at a 
depth of 0.5 m. (d) The 10th channel at a depth of 4.5 m. The data were collected over a 
range of 3.4 km on 7th September 2011. 

Figure 4.9 shows CIRs as a function of time in four selected receiving channels at 
3.4 km range, where there are multiple time delayed arrivals in each receiving channel. 
Apparently, time spread of the multipath arrivals is about 25 ms in the 1st, 3rd and 8th 
channels, while it is about 20 ms in the 10th channel. The McDFE is used to process 
this transmission period, and Figure 4.10 shows the output MSE as a function of time. 
When Nff is changed from 30 to 50, it means the feed-forward filters span from 15 ms to 
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25 ms, where there are two samples per symbol in base band signal processing. As seen 
in Figure 4.9, a group of dominant arrivals arrive within a time interval of 20 ms, for 
which the output MSE is reduced by 0.50 dB when the time span of the feed-forward 
filters is increased from 15 ms to 20 ms, namely Nff is increased from 30 to 40, and less 
gain is obtained when Nff is increased from 40 to 50. The output MSE is reduced with an 
increased time span of the feed-forward filters of the McDFE, as it exploits the temporal 
diversity during the equalizing process. 

 
Figure 4.10. Output MSE obtained by McDFE with different numbers of taps for the 
feed-forward filters.  

Figure 4.11 shows the performance in terms of output SNR. In 15 transmission 
periods, the output SNR is increased when Nff is changed from 30 to 40, and trivial 
improvement is obtained when Nff is further increased from 40 to 50. Without 
considering contributed arrivals, it is impractical to improve the performance by 
increasing the number of taps, at a cost of increasing the computational load; on the 
contrary, the level of numerical noise is increased thus degrading the performance [47]. 

 
Figure 4.11. Performance of McDFE in terms of output SNR. 

Figure 4.12 shows CIRs measured at a distance of 7.4 km to the source. Apparently, 
dominant arrivals are limited within 5 ms. In Figure 4.12(a, d), there are arrivals at a 
delay time of 50 ms, but there are no obvious strong arrivals of large magnitude. Figure 
4.13 shows the performance of the McDFE for BPSK, where Nff is changed from 30 to 
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80. The feed-forward filters span 20 ms in maximum, as the symbol rate is 2 
kilosymbols/s. Coarse time synchronization is achieved by using the first arrivals of 
largest magnitude, and there are no contributed arrivals between 7.5 ms and 20 ms after 
the first arrivals. Consequently, the output SNR is decreased when Nff is increased from 
30 to 80. Since the level of numerical noise is raised due to increase Nff, the 
performance of the McDFE is degraded.  

 
Figure 4.12. CIR as a function of time at four receiving channels. (a) The 1st channel 
at a depth of 7.5 m. (b) The 2nd channel at a depth of 6.5 m. (c) The 8th channel at a 
depth of 0.5 m. (d) The 10th channel at a depth of 4.5 m. The data were collected over a 
range of 7.4 km on 7th September 2011. 

 
Figure 4.13. Performance of the McDFE in terms of output SNR at a symbol rate of 2 
kilosymbols/s. 
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As shown by the above results, the McDFE exploits temporal diversity by increasing 
the number of taps. It is indicated that the computational load of the McDFE is 
increased to obtain the diversity in long time spread channels. Moreover, the 
computational load grows with the symbol rate due to the increase of taps. For instance, 
if Nff=30 is configured at a symbol rate of 1 kilosymbols/s, Nff=60 is required at a 
symbol rate of 2 kilosymbols/s, and thus the arithmetic operations are much increased at 
each iteration. Alternatively, the diversity can be obtained by PPC processing, which 
recombines time delayed arrivals. 

 
Figure 4.14. CIR as a function of time estimated by the LS method (left panel). Pulse 
compression by PPC processing (right panel). The receiving channel is deployed at a 
depth of 0.5 m. (a) Data were collected over a range of 3.0 km on 16th June 2011 (upper 
panel). (b) Data were collected over a range of 3.4 km on 7th September 2011 (bottom 
panel).  

As illustrated in Figure 4.14, two examples of pulse compression (temporal 
focusing) are obtained by PPC processing, where CIR is estimated using the LS method. 
The left panel shows estimated CIR, and the right panel shows the respective pulse 
compression within 15.565 s. In Figure 4.14(a), the response that has a time spread of 
20 ms is time variant over very short time scales, and hence pulse compression degrades 
rapidly with time evolution. In Figure 4.14(b), stable pulse compression has been 
achieved within 15.565 s, where the impulse response has a time spread of 25 ms. In 
observation of the right panels, peak-to-sidelobe ratios of the pulse compressions are 
different, and actually are determined by the CIR shown in the left panels. PPC 
processing converts time delayed multipath arrivals into a response of temporal 
focusing in which most of the energy of the arrivals is concentrated within the main 
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lobe after focusing. The focusing has sidelobes that can cause ISI, which is referred to 
as residual ISI. 

TR focusing can be used to suppress residual ISI in UWA communications; for this 
case, the main lobes of multiple independent pulse compressions are coherently 
summed but the independent sidelobes in each channel are averaged. Figure 4.15 shows 
an example of TR focusing with different numbers of receiving channels. Obviously, 
the sidelobe level decreases with an increased number of receiving channels. However, 
the sidelobes cannot be eliminated due to the physics, as the communication is 
bandwidth limited. Hence a subsequent channel equalizer, e.g. DFE, is required to 
remove residual ISI as well as track slow channel variations. 

 
Figure 4.15. TR focusing using different numbers of receiving channels. (a) 3 
channels. (b) 6 channels. (c) 9 channels. (d) 12 channels. 

Let time duration TLS denote the time interval used by the LS method for estimating 
the channel response. Figure 4.16 shows the performance of the PPC-DFE, when TLS is 
changed from 10 ms to 55 ms. Generally, the output SNR increases when TLS is 
increased from 10 ms to 25 ms, and it decreases when TLS is further increased from 25 
ms to 55 ms. As shown in Figure 4.9, the dominant arrivals span 25 ms. The PPC-DFE 
achieves the best performance when TLS=25 ms. Temporal diversity contributes to 
improve the performance when TLS is increased from 10 ms to 25 ms. However, the 
performance degrades when TLS is further increased greater than the true time spread, 
e.g. from 25 ms to 55 ms, because extra noise is introduced to the PPC processing. The 
diversity gain is obvious if we compare the results in two scenarios, namely TLS=10 ms 
and TLS=40 ms, and better performance is obtained in most periods when TLS=40 ms. 



Results and Analysis 
 

 42

Temporal diversity from the multipath arrivals contributes the performance 
improvement. 

 
Figure 4.16. Performance of the PPC-DFE in terms of output SNR. TLS is changed 
from 10 ms to 55 ms. BPSK data were collected over a range of 3.4 km on 7th 
September 2011. 

Figure 4.17 shows the performance of the PPC-McDFE for BPSK communications 
at two symbol rates. The output SNR decreases when TLS is increased from 25 ms to 40 
ms. For instance, the output SNR is reduced by 0.96 dB (the 2nd transmission period in 
Figure 4.17(a)) and 1.48 dB (the 15th period in Figure 4.17(b)) at the two symbol rates, 
respectively. The diversity gain determined by the CIR can be obtained by PPC 
processing. Therefore, both the PPC-DFE and PPC-McDFE achieve best performance if 
TLS equals the time spread of the most dominant arrivals. Comparing the structures’ 
performance (Figures 4.16 and 4.17(a)), the PPC-McDFE achieves the best 
performance. With the same condition TLS=25 ms, the superior performance of PPC-
McDFE attributes to the spatial gain.  

 
Figure 4.17. Performance of the PPC-McDFE for BPSK communications at two 
symbol rates. (a) BPSK, 1 kilosymbols/s. (b) BPSK, 2 kilosymbols/s. TLS=25 ms ( ), 
and TLS=40 ms ( ). The data were collected over a range of 3.4 km on 7th September 
2011. 
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As discussed in Section 4.1, time-varying interchannel correlations impact the 
spatial focusing, and this resulted in degraded performance of the PPC-DFE [30]. In 
further experimental research, Figure 4.18 shows the performance comparison of 
communications at four data rates over a range of 3.4 km. It is found that the PPC-DFE 
demonstrates the poorest performance. On 7th September 2011, there were two other 
trials over two ranges of 3.7 km and 7.4 km, in which the PPC-DFE also achieved the 
poorest performance as shown in Figure 4.6 and [33, 35]. The results have demonstrated 
the advantage of the adaptive multichannel combining. For instance, the McDFE 
achieves superior performance at a rate of 2 kilosymbols/s, and PPC-McDFE obtains 
satisfactory performance. 

 
Figure 4.18. Performance comparison at four data rates. (a) BPSK, 1 kilosymbols/s. 
(b) QPSK, 1 kilosymbols /s. (c) BPSK, 2 kilosymbols/s. (d) QPSK, 2 kilosymbols/s. 
McDFE (*), PPC-McDFE ( ) and PPC-DFE ( ). For the McDFE, the number of taps is 
configured as: (1) Nff=25 and Nfb=1 at 1 kilosymbols/s, and (2) Nff=50 and Nfb=5 at 2 
kilosymbols/s. For the PPC-McDFE and PPC-DFE, TLS=25 ms, Nff=8 and Nfb=2 are 
configured at the two symbol rates. The data were collected over a range of 3.4 km on 
7th September 2011. 

In each iteration for the RLS algorithm to update the tap coefficients, arithmetic 
operations are performed on the order of {(NffK+Nfb)}2 [9]. In terms of computational 
load, a decreasing order of the three receiver structures is: (1) McDFE, (2) PPC-
McDFE, and (3) PPC-DFE. We illustrate an example using the parameters which are 
used in Figure 4.18(c-d). In each iteration, the arithmetic operations of the three 
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respective receiver structures are on the order of (1) 435600, (2) 14400, and (3) 100. 
The computational load of the McDFE limits its application when a large number of 
taps is required, e.g. in a UWA channel of long time spread, especially in the case of 
many receiving hydrophones. As an example, about 2 hours were needed using the 
desktop PC to obtain one result in Figure 4.18(c-d). The PPC-DFE of the least 
complexity neglects spatial coherence among the receiving channels, and it achieves the 
poorest performance. As an alternative, the PPC-McDFE obtains satisfactory 
performance by taking advantage of PPC processing and adaptive multichannel 
combining. PPC processing is indeed an environmentally adaptive method for 
exploiting temporal diversity.  

4.3 Channel sparsity 

UWA channels are often characterized as sparse, especially at high frequencies. As an 
example, Figure 4.9 shows that there are multipath arrivals of time resolution, and hence 
the UWA channel is sparse. Figure 4.19 shows CIR measured at four receiving 
channels. Over a range of 3.7 km, the multipath arrivals are well resolved in time among 
the receiving channels, e.g. a time resolution of 25 ms is shown in Figure 4.19(c). As 
discussed in Section 4.2, temporal diversity is determined by the independent arrivals. 
The dominant arrivals represent the information of UWA channels.  

 
Figure 4.19. CIR as a function of time estimated by the LS method at four receiving 
channels. (a) The 1st channel at a depth of 7.5 m. (b) The 8th channel at a depth of 0.5 
m. (c) The 9th channel at a depth of 4.5 m. (d) The 12th channel at a depth of 4.5 m. 
The data were collected over a range of 3.7 km on 7th September 2011. 
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The LS method estimates channel response within a time interval, and it generates 
noise between the sparse arrivals. As shown in Figure 4.16 and 4.17, performance of the 
PPC-DFE and PPC-McDFE degrades with improper TLS, when the LS method is used to 
estimate the response. In further discussion of temporal diversity, we would like to 
select dominant arrivals for PPC processing, and then the problem of impropriate 
selection of TLS can be avoided. Figure 4.20 shows examples that dominant arrivals can 
be estimated by the MP algorithm [37] and the others are nulled to zeros. Afterwards, 
the diversity preserved by the dominant arrivals can be obtained by PPC processing. 

 
Figure 4.20. Dominant arrivals estimated by the MP algorithm at four different 
receiving channels. (a) The 1st channel at a depth of 7.5 m. (b) The 8nd channel at a 
depth of 0.5 m. (c) The 9th channel at a depth of 4.5 m. (d) The 12th channel at a depth 
of 4.5 m. The data were collected over a range of 3.7 km on 7th September 2011. 

In order to observe the performance difference from the channel estimation, TLS is 
changed from 25 ms to 45 ms for the LS method, and within the same time interval 
dominant arrivals are selected by the MP algorithm. With different values of TLS, Figure 
4.21 shows the performance comparison. By using the MP algorithm, both the PPC-
DFE and PPC-McDFE become insensitive to TLS, namely the time interval of channel 
estimations, and moreover there is obvious performance improvement comparing with 
the performance using the LS method. For instance, when TLS=25 ms, the performance 
of the PPC-DFE is improved by 1.2 dB at the 7th transmission period, and by 1.8 dB at 
the 5th period. The channel information represented by the dominant arrivals can be 
used by PPC processing, when the diversity from the dominant arrivals is exploited but 
less noise is introduced in PPC processing. In addition to the results published in [33], 
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the MP algorithm is further assessed to demonstrate performance improvement in 
exploiting channel sparsity. 

Figure 4.22 shows performance of the McDFE, PPC-McDFE and PPC-DFE for 
communications at two symbol rates. The performance of McDFE is selected as a 
benchmark. In Figure 4.22(a), McDFE failed in the 4th, 5th, and 14th transmission 
periods while the PPC-McDFE succeeds in these periods. This is probably because 
inappropriate parameters were selected for the McDFE. Nff for McDFE was adjusted 
several times, such as Nff=20, Nff=35 and Nff=50, but there was no obvious 
improvement. Another example is shown in Figure 4.22(b). For instance, using the MP 
algorithm, the output SNR of the PPC-DFE is increased by 3.3 dB (the 11th period); the 
output SNR of the PPC-McDFE approximates that of the McDFE. Even though the 
performance of the PPC-DFE is improved, it still lags behind that of the PPC-McDFE. 
It is concluded that the performance improvement originates from exploiting the 
channel sparsity. The analysis also shows that PPC processing obtains the diversity 
embedded in the time delayed arrivals. 

The data have been analysed in the three aspects—spatial diversity, temporal 
diversity and channel sparsity. The results above have demonstrated satisfactory 
performance of the PPC-McDFE, the instrumentation of a cross receiving array, and the 
applicability of the MP algorithm. 

 
Figure 4.21. Performance of two receiver structures. (a) PPC-DFE. (b) PPC-McDFE. 
Dominant arrivals are selected by the MP algorithm. Nff=8 and Nfb=2 are configured for 
both structures. The data were collected over a range of 3.7 km on 7th September 2011. 
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Figure 4.22. Performance of the McDFE, PPC-McDFE and PPC-DFE for 
communications at two symbol rates. (a) QPSK, 1 kilosymbols/s. (b) BPSK, 2 
kilosymbols/s. McDFE (*), PPC-McDFE ( ), and PPC-DFE ( ). The MP algorithm is 
used (dot line), and the LS algorithm is used (solid line). Nff=25 and Nff=50 are 
configured for the McDFE at 1 and 2 kilosymbols/s, respectively, where Nff =5.Nff=8 
and Nfb=2 are configured for the PPC-McDFE and PPC-DFE with the condition TLS=25 
ms. The data were collected over a range of 3.7 km on 7th September 2011. 
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Chapter 5 

Summary of Papers 

 

Six papers are included in this thesis, and summaries of them are presented in this 
chapter. A full publication list during the Ph. D. work is attached in the end of this 
chapter. 

Paper 1: Spatial diversity in multichannel processing for underwater acoustic 
communications (Ocean Engineering, vol. 38, pp. 1611-1623, 2011) 

This paper discusses spatial diversity for underwater communications and presents a 
passive-phase conjugation (PPC) based multichannel equalizer. Multichannel 
processing involves taking advantage of multiple receivers distributed in space to take 
advantage of spatial diversity. The multichannel decision feedback equalizer (DFE) uses 
multiple nonlinear adaptive filters to remove intersymbol interference (ISI), and its 
complexity increases with time spread plus the number of receiving channels. Passive 
time reversal realized by the passive-phase conjugation (PPC) approach refocuses time 
delayed arrivals at the receiving array, where spatial diversity is obtained by the 
multichannel combining. The property of refocusing can be used to mitigate ISI for 
underwater communications, and only one single channel equalizer is required to 
remove residual ISI. PPC achieves pulse compression for time delayed arrivals, where 
the number of taps is significantly reduced for a PPC based equalizer. Based on 
temporal diversity obtained by pulse compression, the proposed structure improves the 
performance of time reversal communications by adaptive diversity combining. Three 
receiver structures are evaluated by processing real data collected in an experiment, 
which was conducted in a range-dependent acoustic channel over a range of 4 km. 
Results have demonstrated superior performance of the proposed receiver structure. 

Paper 2: Experimental assessment of a multicarrier underwater acoustic 
communication system (Applied Acoustics, vol. 72, pp. 953-961, 2011) 

This paper presents a multicarrier communication system which transmits information 
on independent subcarriers to achieve an increased data rate. For this system, a passive-
phase conjugation (PPC) based receiver structure is assessed by processing data 
collected in sea trials. Based on temporal diversity (pulse compression) exploited by 
PPC processing, an adaptive multichannel decision feedback equalizer is used to 
remove intersymbol interference, where spatial diversity is exploited by adaptive 
multichannel combination. The digital phase-locked loop (DPLL) technique is 
implemented for carrier-phase tracking. In the scenario of low input signal-to-noise 
ratios (SNRs), the receiver structure achieved superior performance using a common 
DPLL. In a depth-fluctuated environment, two sea experiments were conducted over 
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ranges of 2 km and 4 km, respectively, and this communication system was assessed 
with a data rate of 4 kbps. In terms of mean square error, output SNR and bit error rate, 
this receiver structure has demonstrated its performance for the multicarrier 
communication system. 

Paper 3: Joint passive-phase conjugation with adaptive multichannel 
combining for coherent underwater acoustic communications (Applied Acoustics, 
vol. 73, pp. 433-439, 2012) 

This paper presents a receiver structure which exploits spatial diversity by adaptive 
multichannel combining, which improves the performance of passive time reversal 
communications realized by passive-phase conjugation (PPC). PPC processing achieves 
pulse compression for the time delayed arrivals at the receiver, and this property is used 
for coherent communications to reduce the computational load. The presented structure 
takes advantage of pulse compression and performs adaptive multichannel combining, 
where the number of taps for adaptive multichannel processing is significantly reduced 
in order to decrease the computational load. With a previous output mean square error 
(MSE), the adaptive combining minimizes current output MSE, where spatial diversity 
is exploited by the adaptive combining. This structure improves performance of the 
passive time reversal approach, even though the taps for combining span one symbol 
interval. The performance improvement is demonstrated by a set of real data collected 
in a recent sea experiment, which was conducted in a range dependent acoustic channel 
over a range of 4 km. 

Paper 4: Experimental demonstration of spread spectrum communication 
over long range multipath channels (Applied Acoustics, vol. 73, pp. 872-876, 2012) 

This paper presents a spread spectrum scheme, which is designed for long range 
underwater acoustic communications of low signal-to-noise ratios. This scheme uses 
two maximum length sequences, which are overlapped in time. One is used as a time 
reference, and the other applies code cyclic shift keying (CCSK) to carry information. 
Compared with conventional spread spectrum techniques, CCSK achieves a higher 
spectral efficiency, and this property is of significance in spread spectrum 
communications. With the help of a time reference, performance impairment from 
timing errors for CCSK is reduced, as each CCSK symbol has its own time reference. 
For this scheme, three receiver structures are presented, and they are: (1) correlation 
receiver, (2) passive-phase conjugation receiver, and (3) time reversal receiver 
structures. A recent sea experiment was carried out in a range dependent channel over a 
distance of 10 km. By real data processing, performance of the three receiver structures 
are compared and discussed. The presented results demonstrate the feasibility of this 
spread spectrum scheme. 
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Paper 5: Underwater communications in time-varying sparse channels using 
passive-phase conjugation (Applied Acoustics, vol. 74, pp. 421-424, 2013) 

Passive-phase conjugation (PPC) achieves the pulse compression for the time delayed 
arrivals. This property has been used in underwater acoustic communications. In a time-
varying channel, the temporal focusing degrades with time evolution. The block-based 
approach is implemented to avoid the impact of channel variations. The basic idea is 
that the channel is assumed constant within each block of a short time interval, and the 
channel is updated using detected symbols in the previous block. Using real data 
collected in a recent sea trial, this paper investigates: (1) the communications using PPC 
processing, where the block-based approach is used, (2) the matching pursuit (MP) 
algorithm exploiting the channel sparseness. It is found that the MP algorithm improves 
performance of the communications using PPC processing. 

Paper 6: Experimental Assessment of Different Receiver Structures for 
Underwater Acoustic Communications over Multipath Channels (Sensors, vol. 12, 
pp. 2118-2135, 2012) 

Underwater communication channels are often complicated, and in particular multipath 
propagation may cause intersymbol interference (ISI). This paper addresses how to remove 
ISI, and evaluates the performance of three different receiver structures and their 
implementations. Using real data collected in a high-frequency (10–14 kHz) field 
experiment, the receiver structures are evaluated by off-line data processing. The three 
structures are multichannel decision feedback equalizer (DFE), passive time reversal 
receiver (passive-phase conjugation (PPC) with a single channel DFE), and the joint PPC 
with multichannel DFE. In sparse channels, dominant arrivals represent the channel 
information, and the matching pursuit (MP) algorithm which exploits the channel 
sparseness has been investigated for PPC processing. In the assessment, it is found that: (1) 
it is advantageous to obtain spatial gain using the adaptive multichannel combining scheme; 
and (2) the MP algorithm improves the performance of communications using PPC 
processing. 
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Publications during Ph. D. Study 

Journal papers 

 G. Zhang and H. Dong, "Joint passive-phase conjugation with adaptive multichannel 
combining for coherent underwater acoustic communications," Applied Acoustics, 
vol. 73, pp. 433-439, 2012. 

 G. Zhang and H. Dong, "Experimental demonstration of spread spectrum 
communication over long range multipath channels," Applied Acoustics, vol. 73, pp. 
872-876, 2012. 

 G. Zhang, J. M. Hovem, and H. Dong, "Experimental assessment of different 
receiver structures for underwater acoustic communications over multipath 
channels," Sensors, vol. 12, pp. 2118-2135, 2012.  

 G. Zhang and H. Dong, "Underwater communications in time-varying sparse 
channels using passive-phase conjugation," Applied Acoustics, vol. 74, pp. 421-424, 
2013. 

 G. Zhang and H. Dong, "Spatial diversity in multichannel processing for underwater 
acoustic communications," Ocean Engineering, vol. 38, pp. 1611-1623, 2011. 

 G. Zhang and H. Dong, "Experimental assessment of a multicarrier underwater 
acoustic communication system," Applied Acoustics, vol. 72, pp. 953-961, 2011. 

 G. Zhang, J. M. Hovem, H. Dong, and L. Liu, "Coherent underwater communication 
using passive time reversal over multipath channels," Applied Acoustics, vol. 72, pp. 
412-419, 2010. 

 G. Zhang, J. M. Hovem, H. Dong, S. Zhou, and S. Du, "An efficient spread 
spectrum pulse position modulation scheme for point-to-point underwater acoustic 
communication," Applied Acoustics, vol. 71, pp. 11-16, 2010. 

 G. Zhang, J. M. Hovem, H. Dong, and T. A. Reinen, "A design for timing pulse 
acquisition in underwater multipath environments," Electronic Journal “Technical 
Acoustics” <http://www.ejta.org>2009, 11. 

Conferences with full-paper review 

 G. Zhang, B. Peng, and H. Dong, "Experimental assessment of sparse channel 
estimations for passive-phase conjugation communications," in Proc. 2012 IEEE 
International Conference on Acoustics, Speech and Signal Processing (ICASSP), pp. 
2701-2704, Kyoto, Japan, Mar. 2012. 

 G. Zhang, J. M. Hovem, H. Dong, and P. A. van Walree, "A novel probe processing 
method for underwater communication by passive-phase conjugation," in Proc. 
2011 IEEE International Conference on Acoustics, Speech and Signal Processing 
(ICASSP), pp. 2700-2703, Prague, Czech Republic, May 2011. 

 G. Zhang and H. Dong, "Experimental research on adaptive multichannel 
equalization for underwater communications," in Proc. 2011 IEEE Instrumentation 
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and Measurement Technology Conference (I2MTC), pp. 1-5, Hangzhou, China, 
May. 2011. 

 G. Zhang, J. M. Hovem, and H. Dong, "Experimental assessment of adaptive spatial 
combining for underwater acoustic communications," in Proc. The Fifth 
International Conference on Sensor Technologies and Applications 
(SENSORCOMM), pp. 178-183, Nice/Saint Laurent du Var, France, Aug. 2011. 

 G. Zhang, J. M. Hovem, H. Dong, and L. Liu, "Experimental studies of underwater 
acoustic communications over multipath channels," in Proc. The Fourth 
International Conference on Sensor Technologies and Applications 
(SENSORCOMM), pp. 458-461, Venice/Mestre, Italy, Jul. 2010. 

 G. Zhang, J. M. Hovem, H. Dong, and T. A. Reinen, "A simple time 
synchronization method for underwater communication receivers," in Proc. The 
Third International Conference on Sensor Technologies and Applications 
(SENSORCOMM), pp. 289-293, Athens/Glyfada, Greece, Jun. 2009. 

Other conferences 

 G. Zhang, S. Zhou, J. M. Hovem, H. Dong, and J. Jiao, " Experimental Research of 
Chirp Spread Spectrum for High-rate Underwater Acoustic Communication," in 
Proc. The 10th Western Pacific Acoustics Conference (WESPAC X), Paper 0048, 
Beijing, China, Jun. 2009. 

 G. Zhang, J. M. Hovem, and H. Dong, "Experimental studies of underwater acoustic 
communication in Trondheim fjord," in Proc. Joint 159th Meeting of the Acoustical 
Society of America (ASA) and NOISE-CON 2010, Baltimore, MD, U.S.A, Apr. 
2009. 
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Chapter 6 

Conclusions and Future Work 

 

This thesis presents research on UWA communications and field experiments. The main 
focuses are on the development of a channel equalizer for high-rate coherent 
communications over short distances, and the methods of spread spectrum 
communications over long ranges. These two scenarios are representative of practical 
applications. 

Firstly, a PPC-McDFE receiver structure for high-rate communications was 
developed. This structure has been assessed in four major field experiments and it has 
demonstrated satisfactory performance: 

 In the experiments, time-varying channels were observed as the channel 
response changed in different experiments due to different environmental 
conditions, e.g. SSP in the water. As an environmentally adaptive matched-filter, 
PPC processing reduces the complexity for subsequent channel equalization. 
Despite the condition that the receiving hydrophones were deployed with an 
element spacing that was larger than the half wave length of the lowest 
frequency used in communications, time-varying spatial coherence was also 
observed. The offline data processing and analysis showed that it is 
advantageous to exploit spatial diversity using the scheme of adaptive 
multichannel combining.  

 For practical purposes, a small number of receivers are preferred to reduce 
hardware complexity, cost, etc. It is significant that the receiver performance is 
maximized by taking advantage of spatial diversity. In channels of long time 
spread, the PPC-McDFE is recommended for high-rate communications. 
Moreover, in Paper 2, the PPC-McDFE has also been used in a multicarrier 
system. 

 Implementing the block-based approach (Papers 5-6), PPC-McDFE has been 
extended to time-varying channels. Compared with the TR receiver structure, 
PPC-McDFE is insensitive to the channel variations. In addition, the MP 
algorithm has been investigated to exploit channel sparsity for PPC processing. 
In sparse channels, the MP algorithm has demonstrated its improvement for 
communications using PPC processing, particularly for the block-based 
approach. 

 In the environment with a complex bathymetry, it is found that there is spatial 
diversity at the same depth. The diversity has been observed in the analysis of 
communication results, where the transmissions were received by a horizontal 
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array with an aperture of 4.5 m. In the experimental area, the diversity at the 
same depth probably originates from 3-dimensional propagation effects. 

Secondly, spread spectrum schemes have also been investigated for UWA 
communications over long range multipath channels. It is preferred that the schemes are 
spectrally efficient. The technique presented in Paper 4 has demonstrated feasibility of 
communication over a range of 10 km at a high-frequency regime (11-13 kHz), with a 
TR receiver structure. It is found that: 

 It is a spectrally efficient technique. As desired, it has potential for long range 
UWA communications.  

 Due to difficulties in phase synchronization at low input SNRs, there are cross-
correlations between two orthogonal carriers. Recombining multipath arrivals, 
PPC processing is used to suppress the cross-correlations and interference from 
multipath arrivals.  

 In time variant UWA channels, spatial diversity is obtained by TR focusing to 
avoid deep fading for robust communications.  

As a key part of this thesis, field experiments were carried out that provided insights 
into UWA research. Experiences from operating the instruments and on-site 
organizations led to better experimental designs with higher quality data. All the results 
in this thesis are obtained by real data analysis. From the output of DPLL, time variant 
frequency shifts have been observed in each packet of communications. Due to 
available facilities and instrumentations, the difference of sampling frequencies between 
the transmitter and the receivers cannot be eliminated in field experiments. Here, a 
further proposal of instrumentation is given. Both the transmitter and the data logging 
devices can be synchronized with the GPS clock, and then frequency shifts caused by 
Doppler could be more precisely monitored in field experiments. 

Considering what have been done during the thesis, future work also includes, 

 implementing a PPC-McDFE to multiuser communications, where successive 
interference cancellation can be used [64-67]; 

 developing the spread spectrum scheme (presented in Paper 4) in fast varying 
channels, e.g. communications in moving scenarios, and over longer ranges; 

 hardware-based real-time demonstrations of UWA communications using a 
PPC-McDFE or a PPC-DFE; 

 investigating Turbo equalization in the scenarios of a single user [68-70] and 
multiuser [71] for high-rate UWA communications; 

 experimental testing for high-rate communications, if possible, on moving 
platforms, e.g. a remotely operated underwater vehicle. 
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a b s t r a c t

This paper discusses spatial diversity for underwater communications and presents a passive-phase

conjugation (PPC) based multichannel equalizer. Multichannel processing involves taking advantage of

multiple receivers distributed in space to take advantage of spatial diversity. The multichannel decision

feedback equalizer (DFE) uses multiple nonlinear adaptive filters to remove intersymbol interference

(ISI), and its complexity increases with time spread plus the number of receiving channels. Passive time

reversal realized by the passive-phase conjugation (PPC) approach refocuses time delayed arrivals at

the receiving array, where spatial diversity is obtained by the multichannel combining. The property of

refocusing can be used to mitigate ISI for underwater communications, and only one single channel

equalizer is required to remove residual ISI. PPC achieves pulse compression for time delayed arrivals,

where the number of taps is significantly reduced for a PPC based equalizer. Based on temporal

diversity obtained by pulse compression, the proposed structure improves the performance of time

reversal communications by adaptive diversity combining. Three receiver structures are evaluated by

processing real data collected in an experiment, which was conducted in a range-dependent acoustic

channel over a range of 4 km. Results have demonstrated superior performance of the proposed

receiver structure.

& 2011 Elsevier Ltd. All rights reserved.

1. Introduction

The underwater acoustic channel is characterized by the
extended time-varying multipath due to acoustic propagation in
a temporal variant wave guide (Catipovic, 1990). Complex ocea-
nographic phenomena, such as turbulence, internal waves, a
moving sea surface, and sound speed gradients impact stable
underwater acoustic communications. High-rate coherent com-
munications have been researched (Kilfoyle and Baggeroer, 2000),
where adaptive channel equalizations are required to remove
intersymbol interference (ISI). Adaptive multichannel equaliza-
tion has been proposed by Stojanovic et al. (1992), where a
multichannel decision feedback equalizer (DFE) plus carrier-
phase tracking is used to remove ISI. With multiple receivers
distributed in space, spatial diversity is exploited by the multi-
channel processing (Stojanovic, 1994; Stojanovic et al., 1993,
1994). Since the number of taps for an adaptive channel equalizer
is determined by the time spread (Proakis, 2001), the computa-
tional load for a multichannel DFE becomes intractable with an
increasing number of taps plus a large number of receiving
channels.

A time reversal mirror refocuses time delayed arrivals at the
intended depth, and this property is used to reduce ISI for
communications (Dowling, 1994; Edelmann et al., 2002;
Kuperman et al., 1998). Instead of two-way transmission invol-
ving two arrays, passive time reversal communications realized
by the passive-phase conjugation (PPC) approach decrease the
instrumentation using only one receiving array plus one-way
transmission (Gomes et al., 2008; Rouseff et al., 2001; Song et al.,
2006b; Yang, 2005). PPC processing can be treated as match-
filtering of the received signal. For the passive time reversal
method, spatial diversity is used to suppress ISI by low complex
multichannel combining (Song et al., 2006a). ISI cannot be
eliminated but is mitigated, where the channel impulse response
cannot be converted into a Dirac function. In a time-varying
underwater channel, the refocusing degrades with elapsed time.
It is a rule of thumb that only one adaptive channel equalizer with
a reduced number of taps removes residual ISI after refocusing
and tracks channel variations. In terms of output signal-to-noise
ratio (SNR), the theoretical performance of time reversal commu-
nications has been discussed in Stojanovic (2005), but it is
difficult to precisely predict the performance in a real ocean due
to interchannel correlations and residual ISI. As discussed by Yang
(2004), the multichannel DFE achieves superior performance over
the PPC method, as the multichannel DFE exploits spatial diver-
sity by adaptive multichannel combining.
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The complexity of adaptive multichannel DFE increases with
the number of taps, which is determined by the time spread in the
communication channel. In order to reduce the complexity, a PPC
based equalizer of adaptive multichannel diversity combining is
presented in this paper. PPC processing is conducted prior to
adaptive equalization, where the number of taps is significantly
reduced because of pulse compression for the time delayed
arrivals. In a real ocean, since interchannel correlations exist
among the receivers of different input SNRs, the adaptive scheme
has advantage to exploit spatial diversity. Based on a previous
output mean square error (MSE), the coefficients for the multi-
channel combining are updated to minimize current output MSE.
By comparison, the passive time reversal method uses spatial
diversity without considering the output.

In this paper, three receiver structures of a multichannel DFE
(McDFE), passive time reversal communications realized by PPC
plus one single channel DFE (PPC–DFE) and a PPC based multi-
channel DFE (PPC–DFE) are assessed by off-line processing real
data collected in a recent experiment. In Trondheim harbor, the
sea trial was carried out in a depth fluctuated environment over a
range of 4 km.

This paper is organized as follows. Section 2 introduces the
structure of multichannel DFE. In Section 3, the passive time
reversal communications is briefly reviewed, and the PPC based
multichannel DFE is presented. The field experiment is introduced
in Section 4. In Section 5, the off-line processing results are
presented and analyzed, and the performance of the three
structures is shown. Finally, Section 6 summaries the work.

2. Adaptive multichannel equalization

The communication information consists of a sequence of
symbols denoted as I[m], and each symbol occupies a duration
of T. The transmitted signal s(t), which has a carrier frequency fc is
expressed as

sðtÞ ¼ Re
X
m

I½m�gðt�mTÞej2pfc t
( )

, ð1Þ

where Ref�g denotes the real part of a complex number, and g(t) is
the pulse shape function for each symbol such that

gðtÞ ¼ 1, for 0rtoT

0, otherwise
:

(
ð2Þ

At the kth receiver, the received signal rk(t) is demodulated to
be a baseband signal vk(t) such as

vkðtÞ ¼
X
m

I½m�hkðt�mTÞejykðtÞ þwkðtÞ, ð3Þ

where hk(t) represents the channel impulse response, wk(t) is a
band-limited noise, and yk(t) denotes a frequency shift caused by
a Doppler shift. In a multipath channel, there is ISI, which causes
errors in high rate communications.

The objective of adaptive channel equalization is to remove ISI.
In the deconvolution process, a linear equalizer exaggerates noise
where there are spectral nulls. DFE has a nonlinear structure,
which is determined by the channel physics (Yang, 2004). Based
on the minimum mean square error (MSE) criterion, DFE achieves
a superior performance over the linear equalizer. In an under-
water environment due to boundary reflections, time-varying
fading occurs in communications. It is intractable to pre-deploy
a receiver in order to avoid deep fading. It is practical to use
multiple independent receivers that are distributed in space,
where the probability of deep fading is decreased, since the
receivers provide spatial diversity (Proakis, 2001). Spatial diver-
sity is used by multichannel processing to achieve stable com-
munications. A multichannel DFE takes advantage of spatial
diversity to achieve robust channel equalization.

Fig. 1 shows the diagram of an adaptive multichannel DFE. The
baseband signal is converted to N samples per symbol for digital
signal processing, and carrier-phase tracking is implemented on a
symbol-by-symbol basis using a second order digital phase-
locked loop (DPLL) proposed in Stojanovic et al. (1992, 1993).
ŷk½n� is the estimate of the phase offset yk[n]. The recursive least
squares (RLS) algorithm updates tap weights with respect to
minimize output MSE, where the RLS algorithm is preferred for
its fast convergence rate (Haykin, 2001).

When estimating the nth symbol, let the kth channel feed-
forward filter tap weight vector be

a0k½n� ¼ fak1½n�,. . .,akNff
½n�gn, ð4Þ

where the number of feed-forward taps is Nff and * denotes
complex phase conjugation. For down-sampling at a random
initial instant, a T/2 spaced (2 samples per symbol) DFE is
sufficient to correct synchronization errors for the signal, which
has a bandwidth of 1/T (George et al., 1971). The input samples to
the feed-forward filter of Nff taps are written as a vector

vk½n� ¼ fvk½nT�,vk½nT�T=2�,. . .,vk½n�Nff T=2�gT : ð5Þ

The tap coefficient vector for the feedback filter is written as

b0½n� ¼ fb1½n�,. . .,bNfb
½n�gn, ð6Þ

where the number of feedback taps is Nfb, and the vector is
updated at the symbol rate 1/T. The input vector to the feedback
filter is

d½n� ¼ fÎ½n�1�,. . ., Î½n�Nfb�g
T
, ð7Þ

Fig. 1. Receiver structure of a multichannel DFE. There are N samples per symbol in baseband digital signal processing.
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and Î½n� is a decided output, which is the closest symbol to the
estimated symbol ~I½n�. ~I½n� is obtained by combining the
K-channel estimates

~I½n� ¼ fa01½n�,. . .,a0K ½n�,�b0½n�g

v1½n�e�jŷ1 ½n�

^

vK ½n�e�jŷK ½n�

d½n�

8>>>><>>>>:

9>>>>=>>>>;¼ c0½n�u½n�: ð8Þ

ŷk½n� corrects the phase offset of the current symbol, which is
going to be fed into the feed-forward filter, and it is updated by
the second order DPLL.

The estimation error is defined as

e½n� ¼ I½n��~I½n�, ð9Þ

where I[n] is the training symbol in the training mode. I[n] is
replaced by Î½n� in iterations of tracking mode. The coefficients of
the K feed-forward filters are jointly updated by the RLS algorithm
to minimize the output MSE

JMSE½n� ¼ Ef9e½n�92g ¼ Ef9I½n��~I½n�92g, ð10Þ

where 9e[n]9 denotes the absolute value of e[n]. The instantaneous
estimate of the gradient of JMSE[n] with respect to ŷk½n� is

Fk½n� ¼ Imfa0k½n�vk½n� e½n�� �ng, ð11Þ

and Imf�g denotes the imaginary part of a complex number. The
second order DPLL updating equation is given by (Stojanovic et al.,
1993)

ŷk½nþ1� ¼ ŷk½n�þK1Fk½n�þK2

Xn
m ¼ 0

Fk½m�, k¼ 1,. . .,K , ð12Þ

where K is the number of receiving channels, and K1 is the
proportional tracking constant and K2 is the integral tracking
constant. As suggested by Stojanovic (2008), K2 ¼ K1=10 is chosen
to achieve good performance, and this carrier-phase tracking
method has been widely used in coherent communications
(Edelmann et al., 2005; Gomes et al., 2008; Song et al., 2008;
Yang, 2007).

Since the adaptive channel equalizer is an adaptive filter to
deconvolve the channel impulse response, the number of taps for
the filter is determined by the time spread. In each iteration for
the RLS algorithm to update a0k½n� and b0k½n�, the arithmetic
operations for McDFE are performed on the order of {(NffþNfb)K}

2

(Haykin, 2001). The computational load increases with the num-
ber of taps plus the number of receiving channels, and it becomes
intractable in a channel of extended time spread. Besides, the
number of training symbols increases with the number of taps,
where the efficiency in communications is decreased.

3. PPC approach

The passive time reversal communications can be realized by
PPC processing. The PPC approach refocus time delayed arrivals at
the receiving array, where ISI caused by multipath is significantly
reduced, and this property is used for communications. ISI caused
by multipath is mitigated by temporal focusing, and spatial
diversity is obtained by spatial focusing. The single channel
output of refocusing z(t) is written as

zðtÞ ¼
XK
k ¼ 1

hkð�tÞ � vkðtÞ

¼
XK
k ¼ 1

hkð�tÞ �
X
m

I½m�hkðt�mTÞejykðtÞ þ
XK
k ¼ 1

hk �tð Þ �wkðtÞ

¼
X
m

I½m�
XK
k ¼ 1

hkð�tÞ � hkðt�mTÞejykðtÞ þBðtÞ

¼
X
m

I½m�
XK
k ¼ 1

Qkðt�mTÞejykðtÞ þBðtÞ

¼
X
m

I½m�Q ðt�mTÞejykðtÞ þBðtÞ, ð13Þ

where Q(t) is the autocorrelations of the channel impulse
response summed over the K-channels, yk tð Þ is the carrier fre-
quency shift after K-channel combining, B(t) is a filtered noise,
and � denotes convolution. In each channel, the time reversed
impulse response hk(�t) is used as a filter to achieve pulse
compression Qk(t), which denotes the autocorrelation of hk(t).

The Fourier transform of Q(t) is

Q ðoÞ ¼ FT
XK
k ¼ 1

hkð�tÞ � hkðtÞ
( )

¼
XK
k ¼ 1

Hn

k ðoÞHkðoÞ

¼
XK
k ¼ 1

9HkðoÞ92 ¼
XK
k ¼ 1

QkðoÞ, ð14Þ

where Hk(o) denotes the Fourier transform of the impulse
response hk(t). Q(o) represents a frequency response averaged
over the independent {Qk(o)}, and it can remove spectral nulls
and peaks, which could occur in a single channel Qk(t) function.
By multichannel combining shown in Eq. (14), spatial diversity is
exploited by passive time reversal to suppress ISI. Since Q(o) is
bandwidth limited, the main lobe plus side lobes of Q(t) could
cause residual ISI. As discussed by Yang (2004), the side lobe level
of Q(t) decreases with an increasing number of receivers, and the
side lobes cannot be eliminated. In Eq. (13), residual ISI caused by
Q(t) is removed by an adaptive channel equalizer.

The receiver structure for passive time reversal communica-
tions is shown in Fig. 2, and it is realized by PPC plus a single
channel DFE. A single channel DPLL is used to track the phase
offset caused by ejykðtÞ. Since ISI is mitigated by refocusing, the

Fig. 2. Receiver structure for passive time reversal communications.
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Fig. 3. Receiver structure of a PPC based multichannel DFE.

Fig. 4. (a) Experimental area in Trondheim harbor. The dash line is the communication track. (b) Depth profile in the communication direction. The red dot on the left

denotes the transmitter position, and the blue dot on the right denotes the receiving array. (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this article.)
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number of taps for the feed-forward and feedback filters is
significantly reduced, where the computational load for the RLS
algorithm is reduced. In a time-varying channel, the refocusing
degrades with time, and the DFE also tracks the channel variation.

It is discussed by Yang (2004) that DFE achieves superior
performance over PPC, where one receiver is used for analysis, as

the minimum output MSE satisfies

JPPCminZ JDFEmin: ð15Þ
Due to interchannel correlations in a real ocean, there is lack of

literature for theoretical analysis of the inequality for multi-
channel scenarios. The inequality has been proved by numerical
simulations and real data processing results (Yang, 2004), where
11 receivers (with an element spacing of 5 m in simulations) were
used in communications at a carrier frequency of 750 Hz, and an
McDFE achieves better performance than PPC–DFE. The perfor-
mance improvement of PPC–DFE is attributed to spatial diversity
exploitation.

For practical purposes, a small number of hydrophones are
preferred. In order to improve the performance of PPC–DFE,
adaptive spatial diversity combining is investigated. The structure
of PPC–McDFE is shown in Fig. 3. Prior to the multichannel
equalization, pulse compression is conducted to reduce the
number of taps for equalization, where the complexity of the
multichannel DFE is reduced. The RLS algorithm jointly updates
the coefficients for the feed-forward filters in order to minimize
output MSE. K-channel independent DPLLs are implemented for
carrier-phase tracking. Comparing with the structure shown in
Fig. 2, where multichannel combining is conducted prior to
equalization, adaptive diversity combining is performed by PPC–
McDFE to obtain an estimate. Spatial diversity is exploited in the
same way of McDFE shown in Fig. 1.

Fig. 6. One period of the transmitted signal.

Fig. 7. Impulse response measurements in the 45 min experiment. (a) Hydrophone No. 2 and (b) hydrophone No. 5.

Fig. 5. Sound speed profiles measured at different distances to the receiving array.
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For a receiving array deployed in a time-varying ocean, since it
is unfeasible to predict interchannel correlations, it is preferred
that spatial diversity could be exploited by an adaptive scheme,
which updates the diversity combining coefficients to minimize
output MSE. In order to decrease the computational load for the
RLS algorithm, PPC–McDFE provides an alternative as a receiver
structure of low complexity, since the number of taps is signifi-
cantly reduced by pulse compression. The three receiver struc-
tures shown in Figs. 1–3 are assessed by off-line real data
processing.

4. The experiment

The communication experiment was conducted on June 30,
2010, in Trondheim harbor in Norway. The experimental area is
shown in Fig. 4(a). The shallow region, which is less than 20 m,
extends about 100 m offshore, and the sea depth varies from tens
of meters near the island Munkholmen (in the center of the
figure) to hundreds of meters. Fig. 4(b) shows that the depth
along the communication track changes from 10 m to 380 m. The
red dot denotes the position of the transmitter in a distance of
4 km to a cross receiving array (CRA). The transmitter used a
hemispherical acoustic transducer suspended at a depth of 20 m
from the NTNU research vessel R/V Gunnerus. The CRA of 10
hydrophones is near-shore deployed in a water depth of 10 m,
and it consists of a vertical receiving array of 6 hydrophones

(hydrophone No. 1–6) with 1 m element spacing and a horizontal
receiving array of 4 hydrophones (hydrophone No. 7–10) with
1.5 m element spacing. Hydrophone No. 1 is 1.5 m above the
bottom, and hydrophones No. 7–10 are 4 m above the bottom.
The dynamic positioning system of R/V Gunnerus was activated to
reduce drifting.

The experiment was conducted on a windy and rainy day. In
order to monitor the environmental variations in the trial, sound
speed profiles were measured by the R/V Gunnerus. Fig. 5 shows
the sound speed profiles measured at different distances to the
receiving array. In the communication track, there was a sound
channel at the depth of 20 m during the trials. The array was
deployed in the shallow region at a depth which was different
from the transmitter depth, and the received signal experienced
time-varying fading due to reflections in the acoustic propagation.

In the experiment, one period of the transmitted signals
shown in Fig. 6 was repeatedly transmitted for about 45 min.
The carrier frequency of the transmitted signals was 12 kHz.
LFM denotes a 0.1 s linear frequency modulation (LFM) chirp
with a Hanning window, and its effective bandwidth is 2.2 kHz.
The 60-chirp signal is used to measure the channel response of
18 s within each period. The data symbols are generated by
binary phase shift keying (BPSK), quadrature phase shift
keying (QPSK) modulations and 8 phase shift keying (8PSK), and
the symbol rate is 1/T¼1 kilosymbols/s. The LFM chirp is used as
both a channel probe signal and a shaping pulse for PPC commu-
nications, so the received probe signal is immediately used for
PPC processing. The received waveforms were recorded with a
sampling frequency of 96 kHz for off-line processing in the
laboratory.

Fig. 8. Phase offset measurements in two periods. (a) The first period and (b) the

tenth period.

Fig. 9. Mean phase offset measurement in the 45 min experiment.

Table 1
Receiver parameters for McDFE.

Parameters Description Value

Fs Sampling frequency (kHz) 96

fc Carrier frequency (kHz) 12

R The symbol rate (kilosymbols/s) 1

N Over sampling factor 2

Nff The number of feed-forward filter taps 40

Nfb The number of feedback filter taps 40

Nt The number of training symbols 720

l RLS forgetting factor 0.99

K1 Proportional tracking constant in PLL 0.01

K2 Integral tracking constant in PLL 0.001
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5. Results and analysis

This section shows channel measurements, communication
results, and performance of the three receiver structures.

5.1. Channel measurements

By taking advantage of the correlation property of the LFM
chirp, the channel impulse response is measured using the replica
correlation method. Fig. 7 shows two overview examples of the
channel response that the 18-second channel response is mea-
sured every 152.548 s, where the hydrophones are 2.5 m and
5.5 m above the sea bottom, respectively. The response changes
with time and the hydrophone position, and time delayed arrivals
span more than 10 ms. The magnitude variations indicate that the
receiving SNR changes with time and hydrophone position.
Temporal dilation is observed in the first period, temporal
compression of different rates is observed in the rest of 17
periods, as the arrivals are not aligned in delay time due to
relative movement between the transmitter and the receiver
(Sharif et al., 2000). Since the rate of compression or dilation
caused by Doppler shift is time variant, it indicates that the carrier
frequency shift changes with time in the trial.

The carrier frequency shift is measured using the cross-
correlation method given in Zhang and Dong (2011), where the

first received chirp is used to correlate with the following
received chirps. The phase offset of cross-correlation between
two received chirps is measured, and the frequency shift is
estimated by the slope of the phase offset. Fig. 8 shows the phase
offset measurements of 10 receiving hydrophones. Among the

Fig. 10. Performance of McDFE for various numbers of hydrophones. (a) Hydrophone No. 1–4, (b) hydrophone No. 1–6, and (c) hydrophone No. 1–10.

Fig. 11. Output of 10 DPLLs in the first period.
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hydrophones, there is little difference in terms of the slope of the
phase offset. The slope is not constant within 18 s due to time-
varying Doppler shift. In approximation, the slope in the first
period is about –2.70 rad/s, which is equivalent to a frequency
shift of �0.42 Hz; the slope in Fig. 8(b) is about 3.60 rad/s, which
is equivalent to a frequency shift of 0.57 Hz. A negative frequency
shift correlates with the response measurement in the first period
shown in Fig. 7, where dilation caused by the reverse movement
is observed.

The mean phase offset measurement for 18 periods is shown
in Fig. 9, where 10 hydrophones are used. The slope changes with
period. Only one negative frequency shift is observed. In calcula-
tion, the equivalent frequency shift changes from 0.16 Hz to
0.88 Hz in the rest of 17 periods. It is shown that time variant
Doppler shift existed in the experiment, where the phase offset
measurement correlates with the impulse measurement shown in
Fig. 7. It is unfeasible to preset a carrier frequency in demodula-
tion, and the method of DPLL is implemented to realize carrier-
phase tracking.

5.2. The communication results

Since the transmitted communication signal was pulse-shaped
by the LFM chirp of 0.1 s, McDFE has to remove ISI caused by the
chirp plus the channel impulse response. The parameters for
McDFE are listed in Table 1. The feed-forward filters span 20

symbol intervals, where there are two samples per symbol in
digital signal processing. Fig. 10 shows the receiver performance
for BPSK. The number of hydrophones is increased from 4 to 10,
the bit error rate (BER) is decreased from 6.94e�3 to 1.28e�4,
and the output SNR calculated by (1�MSE)/MSE (Proakis, 2001) is
increased from 7.54 dB to 15.84 dB. The performance in terms of

Fig. 12. (a) Channel responses estimated by the LFM chirp, (b) normalized magnitude of Q̂kðtÞ functions over 10 receiving channels, and (c) normalized magnitude of Q̂ ðtÞ
function.

Fig. 13. Performance in terms of output SNR as a function of the number of

receivers.
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output SNR is improved with an increasing number of receivers,
as spatial diversity is better exploited using more independent
receivers. K¼10 receiving channels are used in the following
analysis.

Fig. 11 shows the DPLL output in BPSK communication of the
first period. There is little difference among the receivers in terms
of the slope of the phase offset, and the mean slope is �5.13 rad/s,
which is equivalent to a frequency shift of �0.81 Hz. The negative
frequency shifts obtained by DPLLs correlate with the measure-
ment shown in Fig. 8(a). In order to deconvolve the channel
impulse response, the number of taps for McDFE increases with
the time spread. With a large number of taps, the computational
load for the RLS algorithm is intractable in practice where the
number of receiving channels becomes large. PPC communications
take advantage of pulse compression to reduce the complexity of
an adaptive channel equalizer.

Fig. 12 shows an example of ISI mitigation by pulse compres-
sion. As shown in Fig. 12(a), the multipath pattern changes with
hydrophone, and the time spread varies from 5 to 15 symbol
intervals. The complexity of conventional adaptive channel equal-
izers increases with the time spread. Pulse compression acts as
match-filtering, which mitigates ISI by taking advantage of
temporal diversity. Fig. 12(b) shows the normalized Q̂kðtÞ func-
tions, where Q̂kðtÞ is the estimate of Qk(t). The time delayed
arrivals are compressed within the main lobe width of 1 symbol
interval, and there are side lobes. In two receiving channels, the
side lobe magnitude is more than 40% of the main lobe magni-
tude. The side lobes change with receiving channel, as they are

determined by the channel physics—the channel impulse
response. Fig. 12(c) shows the normalized Q̂ ðtÞ function, where
Q̂ ðtÞ is the estimate of Q(t). Q̂ ðtÞ is obtained by

Q̂ ðtÞ ¼ 1

10

X10
k ¼ 1

Q̂kðtÞ ð16Þ

Comparing with a single channel Q̂kðtÞ, the side lobe level of
Q̂ ðtÞ is reduced, because fQ̂kðtÞg are uncorrelated. After temporal
focusing, spatial diversity is used by passive time reversal to
reduce residual ISI caused by the side lobes, and residual ISI is
removed by a single channel DFE shown in Fig. 2.

Since ISI is mitigated by pulse compression, the number of tabs
for an adaptive channel equalizer is reduced. For both PPC–DFE
and PPC–McDFE, the numbers of feed-forward and feedback filter
taps are Nff¼8 and Nfb¼2, respectively, where the number of
training symbols is Nt¼72, and the RLS algorithm is configured
the same as McDFE shown in Table 1. Fig. 13 shows the
performance in terms of output SNR as a function of the number
of receivers K. The output SNR increases with the number of
receiving channel, since more receivers are used to exploit spatial
diversity. With a reduced number of taps, PPC–McDFE achieves
similar performance of McDFE. PPC–DFE achieves the poorest
performance when KZ2, and it obtains an output SNR of 3.20 dB
less than McDFE, where 10 receivers are used.

The results for BPSK and QPSK of 18 periods are shown in
Fig. 14. The output SNR changes with time due to the time variant
input SNR, which is shown by the magnitude variation of the

Fig. 14. Performance in terms of output SNR. (a) BPSK and (b) QPSK.
Fig. 15. Spatial coherence measured as a function of the receiver index. The

reference hydrophone is: (a) k¼2 and (b) k¼8.

G. Zhang, H. Dong / Ocean Engineering 38 (2011) 1611–1623 1619



response measurements shown in Fig. 7. PPC–DFE achieves the
poorest performance for both BPSK and QPSK, and it fails to
recover the information in 4 periods for QPSK. PPC–McDFE
achieves similar performance of McDFE for BPSK, and it achieves
superior performance for QPSK. PPC–McDFE improves the perfor-
mance of PPC–DFE, and the improvement changes with time. In
calculation, the improvement changes from 1.28 dB to 6.90 dB
for BPSK.

The improvement by PPC–McDFE originates from spatial
diversity exploited by adaptive multichannel combining. Inter-
channel correlations exist among the receivers of the receiving
array. The interchannel correlation between the kth and lth
receivers is measured by the spatial coherence, which is given by

cðk,lÞ ¼ 9rkð�tÞ � rlðtÞ9maxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9rkð�tÞ � rkðtÞ9max9rlð�tÞ � rlðtÞ9max

q ð17Þ

where 9rkð�tÞ � rlðtÞ9max denotes the maximum absolute value of
the correlation between rk(t) and rl(t), and rk(t) is the received
signal of the kth hydrophone. Fig. 15 shows two examples of the
spatial coherence measurement in 18 periods, where k is fixed as
a reference and l is changed from 1 to 10. It is shown that the
receiving channels are not independent and interchannel correla-
tions change with time. Time-variant spatial diversity attributes
to the improvement variation of PPC–McDFE.

In order to show the advantage of pulse compression, PPC–DFE
and PPC–McDFE are tested using Nff¼2 and Nfb¼1, where the
number of training symbols is Nt¼24 and the RLS is configured as
shown in Table 1. The feed-forward filter taps span one symbol
interval. Fig. 16 shows the performance of PPC–DFE and PPC–McDFE,
respectively. Both structures with a minimal number of tabs have
succeeded in recovering the distorted information. As shown in
Fig. 16(a), PPC–DFE achieves a BER of 1.25e�2 with a mean output
MSE of �10.89 dB. Its performance is improved by PPC–McDFE

Fig. 16. Performance for BPSK. (a) PPC–DFE and (b) PPC–McDFE.

Fig. 17. Illustration of despreading. (a) 4 multipath arrivals of a central frequency

fc, (b) replica LFM chirp of a central frequency fcþ fp, and (c) output of frequency

components. (For interpretation of the references to color in this figure, the reader

is referred to the web version of this article.)
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shown in Fig. 16(b), where BER is decreased to 2.24e�3 with a mean
output MSE of �12.52 dB. The phase offset of PPC–DFE is the mean of
10-DPLL output of PPC–McDFE. The slope of the phase offset is not
constant within 15.565 s, and it is approximate 3.21 rad/s, which is
equivalent to a frequency shift of 0.51 Hz. Spatial diversity contributes
the superior performance of PPC–McDFE, as the information of the
output MSE is used in the diversity combining.

In a real ocean, since receivers are deployed with interchannel
correlations (Yang, 2007) plus different input SNRs due to acoustic
propagation, the scheme of adaptive multichannel combining is
superior to obtain spatial diversity. PPC–McDFE takes advantage of
temporal diversity by pulse compression, and it exploits spatial
diversity with considering a previous output MSE to adjust diversity
combining in order to minimize current output MSE.

5.3. Improvement from the probe processing

In this paper, the LFM chirp is used as both a shape pulse and a
channel probe signal. As discussed by Song et al. (2010), there is
minimal difference between using the two kinds of shape
pulses—a LFM chirp and a root-raised cosine filter. Comparing
with the method using a root-raised cosine filter (Flynn et al.,
2004; Song et al., 2008), where the least square algorithm is used
to estimate the channel response, the method using the chirp
as a shaping pulse is of low complexity in realization. The
received probe signal, which is immediately used for PPC

processing is further processed to improve the receiver perfor-
mance (Zhang et al., 2011).

The time delayed LFM chirp arrivals do not overlap in the
frequency domain. The arrivals can be converted into constant
frequencies by dispreading (Kebkal and Bannasch, 2002). Fig. 17
shows the despreading process. There are 4 arrivals illustrated by
different colors shown in Fig. 17(a), where the arrivals are
truncated with a time window Ttr and multiply with the replica
chirp of time duration Ttr. As shown in Fig. 17(b), the frequency
sweeping rate of the replica chirp is the same as the probe signal,
but the carrier frequency is different from the probe signal. The
received probe signal multiplies with the replica chirp, the double
frequency part is filtered out using a low pass filter, and then the
arrivals are converted into frequency components shown in
Fig. 17(c). The frequencies can be selected by narrow band pass
filtering, where the broadband noise is also suppressed, and
afterwards the selected frequencies are converted into chirp
arrivals by spreading on the replica chirp again.

Fig. 18 shows examples of the received probe processing,
where the filtering bandwidth for the arrival selection is
1.2 kHz, which is equivalent to select the arrivals within 0.02 s.
In the three examples, it is shown that the noise level is reduced
and some late arrivals are excluded. Fig. 19 shows an example of
the improvement by the probe processing. The BER is decreased
from 3.53e�2 to 1.08e�2, as the output SNR is increased by
2.23 dB. The improvement is attributed to noise suppression and
multipath selection, where the arrivals outside 0.02 s are

Fig. 18. Received and processed probe signals. (a) Hydrophone No. 1, (b) hydrophone No. 4, and (c) hydrophone No. 7.
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excluded. With a LFM chirp as the shape pulse for PPC commu-
nications, it is of low complexity to estimate the channel for PPC
processing, and the performance can be further improved by
selecting the arrivals from the received probe signal.

6. Summary

Using multiple receivers distributed in space, spatial diversity
is exploited by multichannel processing to achieve stable perfor-
mance in a time-varying channel. Passive time reversal refocuses
time delayed arrivals at the receiving array, where spatial diver-
sity is used to suppress ISI for communications, and the property
of refocusing reduces the number of taps for adaptive channel
equalization. For practical purposes, it is preferred that good
performance could be obtained with a small number of receivers.
We have investigated three types of receiver structures, which are
assessed by the real data collected in a range-dependent channel
where the depth changes from 10 m to 380 m. The receiver
performance is evaluated in terms of BER, output SNR and output
MSE. The proposed PPC based multichannel DFE displays
improved performance for the structure based on passive time
reversal, and it also displays a reduced complexity for the
conventional multichannel DFE.

The computational load of the RLS algorithm increases with
the number of taps for an adaptive channel equalizer. Pulse
compression is used by the PPC approach to reduce the number
of taps for equalization. Since the time delayed arrivals is
compressed within one symbol interval, the PPC based methods
recover distorted information with a minimal number of taps,
which span only one symbol interval. In the experimental
assessment, PPC–McDFE with a reduced number of taps approx-
imates the performance of McDFE, and it achieves superior
performance over the passive time reversal communications.
Based on temporal diversity obtained by PPC processing, PPC–
McDFE performs adaptive diversity combining to exploit spatial
diversity, where the output MSE is minimized.

Finally, with a LFM chirp as a shape pulse, the performance of
PPC–McDFE is improved by processing the received probe signal,
where the time delayed arrivals are selected and the noise from
the received probe signal is suppressed. The improvement in
terms of output SNR is shown for 8PSK communication, where the

arrivals within 0.02 s are selected. It is flexible to select the
arrivals by adjusting the filtering bandwidth.
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a b s t r a c t

This paper presents a multicarrier communication system which transmits information on independent
subcarriers to achieve an increased data rate. For this system, a passive-phase conjugation (PPC) based
receiver structure is assessed by processing data collected in sea trials. Based on temporal diversity (pulse
compression) exploited by PPC processing, an adaptive multichannel decision feedback equalizer is used
to remove intersymbol interference, where spatial diversity is exploited by adaptive multichannel com-
bination. The digital phase-locked loop (DPLL) technique is implemented for carrier-phase tracking. In the
scenario of low input signal-to-noise ratios (SNRs), the receiver structure achieved superior performance
using a common DPLL. In a depth-fluctuated environment, two sea experiments were conducted over
ranges of 2 km and 4 km, respectively, and this communication system was assessed with a data rate
of 4 kbps. In terms of mean square error, output SNR and bit error rate, this receiver structure has dem-
onstrated its performance for the multicarrier communication system.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Underwater acoustic communication is subject to the bandwidth
limited acoustic channel [1], which is characterized by time-varying
extended multipath patterns. For the concept of underwater acous-
tic networks [2], high-rate communications have been researched to
increase the throughput of point-to-point communications.
Examples include incoherent communications using orthogonal
multiple frequency shift keying [3], coherent communications using
time reversal [4–6], and orthogonal frequency-division multiplex-
ing communications using orthogonal subcarriers [7]. For high rate
communications, intersymbol interference (ISI) caused by multi-
path results in errors, and has to be removed by adaptive channel
equalizers. Passive-phase conjugation (PPC) processing achieves
pulse compression of time delayed arrivals [8], and this property is
used to mitigate ISI for coherent communications, where the com-
plexity of adaptive channel equalization is reduced [9]. In this paper,
a multicarrier communication system is presented, for which a PPC
receiver structure is tested.

On the mth subcarrier frequency fm, a communication signal
consists of a sequence of informational symbols denoted as Im[n],
where each symbol occupies a duration T. The transmitted signal
sm(t) is expressed as

smðtÞ ¼ Re
X
n

ej2pfmtIm½n�gðt � nTÞ
( )

; ð1Þ

where Re{�} denotes the real part of a complex number, and gðsÞ
presents a pulse shape function that

gðsÞ ¼ 1; for 0 6 s < T

0; otherwise

�
: ð2Þ

The transmitted signal s(t) of NC independent subcarriers is
expressed as

sðtÞ ¼
XNC

m¼1

smðtÞ: ð3Þ

In order to reduce intercarrier interference caused by spectrum
leakage, a raised-root cosine pulse shape is used to constrain the
bandwidth of sm(t) to Bw. Then the frequency separation between
two adjacent subcarriers is required to be

jfm � fmþ1j P Bw: ð4Þ
Information modulated on the NC subcarriers is recovered

independently at the receiver.
In the kth receiving channel of the impulse response hk(t), the

received signal can be written as

rkðtÞ ¼ hkðtÞ � sðtÞ þwkðtÞ; ð5Þ
where � denotes convolution, and wk(t) is a bandwidth limited
noise. Using the time reversed channel response hk(�t), PPC

0003-682X/$ - see front matter � 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.apacoust.2011.06.004

⇑ Corresponding author.
E-mail address: guosong.zhang@iet.ntnu.no (G. Zhang).

Applied Acoustics 72 (2011) 953–961

Contents lists available at ScienceDirect

Applied Acoustics

journal homepage: www.elsevier .com/locate /apacoust



processing acts as a matched filter for the received signal. The
output of one channel PPC processing is

zkðtÞ ¼ hkð�tÞ � rkðtÞ ¼ hkð�tÞ � ðhkðtÞ � sðtÞ þwkðtÞÞ
¼ qkðtÞ � sðtÞ þ 1kðtÞ; ð6Þ

where qk(t) presents the autocorrelation of hk(t), and fk(t) is a fil-
tered noise. Since hk(t) is bandwidth limited, the main lobe width
of qk(t) is determined by the bandwidth of hk(t), and the side lobes
of qk(t) cause residual ISI. The side lobes of temporal focusing is sup-
pressed by multichannel combination, e.g. the passive time reversal
method exploits spatial diversity with a receiving array to mitigate
ISI [10]. As discussed by Yang [10], ISI cannot be eliminated. How-
ever, residual ISI can be removed by an adaptive channel equalizer.

Multiple receivers distributed in space decrease the probability
of deep fading in a time-varying channel [11], where spatial diver-
sity is exploited for stable communications. For practical purposes,
a small number of receivers are preferred in realization. Yang
showed [10] that a multichannel decision feedback equalizer
(DFE) achieves superior performance over the receiver structure
based on passive time reversal, where up to 11 receivers are used
in both numerical simulation and real data verification. With re-
duced complexity, a receiver structure of PPC based multichannel
DFE [12] is used in this paper, and it achieves superior performance
over the structure based on passive time reversal [13], where adap-
tive spatial combination exploits spatial diversity. The PPC based
receiver structure is assessed for the multicarrier communication
system.

The reminder of this paper is organized as follows. The receiver
diagram of PPC based multichannel DFE is introduced in Section 2.
Section 3 describes the setup for two experiments conducted in
Trondheim harbor, Norway. Section 4 shows the channel measure-
ments, including examples of channel response overview, spatial
coherence and carrier frequency shift measurements. In Section
5, the off-line processed results are presented and discussed.
Conclusions are given in Section 6.

2. The receiver structure

For passive time reversal communications, ISI is significantly
mitigated by refocusing time delayed arrivals at the receiving ar-
ray, and then only one adaptive channel equalizer with a reduced
number of taps is required to remove residual ISI [5]. Fig. 1 shows
the receiver structure based on passive time reversal. One channel
output for adaptive channel equalization is obtained by the K-
channel equal weight combination

zðtÞ ¼
XK
k¼1

hkð�tÞ � rkðtÞ ¼
XK
k¼1

qkðtÞ � sðtÞ þ
XK
k¼1

1kðtÞ

¼ qðtÞ � sðtÞ þ 1ðtÞ; ð7Þ
where q(t) is the autocorrelation of the impulse response functions
summed over the K receivers, and f(t) denotes the noise. Residual
ISI caused by q(t) is removed by a single channel DFE, and carrier-
phase tracking is realized by a second order digital phase-locked
loop (DPLL) technique [14]. DPLL tracks carrier-phase on a sym-
bol-by-symbol basis. Between the transmitter and the receivers,
sampling frequency differences can exist in the instrumentation,
time-varying Doppler shift due to relative movement causes the
carrier frequency shift, and therefore it is necessary that DPLL is
implemented to track the K-channel averaged frequency shift. The
output error is expressed as

em½n� ¼ Im½n� �~Im½n�; ð8Þ
where ~Im½n� denotes the estimate. Im[n] is replaced by the decided
output Îm½n� in the tracking mode. Based on the minimum mean
square error (MSE) criterion, tap coefficients of the feed-forward fil-
ter and the feedback filter are jointly updated by the recursive least
squares (RLS) algorithm, which has a fast convergence rate with
independence on the input data [15]. Since the receivers are inde-
pendently distributed in space, spatial diversity is exploited by
the multichannel combination. In a real ocean, time variant inter-
channel correlation exists [16], and adaptive spatial combination
is implemented to exploit spatial diversity in this paper.

Fig. 1. The receiver structure of passive time reversal. There are N samples per symbol in baseband digital signal processing.

Fig. 2. The receiver structure of PPC based multichannel DFE.
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Fig. 2 shows the receiver structure of PPC based multichannel
DFE. PPC processing is conducted prior to an adaptive multichannel
DFE, and time delay spread is reduced by pulse compression. Then
the number of taps for the feed-forward filters is decreased, and
the computational load for the RLS algorithm which updates the
K-channel tap coefficients is reduced. The tap coefficients and inde-
pendent DPLLs are jointly updated to minimize the output MSE.
Comparing with the multichannel combination of the structure
shown in Fig. 1, adaptive spatial combination shown in Fig. 2
exploits spatial diversity. As discussed by Yang [16], no model
can precisely predict the time variant spatial coherence in a real
ocean. Interchannel correlation impacts the spatial diversity
exploited by the q(t) function, since spatial diversity is obtained
regardless of the output. Based on a previous output MSE, adaptive
spatial combination is performed to minimize current output MSE.
The structure shown in Fig. 2 is tested by processing data collected
in two recent sea experiments.

3. The experiments

The two experiments denoted as Trial A and Trial B were carried
out on June 30, 2010, in Trondheim harbor in Norway. Fig. 3a
shows the experimental area, where the sea depth varies from a
few meters to hundreds of meters along the communication path.
Fig. 3b shows that the depth profile in the communication track
changes from 10 m to 380 m. The distances from the transmitter
to a cross receiving array (CRA) of 10 hydrophones are 2 km (Trial
A) and 4 km (Trial B), respectively. A hemispherical acoustic trans-
ducer is used by the transmitter, and its beam pattern is shown in
Fig. 4. The transducer was suspended at a depth of 20 m from the
NTNU research vessel R/V Gunnerus. The signals at an acoustic
source level of 183 dB re 1 lPa @ 1 m were repeatedly transmitted
for 45 min in each trial. The CRA was near-shore deployed in a
water depth of 10 m. The CRA consisted of a vertical receiving array
with six hydrophones (hydrophone Nos. 1–6) with 1 m element
spacing and a horizontal receiving array of 4 hydrophones
(hydrophone Nos. 7–10) with 1.5 m element spacing. Fig. 5 shows
an example of the sensitivity of the hydrophones. The dynamic
positioning system of R/V Gunnerus was activated to reduce
drifting.

The information symbols were generated using quadrature
phase-shift keying modulation with symbol rate of 1/T = 1 kilo-
symbols/s. Due to the bandwidth limitation of the transducer,

two subcarrier frequencies f1 = 11 kHz and f2 = 13 kHz were used
in the testing. Within a bandwidth of 4 kHz, the total data rate
was 4 kilobits/s. Data signals s1(t) and s2(t) were pulse-shaped by
a raised-root cosine filter, where the roll-off ratio was 1 to

(b)(a)
Fig. 3. (a) Experimental area in Trondheim harbor. The dash line denotes the communication track. (b) The depth profile in the communication track. The black and red dots
denote the positions of the transmitter in Trial A and Trial B, and the blue dots to the right denote the receiving array. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Fig. 4. Beam pattern of the transducer at 10 kHz. It is given by the manufacturer of
Chelsea Technologies Group.

Fig. 5. Receive sensitivity of the hydrophones.
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constrain the signal bandwidth Bw = 2 kHz. The subcarrier fre-
quency separation satisfied Eq. (4).

The signals shown in Fig. 6 were repeatedly transmitted with a
period of 152.548 s for about 45 min. The channel measurement
signal has duration of 18 s, and it consists of 60 Hanning-win-
dowed linear frequency modulation (LFM) chirps. A data signal of
15.565 s transmits 62,260 bits. One chirp in advance to the data

signal is used as the channel probe signal for PPC processing. The
central frequency of the chirp is 12 kHz, and the effective band-
width of the chirp is 2.2 kHz.

4. The channel measurements

The trials were conducted on a windy and rainy day. In order to
monitor the environmental variations in the communication track,
sound speed profiles were measured by the R/V Gunnerus. Fig. 7
shows the sound speed profiles measured at different distances
to the receiving array. There was a sound channel at the depth of
25 m during the trials.

In each period of 152.548 s, the channel impulse response of
18 s is measured by the signal consisting of 60 chirps. Fig. 8 shows
overviews of the channel response measurements in the 45-min
trials, where the replica correlation method is used. Time delayed
arrivals span about 5 ms in Trial A as shown in Fig. 8a, and they ex-
tend more than 10 ms in Trial B as shown in Fig. 8b. In both trials,
temporal compression/dilation is observed, as the arrivals are not
aligned in delay time. The compression/dilation of different rates
observed are caused by variant Doppler shifts due to relative
movement between the transmitter and the receiver [17]. The
dilation is only observed in the first transmission period of Trial

Fig. 6. One period of the transmitted signal.

Fig. 7. Sound speed profiles measured at different distances to the receiving array.

Fig. 8. The channel response measured at a depth of 4.5 m above the sea bottom. (a) Trial A. (b) Trial B.
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B, where the compression occurs in the other periods. The Doppler
shift of the carrier frequency is measured using the method of
cross-correlation between two received chirps.

For the kth receiving channel, the (l + 1)th received chirp rpkðt; lÞ
is written as

rpkðt; lÞ ¼ ejhkðtþlTpÞpðtÞ � hkðt; lTpÞ þwkðt; lÞ; 0 6 l < 60; ð9Þ

where p(t) is the chirp transmitted with a period of Tp = 0.3 s,
hk(t + lTp) is the phase offset, hk(t, lTp) presents the channel impulse
response at lTp, and wk(t, l) denotes a bandwidth limited noise. The

cross-correlation between the 1st and (l + 1)th received chirps is
defined as

qkðlÞ ¼
Z Tp

0
rpkðt;0Þ�rpkðt; lÞdt

¼
Z Tp

0
ejðhkðtþlTpÞ�hkðtÞÞjpðtÞj2hkðt;0Þ�hkðt; lTpÞdt

þ
Z Tp

0
wkðt; 0Þ�wkðt; lÞdt; ð10Þ

(a) (b)
Fig. 9. The phase offset measurements in the first period of two trials. (a) Trial A. (b) Trial B.

(a) (b)
Fig. 10. The spatial coherence in 45 min. (a) Trial A. (b) Trial B.

Table 1
Receiver parameters.

Parameters Description Value

Fs Sampling frequency 96 kHz
f1 Subcarrier-1 13 kHz
f2 Subcarrier-2 11 kHz
R The symbol rate on both subcarriers 1 kilosymbol/s
N Over sampling factor 4
Nff The number of feed forward filter taps 12
Nfb The number of feedback filter taps 2
Nt The number of training symbols 60
k RLS forgetting factor 0.999
K The number of channels 10
K1 Proportional tracking constant in DPLL 0.01
K2 Integral tracking constant in DPLL 0.001

Fig. 11. The spectrogram of the received communication signal.
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where (�)� denotes the complex conjugation. In a static channel, it is
simplified to

qkðlÞ ¼
Z Tp

0
ejðhkðtþlTpÞ�hkðtÞÞjpðtÞj2jhkðt;0Þj2dt þ rw; ð11Þ

where rw denotes the cross-correlation of the noises. The phase
offset hk(t) caused by a carrier frequency shift Dk can be written as

hkðtÞ ¼ 2pDkt þ /k; ð12Þ
where Dk denotes the carrier frequency shift and /k is the initial
phase. Eq. (11) is changed into

qkðlÞ ¼
Z Tp

0
ej2pDk lTp jpðtÞj2jhkðt;0Þj2dt þ rw ¼ Cej2pDklTp þ rw; ð13Þ

where C is an integration constant. Since there is no correlation
between wk(t, 0) and wk(t, l), the phase interference from rw is
neglected. The phase offset caused by Dk is given by

ukðlTpÞ ¼ phaseðqkðlÞÞ � 2pDkðlTpÞ: ð14Þ
Fig. 9a and b shows two examples of phase offset measure-

ments in Trial A and Trial B, respectively. There is little difference
in both examples in terms of the slope of phase offset, and the

Fig. 12. (a) The channel response estimated by the received LFM chirp. (b) Pulse compression.

Fig. 13. The receiver performance. (a–c) Subcarrier-1. (d–f) Subcarrier-2.

958 G. Zhang, H. Dong / Applied Acoustics 72 (2011) 953–961



slopes are indicated by the dotted lines. In Fig. 9a, the slope of
phase offset is about 3.9 rad/s, which is equivalent to a frequency
shift of 0.60 Hz. In Fig. 9b, an equivalent frequency shift of
�0.41 Hz is observed. A negative frequency shift correlates with
the channel measurement, where temporal dilation is only ob-
served in the first period, as shown in Fig. 8b. Since Doppler shift
changes in a time-varying channel, it is necessary to implement
DPLL to track the carrier frequency shift.

Interchannel correlation between two receivers is measured by
spatial coherence. The spatial coherence between the kth and ith
receiving channel is calculated by

wðk; iÞ ¼ jrkð�tÞ � riðtÞjmaxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijrkð�tÞ � rkðtÞjmaxjrið�tÞ � riðtÞjmax

p ; ð15Þ

where |rk(�t) � ri(t)|max denotes the maximum absolute value of
rk(�t) � ri(t). The spatial coherence measured in the trials is shown
in Fig. 10. It is shown that the spatial coherence changes with time.
In Trial A, there are several periods in which spatial coherence be-
tween two different hydrophones is more than 0.6. In Trial B, spatial
coherence is less than 0.6. The interchannel correlation decreased in
Trial B. Thus the adaptive spatial combination has advantage to ex-
ploit time-varying spatial diversity.

(a) (b)
Fig. 14. The input SNR and the receiver performance in the 45-min trial. (a) The input SNRs among 10 hydrophones. (b) The performance in terms of output SNR.

Fig. 15. The receiver performance with different phase tracking modes. (a and b) 10-DPLL. (c–e) 1-DPLL.

G. Zhang, H. Dong / Applied Acoustics 72 (2011) 953–961 959



5. Results and analysis

The parameters for the receiver structure are given in Table 1.
The number of taps for the multichannel DFE is chosen in an ad
hoc manner in the signal processing, and the forgetting factor k is
empirically chosen for the presented results. For the DPLL tech-
nique proposed by Stojanovic [18], the integral tracking constant
K2 is chosen as K2 = K1/10 in order to achieve good performance,
where K1 is the proportional tracking constant. A T/4 spaced (four
samples per symbol) multichannel DFE is used, and the taps of the
feed-forward filters spans three symbols as the number of taps for
the feed-forward filters is Nff = 12.

5.1. Trial A

Fig. 11 shows a spectrogram of the received communication sig-
nal. Intercarrier interference is reduced by pulse-shaping, and the
signal on each carrier is independent. Using an LFM chirp as the
channel probe signal, the received chirp is immediately used for
PPC processing [19], where the complexity for channel estimation
is reduced.

Fig. 12 shows an example of ISI mitigation by pulse compres-
sion. As shown in Fig. 12a, the multipath pattern changes with
the hydrophone, and the time spread changes from 2 to 8 symbol
intervals. Fig. 12b shows that the time delayed arrivals are com-
pressed within one symbol interval with side lobes. Based on pulse
compression, the number of taps for the multichannel DFE is sig-
nificantly reduced to remove residual ISI.

Fig. 13 shows the receiver performance for the received signal
within the first period. Fig. 13a and d shows the scatters of the soft
output. The bit error rates (BERs) on both subcarriers are 6.4e�5
and 1.6e�4, respectively. Information is correctly recovered with
the output MSEs shown in Fig. 13b and e, where the mean MSEs
of �14.4 dB and �13.1 dB are achieved. The 10-channel DPLL out-
put is shown in Fig. 13c and f. There is little difference in terms of
the slope of phase offset, where the equivalent carrier frequency
shifts are 0.51 Hz and 0.46 Hz. The DPLL output validates the chan-
nel measurement within the first period as shown in Fig. 9a, where
an equivalent carrier frequency shift of 0.60 Hz is observed.

To calculate the input SNR, noise power is calculated after the
received signal interval, and the signal-plus-noise power is calcu-
lated within the signal interval. Fig. 14a shows the input SNR mea-
surement. The input SNR changes with receiving channel and time.
Hydrophone No. 10 obtains the highest input SNR through the trial,
and the lowest SNR which occurs in hydrophone No. 6 is 8.3 dB.
Fig. 14b shows the receiver performance in terms of output SNR gi-

ven by (1-MSE)/MSE [11]. The output SNR changes with time due
to the time variant input SNR. The output SNR increases with in-
creased input SNRs. The lowest output SNRs are 9.8 dB and
9.6 dB achieved on both subcarriers. In total, 560,340 bits were
transmitted, and BERs of 1.1e�4 and 2.1e�4 are achieved on both
subcarriers, respectively.

5.2. Trial B

DPLL corrects phase rotations of the received symbols prior to
adaptive channel equalization. Fig. 15 shows that the receiver per-
formance is deteriorated without correct carrier-phase tracking,
where BER is 4.9e�1, because the DPLLs lost tracking as shown
in Fig. 15b. As discussed above, there is slight difference in terms
of Doppler shift among the 10 receiving channels, and therefore
the receiver structure can use a common DPLL given by

�̂h½n� ¼ 1
10

X10
i¼1

ĥi½n�: ð16Þ

Fig. 15c shows that BER is significantly reduced to 9.0e�3,
where Fig. 15d shows that a mean output MSE of �9.5 dB is
achieved. Fig. 15e shows that the averaged slope of phase offset
is 6.6 rad/s, which is equivalent to a frequency shift of 1.1 Hz.
One common DPLL given by Eq. (16) is used in the following
analysis.

Fig. 16 shows the receiver performance in terms of output SNR.
For both subcarriers, there are some periods that the receiver

(a) (b)
Fig. 16. The receiver performance in terms of output SNR. (a) Subcarrier-1. (b) Subcarrier-2.

Fig. 17. The receiver performance in terms of BER.
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structure using 10-DPLL fails to recover the transmitted
information. Consequently, the structure using 1-DPLL achieves
superior performance with improved output SNRs. The transmis-
sion source level was kept the same in both trials, but the propaga-
tion distance was increased to 4 km in Trial B, and the received
SNRs were decreased because of an increased propagation loss.
With low input SNRs, one common DPLL decreases the probability
of losing carrier-phase tracking. Fig. 17 shows the receiver perfor-
mance in terms of BER, which changes with the time variant out-
put SNR. The poorest BER of 2.4e�2 occurs on subcarrier-1,
where the output SNR is 4.6 dB. BER is decreased by an increased
output SNR, which is limited by the input SNR.

6. Conclusion

A multicarrier communication system is presented and
assessed through field trials. Higher data rate can be achieved by
increasing the number of subcarriers. Due to the bandwidth limita-
tion of the acoustic transducer, two subcarriers were used in the
45-min experimental testing. In processing data collected at two
distances to the receiving array, the receiver structure of PPC based
multichannel DFE has demonstrated its performance. Both tempo-
ral diversity and spatial diversity are exploited by this structure.

From the channel measurements and DPLL output, it is evident
that time-varying Doppler shift existed in the trials. Carrier-phase
tracking by the DPLL technique corrects phase rotations of the in-
put symbols prior to adaptive equalization. The performance of the
adaptive multichannel equalizer is deteriorated by the carrier-
phase tracking loss, and it is improved by using a common DPLL
which updates an averaged phase offset correction for all the
receiving channels.
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a b s t r a c t

This paper presents a receiver structure which exploits spatial diversity by adaptive multichannel com-
bining, which improves the performance of passive time reversal communications realized by passive-
phase conjugation (PPC). PPC processing achieves pulse compression for the time delayed arrivals at
the receiver, and this property is used for coherent communications to reduce the computational load.
The presented structure takes advantage of pulse compression and performs adaptive multichannel com-
bining, where the number of taps for adaptive multichannel processing is significantly reduced in order
to decrease the computational load. With a previous output mean square error (MSE), the adaptive com-
bining minimizes current output MSE, where spatial diversity is exploited by the adaptive combining.
This structure improves performance of the passive time reversal approach, even though the taps for
combining span one symbol interval. The performance improvement is demonstrated by a set of real data
collected in a recent sea experiment, which was conducted in a range dependent acoustic channel over a
range of 4 km.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Underwater acoustic communication is limited by the time-
varying underwater acoustic channel, which is characterized by
the time variant multipath structure due to boundary reflections
and refractions in the acoustic propagation [1]. The time delayed
arrivals due to multipath propagation can be refocused at the re-
ceiver by passive time reversal, which is realized by the passive-
phase conjugation (PPC) method [2]. PPC processing achieves pulse
compression which mitigates intersymbol interference (ISI) for
coherent communications [3]. Pulse compression reduces the com-
plexity for equalizing the channel effects. As discussed by Yang [4],
the main lobe width of pulse compression is determined by the sig-
nal’s bandwidth, there are also side lobes, which cause residual ISI.
After the temporal focusing, it has become popular that only a sin-
gle channel decision feedback equalizer (DFE) is required to re-
move residual ISI [5–7]. This scheme shows potential for high
rate communications of both single user [8] and multiuser scenar-
ios [9–11].

In this paper, a method is introduced to improve the perfor-
mance of passive time reversal approach. It is realized by PPC cou-
pled with a single channel DFE (PPC–DFE). The equal weight
multichannel combining is performed by passive time reversal,

where spatial diversity is exploited without considering inter-
channel correlations plus output MSEs. Based on pulse compres-
sion, the presented structure with a reduced number of taps
performs the adaptive combining to minimize the output mean
square errors (MSEs), and it is denoted as PPC coupled multichan-
nel DFE (PPC–McDFE). The presented receiver structure achieves
better performance, attributed to exploiting spatial diversity. Since
there is lack of a model which precisely predicts the acoustic chan-
nel for the high frequency scenario (e.g., 11–13 kHz), a field exper-
iment was conducted to collect data for off-line processing in the
Lab. Presented results have demonstrated that improvement is ob-
tained even though the taps span one symbol interval.

This paper is organized as follows. Section 2 introduces the
structure PPC–McDFE, and shows the difference from PPC–DFE.
Section 3 describes the experiment and presents the results and
analysis of coherent acoustic communications over a range of
4 km. Conclusions are given in Section 4.

2. The receiver structures

The underwater acoustic channel is characterized by time-varying
multipath patterns, which can be caused by bottom reflections,
moving sea surface reflections, and transmission through the
internal waves [7]. An adaptive channel equalizer is required to
deconvolve the channel effects for coherent communications.
Conventional signal processing applies the minimumMSE criterion
to determine the tap coefficients for the equalizer. The number of
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taps is determined by the channel physics—multipath, and it is
usually obtained by an ad hoc procedure and adjusted according
to the output error. Frequently, one gets poor performance due
to ignoring the time spread in the channel.

The concept of PPC processing is similar to match-field process-
ing [2]. PPC processing uses a filter of the channel response, and
achieves temporal focusing for multipath arrivals. The compres-
sion at the receiver suppresses the multipath, and reduces the span
of taps for adaptive channel equalization. Spatial diversity origi-
nates from spatially distributed receivers, and it is exploited by
passive time reversal communications to mitigate ISI, where the
fixed equal weight multichannel combining is performed prior to
the adaptive channel equalization. As pointed out in [12], there is
no model that could precisely predict the spatial coherence in a
real ocean. In reality, it is unfeasible to deploy receivers which
are independent. Without knowing interchannel correlations plus
input signal-to-noise ratios (SNRs) among the receivers, we prefer
adaptive multichannel combining to exploit the spatial diversity in
order to obtain better performance.

2.1. Passive time reversal structure

The communication information consists of a sequence of sym-
bols denoted as I[n], and each symbol occupies a duration of T. The
baseband data signal s(t) can be expressed as

sðtÞ ¼
X
n

I½n�gðt � nTÞ; ð1Þ

where g(t) is the pulse shape function for each symbol such that

gðsÞ ¼ 1; for 0 6 s < T

0; otherwise

�
: ð2Þ

In a multipath channel, the received communication signal of
the ith receiver can be written as

riðtÞ ¼ hiðtÞ � sðtÞ þwiðtÞ; ð3Þ
where hi(t) represents the channel impulse response, and wi(t) is a
band-limited noise, and � denotes convolution. PPC processing can
be seen as match-filtering the received signal. The output of match-
filtering of the ith receiving channel is expressed as

ziðtÞ ¼ hið�tÞ � riðtÞ
¼ hið�tÞ � ðhiðtÞ � sðtÞ þwiðtÞÞ
¼ hið�tÞ � hiðtÞ � sðtÞ þ hið�tÞ �wiðtÞ
¼ QiðtÞ � sðtÞ þ 1iðtÞ; ð4Þ

where Qi(t) is the autocorrelation of the impulse response hi(t) and
1i(t) is a filtered noise. Qi(t) is a function that the main lobe width is
determined by the bandwidth of hi(t) and there are side. Since Qi(t)
is not a Dirac function, side lobes of Qi(t) cause ISI. ISI can be miti-
gated by time reversal refocusing. With the equal weight combining
over the K receivers, one channel output of the focusing is given by

zðtÞ ¼
XK
i¼1

ziðtÞ ¼
XK
i¼1

QiðtÞsðtÞ þ
XK
i¼1

1iðtÞ ¼ QðtÞ � sðtÞ þ 1ðtÞ; ð5Þ

where Q(t) denotes the total response of autocorrelations {Qi(t)}
summed over the K receiving channels, and 1(t) represents a filtered
noise.

Fig. 1. The diagram of PPC coupled with a single DFE (N samples per symbol for digital signal processing).

Fig. 2. The diagram of PPC coupled with a multichannel DFE.
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The Fourier transform of the Q(t) function can be written as

QðxÞ ¼
XK
i¼1

H�
i ðxÞHiðxÞ ¼

XK
i¼1

jHiðxÞj2; ð6Þ

where the superscript � denotes complex conjugation and Hi(x) is
the Fourier transform of hi(t), and |Hi(x)| means the absolute value
of Hi(x). Hi(x) is frequency selective, and it may have spectral
peaks and nulls. The total frequency response Q(x) is smoothed
by the averaging over K independent receivers. Spatial diversity is
exploited to mitigate ISI in the combining process shown in Eq.
(5). With an increasing number of independent receivers, Q(t)
approximates a sinc function [4], and the side lobes of Q(t) could re-
sult in residual ISI which is removed by a single channel equalizer.

Fig. 1 shows the passive time reversal receiver structure, which
is realized by PPC coupled with a single channel DFE. In cascade
with the refocusing process, a single channel DFE with a reduced
number of taps is applied to remove residual ISI. The DFE also
tracks the variations, since the refocusing degrades with elapsed
time in a time-varying acoustic channel. Since the performance
of DFE is sensitive to the carrier-phase offset, a second order digital
phase-locked loop (DPLL) [13] is used to track the carrier-phase on
a symbol-by-symbol basis. With a fast convergence rate without
dependence on the input data, a recursive lease squares (RLS) algo-
rithm is used to update the tap weights to minimize output MSE.

2.2. The presented structure

The presented receiver structure referred as PPC–McDFE is
shown in Fig. 2. In this receiver structure, the adaptive multichan-
nel combining replaces the equal weight combining of passive time
reversal, at a cost of an increased number of taps of the feed-for-
ward filters, and there are K independent DPLLs for each receiver.
PPC processing acts as match-filtering, and it is conducted prior
to adaptive multichannel equalization, where the number of taps
is significantly reduced by pulse compression. The tap coefficients
of the feed-forward filters are jointly updated to minimize output
MSE. A small number of taps is preferred to reduce the computa-
tional load in iterations of the RLS algorithm. As shown in Fig. 1,
PPC–DFE exploits spatial diversity prior to the performance of
adaptive channel equalization. The proposed structure exploits
spatial diversity by adaptive multichannel combining, which is up-
dated based on a previous output MSE to minimize current output
MSE. The superior performance originates from spatial diversity

Fig. 3. (a) The experimental areal in Trondheim harbor. (b) The depth profile in the
communication track. The left red dot denotes the transmitter, and the right blue
dot denotes the receiving array.

Fig. 4. The estimated channel responses (the right panel) conditioned by the sound speed profile (the left panel) measured during the trial.

Table 1
Receiver parameters.

Parameters Description Value

Fs Sampling frequency 96 kHz
fc Carrier frequency 12 kHz
R The symbol rate 1 kilosymbols/s
N Over sampling factor 2
Nff The number of feed forward filter taps 2 or 8
Nfb The number of feedback filter taps 1 or 2
Nt The number of training symbols 72
Nc The maximum number of receiving channels 10
k RLS forgetting factor 0.999
K1 Proportional tracking constant in PLL 0.01
K2 Integral tracking constant in PLL 0.001
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exploited by the adaptive combining, and it is demonstrated by the
real data processing.

2.3. The carrier-phase synchronization

The carrier-phase offset is caused by the frequency shift, and it
has to be corrected before feeding the samples into the DFE, whose
performance could be degraded by the phase rotated symbols. The
frequency shift can be caused by two factors. One is Doppler shift
due to the relative movement between the transmitter and the

receivers. For example, a frequency shift can be observed by acous-
tic reflection from the moving sea surface. The other is from the
oscillators of instrumentation, where there is the sampling fre-
quency difference between the transmitter and the receivers.

In the ith receiving channel of PPC–McDFE, a second order DPLL
tracks the carrier-phase given by

ĥi½nþ 1� ¼ ĥi½n� þ K1Ui½n� þ K2

Xn

m¼0

Ui½m�; ð7Þ

where Ui[n] is the output MSE gradient with respect to ĥi½n�, K1 is
the proportional tracking constant, and K2 is the integral tracking
constant. It is suggested that K2 is equal to K1/10 for achieving good
performance [14]. The expression for Ui[n] is written as

Ui½n� ¼ Im a0iv i½n�e�jĥi ½n�e�½n�
n o

; ð8Þ

where a0i ¼ ai
1; . . . ; a

i
Nff

h i�
is the feed-forward filter tap weight vec-

tor, vi[n] is a vector of input baseband samples for the feed-forward
filter. e[n] is the estimation error, which is defined as

e½n� ¼ I½n� �eI½n�; ð9Þ

where eI½n� is the soft output of multichannel DFE. In the training
mode, I[n] is the transmitted symbol. In the tracking mode, the deci-
sion outputbI½n� replaces I[n] to obtain the estimation error. For PPC–
DFE shown in Fig. 1, the single DPLL tracks the averaged frequency
shifts of K receiving channels.

Fig. 5. The performance in terms of output SNR versus the number of receiving
channels.

Fig. 6. The evolution of feed-forward tap coefficients within 15.565 s. (a) The tap
No. 1. (b) The tap No. 2.

Fig. 7. Output SNR of 18 periods within 45 min.

Fig. 8. The spatial coherence measured in the 45-min trial.
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3. The experiment and analysis

3.1. The experimental setup

The sea experiment was carried out on June 30, 2010, in Trond-
heim harbor, Norway. In the experimental area shown in Fig. 3a,
the sea depth changes from a few meters to hundreds of meters.
Fig. 3b shows that the depth profile in the communication track
of 4 km changes from 380 m to 10 m. The red1 dot denotes the
position of the transmitter, which used a hemispherical acoustic
source suspended at a depth of 20 m from the NTNU research

vessel R/V Gunnerus. It was rainy and windy when the trial was
conducted from 15:00 to 16:00, and the dynamic positioning
system of R/V Gunnerus was activated to reduce drifting. A vertical
receiving array of 6 hydrophones (channel Nos. 1–6) with 1 m
element spacing and a horizontal receiving array of 4 hydrophones
(channel Nos. 7–10) with 1.5 m element spacing were used. The
deepest hydrophone of the vertical array, with number 1, was
about 1.5 m above the sea bottom. The horizontal array was de-
ployed at the depth of 5.5 m. The two arrays formed a cross receiv-
ing array (CRA) in a water depth of 10 m.

In the 45-min trial, one period signal at the carrier frequency of
12 kHz was repeatedly transmitted every 152.548 s. Within each
period, there were a channel probe signal of 0.1 s and a data signal
of 15.565 s. In order to decrease the impact from the probe signal,
there was 0.2 s silence between the probe signal and the data

Fig. 9. The receiver performance. (a) PPC–DFE. (b) PPC–McDFE (10 DPLL). (c) PPC–McDFE (1 DPLL averaged of 10 DPLL).

1 For interpretation of color in Fig. 3, the reader is referred to the web version of
this article.
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signal. The probe signal was a linear frequency modulation chirp
with a Hanning window, resulting in an effective bandwidth of
2.2 kHz, and it was also used as a shaping pulse for a binary phase
shift keying (BPSK) signal. For simplicity, the received chirp is
immediately used as the channel response estimate for PPC pro-
cessing [11]. The BPSK signal was transmitted at a symbol rate of
1 kilosymbols/s. The received waveforms of 18 periods were re-
corded at a sampling frequency of 96 kHz for off-line processing
in the laboratory.

3.2. The analysis

Fig. 4 shows the sound speed profile and an example of the
channel impulse response patterns at the receiving array, which
were estimated by the received probe signal using the replica cor-
relation method. The measured sound speed profile shows that
there was a sound channel at a depth about 20 m during the trial.
The multipath pattern varies with channels, and it changes from 5
symbol intervals in the channel Nos. 1–10 symbol intervals in the
channel No. 10. As the array was deployed in shallow water with a
depth which was different from that for the transmitter, it received
acoustic rays reflected from the surface and bottom. The multipath
pattern changed with time in the 45-min trial, resulting in time-
varying fading.

Both the receiver structures are configured with the parameters
in Table 1. There are two samples per symbol in the digital signal
processing. In order to compare with the equal weight combining,
the taps of feed-forward filters span one symbol interval. With
Nff = 2 and Nfb = 1, Fig. 5 shows the performance of the first period
versus the number of receiving channels, where output SNR is gi-
ven by (1 �MSE)/MSE [15]. The performance improves with the
increasing number of receivers. PPC–McDFE achieves a superior
performance over PPC–DFE using up to 10 receiving channels,
where the improvement gains 5 dB when using 10 channels. In
reality due to the instrumentation and environmental conditions,
for instance at different depths, the input SNRs are different among
the channels, and the PPC–McDFE obtains spatial diversity by
jointly updating the combining coefficients to maximize output
SNR. Fig. 6 shows the evolution of tap coefficients within
15.565 s. The coefficients are not equal among channels and
change with time evolution. The taps for channel No. 5 have large
weights, and this is attributed to that fact that the channel No. 5
exhibits the highest temporal coherence within 15.565 s. In reality,
it is impossible to deploy the receivers independently, which is
preferred by PPC–DFE, and adaptive combining exploits spatial
diversity based on the spatial coherence.

The number of taps is then increased to Nff = 8 and Nfb = 2. Fig. 7
shows the performance using 10 receiving channels in the 45-min
trial. Comparing with the output SNRs of the 1st period using 10
channels in Fig. 5, the output SNRs improve about 2 dB for both
structures attributed to an increasing number of taps, which raises
the computational load. PPC–McDFE achieves superior perfor-
mance through the trial, there is a minimum 1.5 dB gain obtained
in the 9th period, and there is a maximum 6.7 dB gain obtained in
the 5th period. As the CRA was deployed in shallow water near the
shore, the received signals experienced time-variant fading, and
the improvement changes with periods due to the variation of
interchannel correlations.

Spatial coherence measures the strength of interchannel
correlation between two receivers, and it can be calculated by

wðm; lÞ ¼ jrmð�tÞ � rlðtÞjmaxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijrmð�tÞ � rmðtÞjmaxjrlð�tÞ � rlðtÞjmax

p ; ð10Þ

where |rm(�t) � rl(t)|max denotes the maximum absolute value of
cross-correlation between the two signals rm(t) and rl(t), and rm(t)

represents the signal received by the mth hydrophone. Fig. 8 shows
the spatial coherence measurement in the 18 periods, where m = 3
and l is changed from 1 to 10. It is shown that interchannel
correlation exists and changes with time during the trial. Since it
is intractable to predict time variant spatial coherence, it is pre-
ferred to exploit spatial diversity by adaptive combining.

PPC–McDFE uses independent DPLLs to track frequency shifts
that occurred in the receiving channels, whereas the passive time
reversal method shown in Fig. 1 uses only one DPLL to track an
averaged frequency shift. In order to prove that the improvement
gain originates from the adaptive combining, the independent
DPLLs are replaced with a common DPLL which updates the aver-
aged value of phase-offset corrections given by

�̂h½n� ¼ 1
10

X10
i¼1

ĥi½n�: ð11Þ

As an example, the received data of the 6th period is analyzed with
Nff = 8 and Nfb = 2 to compare the performance as shown in Fig. 9. As
shown by the output MSE of the right panel, PPC–DFE achieves the
poorest performance, and there is little difference for PPC–McDFE
between using 1 DPLL and 10 DPLL. The DPLL output in Fig. 9a is
similar to the DPLL output in Fig. 9c, which is the mean of the DPLL
output in Fig. 9b. Therefore, the improvement gain originates from
the adaptive diversity combining. This conclusion applies also to
other received periods.

4. Conclusions

A modified receiver structure is proposed for underwater com-
munications, and it is demonstrated by a sea experiment. The re-
sults of communications at high frequency in a range dependent
channel over a range of 4 km are presented. Using up to 10 receiv-
ers, the proposed receiver structure achieves superior performance
over the structure based on passive time reversal, where there is
superiority even though the filter taps span one symbol interval.
The improvement is attributed to spatial diversity exploited by
the adaptive multichannel combining. Since it is intractable to pre-
dict time-variant interchannel correlations and input SNRs among
the receivers distributed in a real oceanic environment, it is pre-
ferred that spatial diversity is exploited by the adaptive multichan-
nel processing. Presented results have demonstrated that the
improvement of passive time reversal communications is obtained.
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a b s t r a c t

This paper presents a spread spectrum scheme, which is designed for long range underwater acoustic
communications of low signal-to-noise ratios. This scheme uses two maximum length sequences, which
are overlapped in time. One is used as a time reference, and the other applies code cyclic shift keying
(CCSK) to carry information. Compared with conventional spread spectrum techniques, CCSK achieves
a higher spectral efficiency, and this property is of significance in spread spectrum communications. With
the help of a time reference, performance impairment from timing errors for CCSK is reduced, as each
CCSK symbol has its own time reference. For this scheme, three receiver structures are presented, and
they are: (1) correlation receiver, (2) passive-phase conjugation receiver, and (3) time reversal receiver
structures. A recent sea experiment was carried out in a range dependent channel over a distance of
10 km. By real data processing, performance of the three receiver structures are compared and discussed.
The presented results demonstrate the feasibility of this spread spectrum scheme.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Long range underwater acoustic communication at high fre-
quencies is challenging due to the increased attenuation at higher
frequencies. Direct sequence spread spectrum (DSSS) technique
provides aspreading gain to achieve communications of low
signal-to-noise ratios (SNRs) [1]. In the past, DSSS has been demon-
strated in underwater acoustic communications [2–6]. For DSSS
communications, intersymbol interference caused by multipath
arrivals has been addressed by Stojanovic et al. [3,7], where adap-
tive channel equalizations have been applied to phase coherent sig-
nals at high SNRs. SimpleDSSS schemeshave been focused to reduce
the complexity of receivers. Pulse position modulation is used by
Hursky et al. [8], and differential phase modulation is proposed by
Yang et al. [6], where passive-phase conjugation (PPC) processing
is used to take advantage of the pulse compression. The spectral effi-
ciency of the two simple schemes is low. Cyclic code shift keying
(CCSK) for spread spectrum, e.g. the Joint Tactical Information Dis-
tribution System [9,10], is of high spectral efficiency [2], but it suf-
fers performance impairment from timing errors in underwater
acoustic communications.

In this paper, we presented a modified CCSK scheme for spread
spectrum communications at low input SNRs. One advantage of
CCSK is that this modulation scheme increases spectral efficiency

of conventional DSSS technique, and another advantage is its sim-
ple demodulation using cyclic correlation, which is easily realized
by fast Fourier transform (FFT). Being different from [2,9], where
one code was used for CCSK, two codes of low cross-correlation
are used in this paper. One code is used as a time reference, and
the other is CCSK modulated to carry information. Instead of
merely delaying used by the position modulation in [8], the code
for modulation is cyclic shifted relative to the reference. At the re-
ceiver, the information is recovered by measuring the relative shift
between the two codes.

The codes of good auto-correlations and low cross-correlations
are selected, and a correlation receiver structure can be used to re-
cover the position modulated information. Due to multipath arriv-
als and cross-correlations without precise phase synchronizations,
correct decisions are easily impaired in measuring the cyclic shifts.
PPC processing achieves the pulse compression for time delayed
arrivals [11]. The pulse compression also applies to the case of
one receiving channel [6,8], where there are higher side lobes com-
paring with the scenarios of multiple receivers. At the receiver,
knowledge of the channel required by PPC processing can be esti-
mated using training symbols [12]. However, a single receiver can-
not avoid deep fading in a time-varying acoustic channel.

With multiple receivers distributed in a oceanic environment,
there is spatial diversity which could be exploited by the time
reversal focusing [13]. Obtained spatial diversity contributes an en-
hanced output SNR plus low side lobes of theQ-function [14], which
is the auto-correlations of channel impulse response summed
over the receiving channels. After the focusing, a subsequent
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conventional CCSK demodulator can be applied to recover informa-
tion. Since there is lack of a model which precisely predicts under-
water acoustic channels for high frequencies (e.g., 11–13 kHz), a
sea experiment was conducted in Trondheim harbor, in Norway
over a range of 10 km to demonstrate the modified CCSK scheme.

This paper is organized as follows. Section 2 introduces the
spread spectrum scheme for communications. In Section 3, correla-
tion receiver, PPC receiver, and time reversal receiver structures
are given. The experimental setup and measurement are shown
in Section 4. In Section 5, the off-line processing results are pre-
sented and analyzed, and the performance of the three structures
is shown. Finally, Section 6 summaries the work.

2. The modulation

The present modulation uses two pseudo-random codes of
equal length, where there are low cross-correlations between the
two codes. For example, two maximum-length sequences (MLSs)
of 127 chips can be used. Let c1 of N chips represents the code
which is used as time reference within each symbol, and let[c2]m
denote code c2 which is cyclic shifted by m chips (or positions).
The cyclic offset between the sequences is used to carry informa-
tion. Within the time interval of one symbol, there are blog2ðNÞc
positions which are used to carry information. Fig. 1 illustrates
the modulation scheme. c1 provides timing for [c2]m during demod-
ulation, where the impact from timing error is reduced. The trans-
mitted spread spectrum signal is written as:

SðtÞ ¼ Refðc1 þ j½c2�mÞgðtÞej0032pfc tg ð1Þ
where fc denotes the carrier frequency, and g(t) is the pulse shape
function or each chip of time duration T, that is,

gðsÞ ¼ 1; for 0 6 s < T

0; othertwise

�
ð2Þ

The data rate is calculated as:

R ¼ blog2ðNÞc
NT

ð3Þ

For a fixed bandwidth of 1/T, since the denominator NT in-
creases much faster than the numeratorblog2ðNÞc, N should be cho-
sen as a tradeoff between the data rate and the spreading gain,
which is determined by N. For the method proposed by Yang et
al. [6], binary information is differential modulated between two
consecutive symbols, and the data rate is about 1/NT. Hence the
presented scheme increases the spectral efficiency of DSSS. This
scheme also avoids the issue of a high peak-to-average power ratio
of the transmitted signal, which occurs in the method proposed by
Hursky et al. in [8], and this property benefits the power efficiency
in signaling.

3. The receiver structures

The receiver recovers transmitted information by taking advan-
tage of the spreading gain to achieve communications at low input
SNR. Three type receiver structures are briefly introduced and
discussed.

3.1. Correlation receiver structure

In demodulation, the transmitted information is simply recov-
ered by measuring the cyclic shift. The shift is estimated by
measuring the distance between two main peaks of cyclic correla-
tions, which can be realized by FFT processing. The MLS achieves a
time resolution of T, which is one position. The method in [2] uses
one code, and it suffers performance degradation due to timing
errors. A time reference in each symbol benefits the shift estima-
tion, since each information symbol is time synchronized by the
reference code. Fig. 2 shows an example of the demodulation,
where there are no multipath arrivals. As shown by the arrow,
the shift estimate m̂ is obtained by measuring the number of chips
between two peaks.

c1 and [c2]m are not orthogonal without carrier-phase tracking,
which is intractable in the scenarios of low input SNR, and thus
there are cross-correlations between the two codes under non-
coherent demodulation. For two MLSs of 127 chips used in the trial
of Section 4, the maximal and minimal cross-correlations remain
constant for the 64 positions, and the maximum is about 17% of
the peak value of auto-correlation. The cross-correlations impact
on the shift estimations. In presence of multipath arrivals, even
though c1 and [c2]m convolve the same channel impulse response,
there is interference for shift estimations due to the cross-correla-
tions and pre-cursors of the impulse response.

A RAKE receiver recombines the multipath arrivals [4]. It
requires phase information of the arrivals in order to align them
in the combining process. Without explicit estimations of the
phase information, pulse compression achieved by PPC processing
recombines the time delayed arrivals, and it is simple in
realization.

3.2. PPC receiver structure

The signal received at the ith receiving channel is written as:

riðtÞ ¼ sðtÞ � hiðtÞ þwiðtÞ ð4Þ
where hi(t) denotes the impulse response, wi(t) represents a band-
width limited noise at the ith receiver, and � means convolution.
The output of one channel PPC processing is

ziðtÞ ¼ hið�tÞ � riðtÞ ¼ hið�tÞ � hiðtÞ � sðtÞ þ hið�tÞ �wiðtÞ
¼ qiðtÞ � sðtÞ þ 1iðtÞ ð5Þ

where qi(t) is the auto-correlation of hi(t), and 1iðtÞ is a filtered
noise. The PPC structure is shown in Fig. 3, the channel can be esti-
mated using training symbols. PPC processing is conducted prior to
cyclic correlation. The purpose of PPC processing is to reduce impact
of multipath arrivals, as the pulse compression provides a mean of
recombining the arrivals. The recombining acts as a RAKE receiver
[5,6], even in the scenario of a single receiver. Yang et al. [6] has
tested the recombining in scenarios of low input SNR. Since the
overlapped codes convolve the same channel response, only one
copy channel estimation is required to take advantage of the pulse
compression.

After cyclic correlation, the side lobes of qi(t) interfere in making
a decision for the shift estimation, especially if there are high side
lobes. As discussed by Yang [15], the peak-to-side lobe ratio of qi(t)
is determined by the channel response hi(t). However, the ratio is
decreased if multiple receiving channels are used to average the
side lobes, which is given by

QðtÞ ¼ PK
i¼1

qiðtÞ ð6Þ

where K denotes the number of receiving channels. As multiple
receivers are distributed in space, the side lobes of {qi} areFig. 1. The illustration of modulation.
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uncorrelated because of spatial diversity, and therefore the peak-to-
side lobe ratio is increased by the K-channel combining. In order to
differentiate from the single channel scenario, we refer it as a time
reversal structure.

3.3. Time reversal receiver structure

Time reversal has demonstrated its potential for high rate
underwater communications [16–18]. The property of refocusing
mitigates intersymbol interference (ISI) caused by multipath arriv-
als, and only one subsequent adaptive channel equalizer is needed
to remove residual ISI. This refocusing principle can be applied to
the modulation scheme presented in Section 2. Fig. 4 shows the
diagram of the time reversal receiver structure for the spread spec-
trum scheme. There are two parts. One part is the combining of
K-channel PPC processing, and the other is the cyclic correlation.
Spatial diversity is exploited by the multichannel combining to
reduce the side lobe level of the Q-function. In addition, the com-
bining contributes an enhanced input SNR for the cyclic correla-
tion. It is desirable to obtain an increased input SNR in long
range communications.

4. The experiment

4.1. Experimental setup

The communication experiment was conducted on June 16,
2011, in Trondheim harbor in Norway shown in Fig. 5. The shallow
region which is less than 20 m extends about 100 m offshore, and
the sea depth varies from tens of meters to hundreds of meters.
The red spot denotes the position of the transmitter in a distance
of 10 km to a cross receiving array denoted by the black spot.
The receiving array consisted of eight hydrophones, and it was
near-shore deployed in a water depth of 10 m. The array consists
of a vertical receiving array of four hydrophones (hydrophone
No. 1–4) with 1 m element spacing and a horizontal receiving array
of four hydrophones (hydrophone No. 5–8) with 1.5 m element
spacing. Hydrophone No.1 was 0.5 m below the sea surface, and
the depth of hydrophones No. 5–8 was 4.5 m. The transmitter used

a hemispherical acoustic transducer which was suspended at a
depth of 20 m from the NTNU research vessel R/V Gunnerus. The
dynamic positioning system was activated to reduce drifting dur-
ing the trail.

In the experiment, the spread spectrum signal of 16.256 s was
transmitted every 140.892 s for about 35 min, and the source level
was 187 dB re 1 lPa at 1 m. The carrier frequency of the signal was
12 kHz. Two MLSs of 127 chips were used in modulation, and the
chip rate was 1 kilo chips/s. Since 64 positions was used in each
symbol, the data rate was 47.2 bits/s. A square root-raised cosine
filter was used for pulse shaping, where the roll-off coefficient
was 1, and therefore the bandwidth for the signal was 2 kHz. The
received waveforms were recorded with a sampling frequency of
96 kHz for off-line processing in the laboratory.

4.2. The channel measurement

The sound speed profiles measured by the R/V Gunnerus are
shown in Fig. 6. As indicated, there was a sound channel at the
depth of 40 m during the trial and the water depth at the source
location was about 90 m. It is shown that the depth changes along
the communication track, and the sound speed profile changed
with time and location, especially between 40 and 100 m depths.

Fig. 7 shows examples of the normalized channel impulse re-
sponse with time evolution, where hydrophone No. 4 was 3.5 m
below the sea surface. The least squares (LS) method [12] is used
to estimate the response. As evident, the channel is time variant,
and the input SNR of the 15th period is the lowest. Since the receiv-
ing array was deployed in the shallow region at a depth which was
different from the transmitter depth of 20 m, the received signal
experienced time-varying fading due to reflections in the acoustic
propagation.

Fig. 2. The example of cyclic correlation demodulation.

Fig. 3. The diagram of PPC receiver structure for one receiving channel.

Fig. 4. The diagram of time reversal receiver structure.

Fig. 5. The experimental area in Trondheim harbor.
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5. The results and analysis

The recorded signals of 15 periods are processed by the three
receiver structures. For the correlation receiver structure, the per-
formance in terms of bit error rate (BER) is shown in Fig. 8. The best
performance is achieved in channel No. 6, with the lowest BER of

1.69e�2. During the 35 min, sometimes most information is cor-
rectly recovered. However, the BER plot shows that there is no sta-
ble communications in each individual receiving channel during
the trial. Fig. 9 shows an example of matched filter output. Within
15.24 s, the correlation output changes with time, and time-vary-
ing response results in errors.

The performance of the PPC receiver structure is shown in
Fig. 10. Only one channel is used in PPC processing, and the chan-
nel response is estimated by the LS method. The lowest BER of
9.10e�3 is achieved in channel No. 4. In some periods, the PPC

Fig. 6. Sound speed profiles measured at different distances to the receiving array.

Fig. 7. Channel impulse response versus time evolution.

Fig. 8. Performance of the correlation receiver structure.

Fig. 9. Matched filter output of MLS c1 in channel No. 1 (the 1st period).

Fig. 10. Performance of the PPC receiver structure.

Fig. 11. Matched filter output of MLS c1 in channel No. 1 (the 9th period).
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processing improves the performance, e.g., the 5th and 9th periods.
However, deep fading cannot be avoided using a single receiving
channel. Fig. 11 shows another example of matched filter output
in the case of deep fading, which results in errors. By the results
presented above, it is suggested to exploit the spatial diversity
using multiple receivers.

Two cases are tested in the multichannel scenarios. One uses
four receiving channels of the vertical array, and the other uses
eight receiving channels. Results of the time reversal receiver
structure are shown in Fig. 12. The lowest BER achieved in both
cases are 9.10e�3 and 3.90e�3, respectively. In 14 periods, BER
is reduced with an increased number of receiving channels, and
performance of the time reversal structure is improved by using
more channels. Comparing the BERs shown in Figs. 10 and 12,
the lowest BER using PPC structure is 9.10e�3, while the lowest
BER using the time reversal structure with eight receiving channels
is 3.90e�3. It is evident that spatial diversity is exploited by the
time reversal focusing to improve the performance.

6. Conclusions and discussion

We have presented a spread spectrum scheme for long range
communications. Since it is preferred to implement spectral effi-
cient spread spectrum techniques, this scheme keeps the efficiency
of CCSK, while the timing problem is solved by using a reference in
each symbol. The code length should be chosen as a compromise
between the spectral efficiency and the spreading gain, which is
of significance in low SNR scenarios. Three type receiver structures
are experimentally assessed. The time reversal receiver structure
improves the performance with an increased number of receiving
channels. The presented results have demonstrated that this
scheme succeeded communications over a range dependent chan-
nel of 10 km.

Spread spectrum techniques are sensitive to relative movement
during communications. The relative movement was not an issue
in this sea trial, since the dynamic position system of R/V Gunnerus
was activated to avoid drifting. However, with a reference code in
each symbol, Doppler shift can be estimated using the ambiguity
function method, and therefore this spread spectrum technique
could be applied in communications of movement.
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a b s t r a c t

Passive-phase conjugation (PPC) achieves the pulse compression for the time delayed arrivals. This prop-
erty has been used in underwater acoustic communications. In a time-varying channel, the temporal
focusing degrades with time evolution. The block-based approach is implemented to avoid the impact
of channel variations. The basic idea is that the channel is assumed constant within each block of a short
time interval, and the channel is updated using detected symbols in the previous block. Using real data
collected in a recent sea trial, this paper investigates: (1) the communications using PPC processing,
where the block-based approach is used, (2) the matching pursuit (MP) algorithm exploiting the channel
sparseness. It is found that the MP algorithm improves performance of the communications using PPC
processing.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Underwater acoustic channels are often of extended time delay
spread, time-varying, and sparse. Passive-phase conjugation (PPC)
achieves temporal focusing (pulse compression) for time delayed
arrivals [1]. In the scenarios of both a single receiver [2] and multi-
ple receivers [3], this focusing property has been used for underwa-
ter acoustic communications with a low complex channel equalizer
[4]. PPC processing requires the knowledge of the channel, which
could be obtained by the probe signal or training symbols. The
temporal focusing degrades with time evolution in time-varying
channels. Song [5] has proposed the block-based approach to over-
come the problems of channel variations. The channel remains
time-invariant within each block of a short time interval, and the
channel is updated on a block-by-block basis. For PPC processing
in the current block, the channel is estimated using detected sym-
bols in the previous block.

Since there is lack of a model which predicts the time-varying
channel for high frequencies (e.g. 12–14 kHz), this paper investi-
gates two PPC receiver structures using real data collected in a
range dependent channel. The block-based approach is applied.
As discussed by Song [6], the matching pursuit (MP) algorithm [7]
could improve the performance of time reversal communication
in a sparse channel. In this paper, theMP is experimentally assessed
for communications where PPC processing is implemented. Being
different from the conventional least squares (LSs) method, the

MP algorithm estimates dominant arrivals instead of all the arrivals
within a time interval. It is found that the MP algorithm improves
the performance of communications using PPC processing.

2. The block-based receiver structures

Two receiver structures using PPC processing are shown in Fig. 1.
The two structures differentiate in the way of multichannel
combining. Fig. 1a shows the time reversal combining followed
by a single channel decision feedback equalizer (DFE), and it is
referred as PPC–DFE. Fig. 1b is a joint PPC and multichannel DFE,
where temporal focusing is used to reduce the number of taps for
the feed-forward filters in each receiving channel of a multichannel
DFE, and it is referred as PPC–McDFE [8]. The carrier-phase tracking
is implemented using the second order digital phase-locked loop
(DPLL) [9], which operates on symbol-by-symbol basis to correct
phase rotations. The recursive least squares (RLSs) algorithm is used
to update the coefficients of feed-forward and feedback filters.

3. The experiment

3.1. The setup

The communication experiment was conducted on September
7, 2011, in Trondheim harbor in Norway. The transmitter was lo-
cated at a distance of 3.7 km to a cross receiving array. The water
depth in shallow region is less than 20 m and increases to 400 m,
where the acoustic source was deployed at a depth of 40 m. The
receiving array consisted of 12 hydrophones, and it was
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near-shore deployed in a water depth less than 10 m. The array
consists of a vertical receiving array of 8 hydrophones (hydropho-
ne No. 1–8) with 1 m element spacing and a horizontal receiving
array of 4 hydrophones (hydrophone No. 9–12) with 1.5 m ele-
ment spacing. Hydrophone No. 1 was located 0.5 m below the
sea surface, and the depth of hydrophones No. 9–12 was 4.5 m.
The transmitter used a hemispherical acoustic transducer sus-
pended at a depth of 40 m from the NTNU research vessel R/V
Gunnerus, and the dynamic positioning system was activated to
reduce drifting during the trail.

In the experiment, the signals were repeatedly transmitted
every 202.044 s for 15 periods, and the source level was about
187 dB re 1 lPa at 1 m. The carrier frequency of the transmitted
signal was 12 kHz. The time durations of binary phase shift key-
ing (BPSK) and quadrature phase shift keying (QPSK) modulated
signals were the same as 15.565 s. In each period of 202.044 s,
the QPSK signal were transmitted 20.265 s after the BPSK signal.
A square root-raised cosine filter was used for pulse shaping,
where the roll-off coefficient was 1. The symbol rate was 1 kilo-
symbols/s, and therefore the signal’s bandwidth was 2 kHz. The

received waveforms were recorded to assess the receiver struc-
tures by off-line processing in the laboratory.

3.2. The channel measurements

Fig. 2 plots one example of the channel impulse response esti-
mated by the least squares (LSs) method. It is indicated that the
underwater channel is sparse of high time resolutions. The time
interval between two parts of dominant arrivals is about 25 ms.
Within each period of 15.565 s, it is seen that the dominant arrivals
of large magnitude are slow time variant. In the time scale in terms
of period, the channel changes with period. e.g., There is one group
of concentrated arrivals in Fig. 2c, while there are two groups of
concentrated arrivals in Fig. 2a and b. The channel impulse re-
sponse within a time interval is estimated by LS method, and
non-zero taps are obtained even though there are no real arrivals.
Based on the channel sparseness in which only dominant arrivals
represent the channel information, the MP algorithm [7] estimates
the dominant arrivals within a time interval iteratively until a
specified number of taps are selected.

Fig. 1. Block diagram of the receiver structures. (a) PPC–DFE. (b) PPC–McDFE.
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4. Performance comparison

In the 50 min trial, the collected data of 15 periods was pro-
cessed by the two receiver structures shown in Fig. 1. The receiver
parameters are given in Table 1. The time duration of each block is
1 s. Since PPC processing requires knowledge of the channel, the
time duration in the channel estimation becomes important.

Firstly, the time interval is chosen from 25 ms to 45 ms, and the
performance of PPC–DFE for BPSK is shown in Fig. 3. The perfor-
mance of the channel estimation using the LS method decreases
as the time interval increases. When it comes to the MP algorithm,
the performance is the same regardless of the lengths of time inter-
vals. The dominant arrivals shown in Fig. 2 span about 25 ms. With
an impropriate time interval, the LS method introduces extra noise
which degrades the performance, while the MP algorithm does not
have this drawback because it only estimates the dominant arriv-
als. The performance of PPC–DFE is improved by using the MP
algorithm. e.g., the output SNR for the 2nd period is increased by
1.7 dB compared with that using the LS method, where the time
interval is 25 ms. In the following analysis, the time interval for
channel estimations is 25 ms for both the LS and the MP methods.

Fig. 4 shows the performance comparison for BPSK and QPSK
communications. Time variant channel results in variant output
SNR. PPC–McDFE achieves superior performance regardless of the

channel estimation method and the modulation scheme. For
instance, in the 4th period of BPSK, the output SNR obtained by
PPC–McDFE is 5.9 dB more than that of PPC–DFE, when the MP
algorithm is used. The superior performance is attributed to the
spatial diversity exploitation as discussed by Zhang et al. [8]. Using
the MP algorithm, the performance is improved for both PPC–DFE
and PPC–McDFE. In some periods shown of QPSK, the performance
of PPC–McDFE is improved by more than 1 dB by using the MP
algorithm instead of the LS method. The improvement from the
MP processing is attributed to noise reduction, since only domi-
nant arrivals are used in the pulse compression. Therefore the
MP algorithm improves the performance of communications using
PPC processing.

We have presented the assessment of communications using
PPC processing. For both LS and MP channel estimation methods,
PPC–McDFE has demonstrated its superior performance shown in
Fig. 4. Processing gains are obtained by exploiting spatial diversity.
Since interchannel correlations are intractable to be precisely pre-
dicted in a time variant oceanic environment, it is advantageous to
make full use of spatial diversity, especially with a small number of
receivers.
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k RLS forgetting factor 0.999
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Fig. 3. Performance of PPC–DFE in terms of output SNR versus different time
intervals.

Fig. 4. Performance comparison in terms of output SNR. The up panel shows the
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using MP (h).
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Abstract: Underwater communication channels are often complicated, and in particular 
multipath propagation may cause intersymbol interference (ISI). This paper addresses  
how to remove ISI, and evaluates the performance of three different receiver structures  
and their implementations. Using real data collected in a high-frequency (10–14 kHz) field 
experiment, the receiver structures are evaluated by off-line data processing. The three 
structures are multichannel decision feedback equalizer (DFE), passive time reversal 
receiver (passive-phase conjugation (PPC) with a single channel DFE), and the joint PPC 
with multichannel DFE. In sparse channels, dominant arrivals represent the channel 
information, and the matching pursuit (MP) algorithm which exploits the channel sparseness 
has been investigated for PPC processing. In the assessment, it is found that: (1) it is 
advantageous to obtain spatial gain using the adaptive multichannel combining scheme; 
and (2) the MP algorithm improves the performance of communications using PPC processing. 

Keywords: underwater acoustic communication; time reversal; passive-phase conjugation; 
matching pursuit; decision feedback equalizer 

 

1. Introduction 

Coherent underwater acoustic communications are challenged by acoustic channels, which are often 
characterized as time-varying, dispersive, sparse, etc. [1]. Therefore, much of the recent research has 
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been focused on the development of channel equalizers to remove intersymbol interference (ISI) in 
multipath environments, especially for high-rate coherent communications.  

One receiver cannot avoid deep fading in time-varying channels, and thus the equalizers fail to 
remove ISI. With multiple sensors exploiting spatial diversity, Stojanovic et al. [2] has proposed a 
multichannel decision feedback equalizer (McDFE). The disadvantage of McDFE is its complexity due 
to the computational load, which increases with the time spread of underwater channels. Therefore, it 
is difficult to apply McDFE in underwater channels of long time spread, especially using a large 
number of receiving hydrophones.  

Another novel method is the time reversal mirror (TRM), originally proposed by Fink [3], which 
was later applied for underwater communications. The focusing of TRM results in a significant 
reduction of ISI for underwater communications, which has been demonstrated by Edelman et al. [4,5]. 
Two vertical hydrophone arrays and two-way transmission are required by TRM to achieve the 
focusing at the transmitter. During the transmission, the underwater channel is required to be constant.  

An alternative technique for underwater communications is proposed by Rouseff et al. [6] to take 
advantage of the focusing at the receiver, commonly referred as passive time reversal or passive-phase 
conjugation (PPC). This method requires only one receiving array and one-way transmission. ISI 
cannot be eliminated by the focusing, and thus a subsequent channel equalizer is used to remove 
residual ISI [6–9], where a single channel decision feedback equalizer (DFE) is used. It is referred to 
as PPC-DFE in this paper. Spatial diversity is used by the focusing to suppress ISI. In a real oceanic 
environment, it is difficult to predict time variant spatial coherence [10], when interchannel correlations 
impact spatial focusing.  

Stojanovic [11] has discussed the upper bound performance of time reversal communications, but it 
is very difficult to predict real performance of time reversal communications, as spatial coherence is 
neglected in the model. By numerical simulations and experimental demonstrations, Yang [12] has 
demonstrated that McDFE achieves superior performance over that of PPC-DFE. This leads to a receiver 
structure which uses adaptive multichannel combining after PPC processing in each individual channel.  

Zhang et al. [13] have presented a receiver structure—joint PPC and McDFE (PPC-McDFE). This 
receiver structure involves temporal focusing (pulse compression by PPC processing) for time delayed 
arrivals [14], and thus the computational load of a subsequent McDFE is much reduced. It is well 
known that temporal focusing degrades with time evolution in time-varying channels. To counter for 
this degradation, the block-based approach proposed by Song [15] can be used to extend PPC-McDFE 
in time-varying channels.  

PPC processing requires information of the channel characteristics, which can be estimated using 
training symbols. Underwater channels are often sparse, especially at the high-frequency regime, 
where there are a few dominant arrivals. The dominant arrivals can be estimated using the matching 
pursuit (MP) algorithm [16]. Song [17] has shown that the MP algorithm exploits the channel sparseness 
to improve the performance of PPC-DFE. It is an open question whether the MP algorithm can 
improve the performance of PPC-McDFE, in comparison with the conventional channel estimation 
method—the least squares (LS) method. 

The above brief introduction shows that different approaches have been proposed and have been 
tested in field experiments. However, the experiments were conducted under different conditions, and 
it is therefore difficult to compare the performance of different receiver structures. This has motivated 



Sensors 2012, 12 2120 
 

 

the work of this paper. A recent field experiment was conducted to collect data over a range of 7.4 km, 
when three modulation schemes were used. Four data rates with a maximal data rate of 4 kilo-bits/s 
have been achieved. Using the same real data, we compare the performance of three receiver 
structures: McDFE, PPC-DFE, and PPC-McDFE. These structures are frequently discussed in the 
literature, and in the future we may extend the discussion to other structures and modulation schemes. 

As required, information of the channel characteristics for PPC processing can be obtained by a 
channel probe signal or estimated using training symbols. For example, using a linear frequency 
modulation pulse (LFM) chirp as a channel probe signal, when the chirp is also used as a shaping pulse 
at the transmitter, the received LFM is immediately used for PPC processing. Alternatively, the 
channel is estimated using training symbols, when a root-raised-cosine pulse (RRC) is used as a 
shaping pulse. In this paper, we have also tested the scenario using the two shaping pulses. 

The contributions of this paper include: (1) experimental assessment of the difference between two 
shaping pulses—LFM and RRC; (2) performance comparison of the McDFE, PPC-DFE, and  
PPC-McDFE structures; (3) evaluation of the block-based approach for PPC-McDFE; and (4) 
assessment of the MP algorithm for both PPC-DFE and PPC-McDFE, in which PPC processing is 
implemented in two modes—one block and multi-block. 

This paper is organized as follows: Section 2 introduces the field experiment conducted in 
Trondheim harbor on 7 September 2011. Section 3 shows the receiver structures: (1) McDFE;  
(2) PPC-DFE; and (3) PPC-McDFE. Section 4 briefly introduces channel estimations for PPC 
processing, the LS method and the MP algorithm. In Section 5, the results are presented and discussed, 
and performance of the three structures is shown. Finally, Section 6 summarizes the work. 

2. The Experiment 

2.1. The Setup 

The communication experiment was conducted on 7 September 2011, in Trondheim harbor 
(Norway), where the water depth varies from 10 m to 400 m. The transmitter was carried by the 
NTNU research vessel R/V Gunnerus, and it used a hemispherical acoustic transducer deployed at a 
depth of 20 m. The dynamic positioning system of R/V Gunnerus was activated during the trial to 
reduce drifting.  

A cross receiving array of 12 hydrophones was deployed from a pier, where the water depth was 
about 10 m. The array consisted of a vertical array of eight hydrophones (hydrophones No. 1–8) with  
1 m element spacing and a horizontal array with four hydrophones (hydrophones No. 9–12) with 1.5 m 
element spacing. Hydrophone No. 1 was located 0.5 m below the sea surface, and the depth of the 
horizontal array was 4.5 m. The range between the source and the receiving array was 7.4 km.  

Digital modulations of phase shift keying (BPSK), quadrature phase shift keying (QPSK), and eight 
quadrature amplitude modulation (8QAM) were used. The carrier frequency of the transmitted signal 
was 12 kHz. A 0.1 s LFM chirp with a Hanning window was used for coarse time synchronization in 
each data packet, and its effective bandwidth was 2.2 kHz. When the LFM was used as the channel 
probe signal, it was also used as a shaping pulse. As a shaping pulse, the roll-off coefficient of RCC 
was 1.  
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Figure 1 shows the signals which were repeatedly transmitted every 202.044 s for 15 periods. The 
signals of the same modulations, but using different shaping pulses were transmitted continuously with 
a time gap of 2.2 s. The symbol rates were 1 kilo-symbols/s and 2 kilo-symbols/s, and the respective 
bandwidths were 2 and 4 kHz when the RRC was used. The received waveforms were recorded at a 
sampling frequency of 96 kHz for offline processing in the laboratory. 

Figure 1. Block diagrams of the transmitted signals using different shaping pulses shown 
in the parentheses. a The symbol rate was 1 kilo-symbol/s; b The symbols rate was  
2 kilo-symbol/s. 

 

Figure 2. Measured SSP (the left panel) and the ray traces (the right panel) from a source 
on the left. The source was at a depth of 20 m. 

 

2.2. Channel Characterization and Measurements 

Sound speed profile (SSP) measured by the R/V Gunnerus is shown by the left panel of Figure 2. 
The sound speed profile has a surface channel and a negative gradient down to about 50 m. At deeper 
depths, the sound speed increases nearly linearly. With the conditions of the SPP and the bathymetry, 
the PlaneRay ray-tracing program [18] is used to illustrate the acoustic propagation during the trial. 
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The right panel of Figure 2 shows that ray traces and the bathymetry from a source at 20 m depth to the 
receiving array located at a distance of 7.4 km. The sound propagation dominated by the sound 
channel at about 25 m and the positive gradient below 50 m. It is shown that there are several almost 
horizontal paths in the sound channel as well as several deep refracted paths, and all other possible ray 
paths are blocked by the seamount at 4 km. 

Figure 3 shows the simulated responses to the vertical array with five hydrophones spanning the 
depth of 0.5 m to 4.5 m. The results are plotted as a function of reduced time, which is the actual travel 
time with the nominal gross travel time of 4.9333 seconds subtracted. The transmitted pulse used in the 
simulations was a short transient with 2 ms duration. There is a group of arrivals followed by a second 
group arriving about 40 ms later. This structure can be understood from the ray tracing with the first 
group is due to the sound channel paths and the second is the deep refracted paths. Each of the groups 
has several multipath contributions probably caused by a multitude of surface and bottom reflections 
occurring in shallow area near the receiving array.  

Figure 3. Modeled channel impulse response calculated by the PlaneRay program to the 
vertical array with five hydrophones spanning the depth of 0.5 m to 4.5 m. 

 

Figure 4. Channel response at different depths. (a) 1 m; (b) 3.5 m; (c) 4.5 m. 
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Figure 4 shows examples of channel response estimated using the LS method. Within the 
observations of 15 s, the responses varied with time. In each receiving channel, there are two groups of 
concentrated arrivals with a time span of 35 ms, and they correlate with the simulated results in Figure 3.
It is evident that the channel is sparse. It is apparent that they are similar over the three water depths. In 
particular, the signals received in Ch #2 and Ch #4 are highly correlated, the correlation coefficient 
between these two channels is calculated to be 0.68. 

3. The Receiver Structures 

Generally, the receiver recovers distorted information by baseband signal processing, where 
multipath channels are often modeled as finite filters of multiple taps. In digitized form, the received 
signal at kth hydrophone can be written as: 

1

0
 1, ,

L
n l n

k k n l k
l

V H I W k K (1)  

where l
kH  denotes the lth tap of channel impulse response (CIR) kH  which spans L  symbol interval, 

nI  is the nth symbol of a sequence nI , and n
kW  represents a bandwidth limited noise. In a multipath 

channel, where 1L , ISI caused by kH  results in errors. The objective of a channel equalizer is to 
remove the ISI.  

Figure 5. Block diagram of McDFE using the RLS algorithm. There are K receiving 
channels. ˆn

k  denotes the estimate of phase offset n
k  at the kth receiving channel, n̂I  

presents the soft estimate of nI , and nII  is the decided symbol which best matches n̂I . 

 

Figure 5 shows the block diagram of McDFE [2]. The tap coefficients of the K-channel  
feed-forward filters plus one channel feedback filter are jointly updated by the recursive least squares 
(RLS) algorithm for its fast rate of convergence [19]. The technique of a second order digital phase-locked
loop (DPLL) is implemented for the carrier-phase tracking. The DPLLs ˆn

kje  operate on a  
symbol-by-symbol basis to remove phase changes caused by the carrier frequency shift. In order to 
deconvolve kH , the number of taps for the McDFE is determined by the time spread L , and it is 
usually chosen in an ad hoc manner. The computational load increases with L , and it may become 
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prohibitive, when a large number of hydrophones are used. Moreover, under the same channel 
conditions, the number of taps increases with the symbol rate. 

Figure 6 shows the receiver structure of passive time reversal—PPC-DFE. Following the focusing, 
only one channel DFE is required to remove residual ISI [8], when one DPLL is implemented for 
carrier-phase tracking. The focusing mitigates ISI, the number of taps for the one channel DFE is much 
reduced, and thus the complexity of PPC-DFE is much lower than that of McDFE. Note that the 
focusing degrades with time in time-varying channels.  

Figure 6. Block diagram of passive time reversal receiver structure PPC-DFE. 
*ˆ n

kH  
denotes complex conjugation of the time reversed channel estimate ˆ n

kH . ˆ n
k  denotes the 

estimate of the phase offset n
k  after focusing. 

 

As suggested by Song [15], a block-based approach extends PPC-DFE to be implemented in  
time-varying channels. The idea is that channel estimations ˆ n

kH  are updated on a block-by-block 
basis, when the channel is assumed time-invariant within each block of a short time interval. The 
channel estimations ˆ n

kH  are subsequently updated using detected symbols in the previous block. 
This block-based approach does not change the basic principle of TR focusing, which obtains spatial 
diversity by to mitigate ISI. Zhang et al. [13] has discussed the impact of the time variant interchannel 
correlations on the performance of PPC-DFE.  

The receiver structure PPC-McDFE is shown of Figure 7. Here, pulse compression is achieved by 
PPC processing in each individual channel, and then a subsequent McDFE is implemented to remove 
residual ISI by adaptive multichannel combining. The RLS algorithm updates the tap coefficients to 
minimize output mean square error (MSE). Pulse compression is achieved in the same way for single 
receiver [20,21]. Thus it is used by PPC-McDFE to reduce the complexity of the subsequent McDFE 
which obtains spatial gain. As discussed by Yang [7], the peak-to-sidelobe ratio of pulse compression 
is determined by the channel response, while the pulse compression acts as a rake receiver recombining 
time delayed arrivals. In time-varying channels, PPC-McDFE can be extended using the block-based 
approach [15]. 
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Figure 7. Block diagram of PPC-McDFE. 

 

4. Channel Estimations 

This section briefly introduces two channel estimation methods. Using training symbols, the 
channel estimations for PPC processing can be obtained using both the LS method [22] and the MP 
algorithm [16]. 

By combining M observed symbols, Equation (1) is rewritten as:  
1 0 1

1 2 1

1 1

           
                          

                         

n M n M
k k k

n M n M Ln M n M
k k k

n n Ln L n
k k k

V H W
I I

V H W

I I
V H W

I
kkkkkkkkk

  II LI Lnn LLn L       LII
 (2)  

which is simplified to: 

k k kV IH W  (3)  

In the channel estimation problem, the information matrix I is known as training symbols. An 
estimation of ˆ kH can be obtained by solving LS problem: 

2ˆ argmin
k

k k kH
H V IH

k
kHk
kmin

2

kHk  (4)  

which gives the solution:
1ˆ H H

k kH I I I V  (5)  

In practice, the LS method is sensitive to noise. When a channel is sparse, the CIR consists of a 
large number of zeros among several dominant taps, and the LS method will suffer from the noise
between dominant taps. Besides, the LS method involves matrix inversion, and it sometimes suffers 
ill-conditioned problem of a matrix of large eigenvalue spread. 
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To exploit the sparse property of channels, the channel estimation problem can be reconsidered as 
an approximation problem. It is assumed that the received signal vector is approximated by: 

1

0

ˆ ˆ i

i

M
p

k k pM i
V H I  (6)  

where
ip

I is the ip th column of information matrix I . Finding the approximation of k̂ M
V  that 

minimizes k̂ kM
V V  is an non-deterministic polynomial-time hard problem [23,24], which means 

there is unknown polynomial time algorithm that can solve this problem. MP [16] is a greedy 
algorithm that achieves non-optimal yet computational efficient approximation of kV . 

The MP algorithm selects one column in matrix I which is best aligned with residual signal 1pr , 
where 0 kr V  at initial step. In practice at the pth step, the selected pl th column of I is determined by: 

1arg max /H
p pl l

l
l I r I  (7)  

Correspondingly, the tap value ˆ pl
kH  is estimated by: 

1

2
ˆ pp
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k
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I r
H

I
 (8)  

and pr  is updated by: 

1

1 2
p

p

p

H
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p p l

l

I r
r r I

I
 (9)  

This iteration is terminated until the preset P taps have been estimated. In practice, one column in I 
is probably selected more than once. To deal with this problem, we can either exclude previously 
selected columns in the search press shown in Equation (7), or the tap value calculated in Equation (8) 
can be added to the value found in previous steps [25]. In this paper, we use the former method. 

5. Results and Analysis 

Recorded signals of 15 periods are processed with parameters given in Table 1, in which some are 
chosen in an ad hoc manner. For instance, the number of taps N1

ff, and N1
fb. As suggested by 

Stojanovic [26], the integral tracking constant 2K  is chosen as 10 time smaller than the proportional 
tracking constant 1K . In subsections of 5.2 and 5.3, the performance of McDFE is selected as  
a benchmark. 
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Table 1. Parameters used in the signal processing of the three receiver structures. 

Parameters Description Value 
Fs Sampling frequency at the receiver 96 kHz 
fc Carrier frequency 12 kHz 
R Symbol rate 1, 2 kilo-symbol/s 
P Number of taps in the MP processing 4 
N Over sampling factor 2 
N1

ff Number of the feed-forward filter taps (McDFE) 20 
N1

fb Number of the feedback filter taps (McDFE) 5 
N2

ff Number of the feed-forward filter taps (PPC-DFE) 8 
N2

fb Number of the feedback filter taps (PPC-DFE) 2 
N3

ff Number of the feed-forward filter taps (PPC-McDFE) 8 
N3

fb Number of the feedback filter taps (PPC-McDFE) 2 
Tblock Time duration of each block 1 s 
 RLS forgetting factor 0.999 

K Number of receiving channels 12 
K1 Proportional tracking constant in DPLL 0.01 
K2 Integral tracking constant in DPLL 0.001 

5.1. Performance Using Different Shaping Pulses 

As mentioned in Section 2.1, both LFM and RRC were used as shaping pulses. In the scenario of 
using LFM as a shaping pulse, the peak-to-average power ratio (PAPR) is large [9], and it could result 
in lower power efficiency for a linear amplifier. With a constant transmission power, the source level 
is reduced. However, the advantage is that the received channel probe signal is immediately used for 
PPC processing. Using RRC as a shaping pulse, PAPR is reduced, and then the channel response is 
estimated using different methods.  

In terms of output signal-to-noise ratio (SNR), Figure 8 shows the performance of PPC-DFE using 
different shaping pulses, where the symbol rate is 1 kilo-symbol/s. Due to low input SNRs in the 10th 
period of Figure 8(a) and the 9th–11th periods of Figure 8(b), the receiver structures fail to recover 
distorted information. For RRC shaping pulse, the LS method is used to estimate the CIR within 40 ms. 
The observed time variant performance of PPC-DFE may be caused by the channel variations which 
resulted in sometimes a low input SNR, as for example at the 10th period. Generally the performance 
difference between LFM and RRC is small for BPSK, as shown in Figure 8(a). In Figure 8(b), there 
are small differences over the 9 periods, and large differences in other periods, in particular for 7th and 
13th periods. Channel estimations obtained by the LS method are impacted by the noise in the 
scenarios of low input SNRs, and thus using a LFM as a shaping pulse has shown its advantage. There 
is also a spreading gain by using the LFM as the shaping pulse, since the bandwidth of the LFM of  
2.2 kHz is larger than the signals bandwidth of 1 kHz. 
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Figure 8. Performance of PPC-DFE using different shaping pulses. (a) BPSK; (b) QPSK. 
LFM is used ( ), and RRC is used ( ). 

 

5.2. The One-Block Approach 

In this subsection, the channel is estimated only once for PPC processing in each data packet. The 
channel is estimated using training symbols, which are specified symbols in the beginning of 
communications. Following PPC processing, ISI is removed by the adaptive channel equalizers. 

Figure 9 shows scatter plots of soft output estimates n̂I  of different receiver structures, where the 
LS method is used to estimate the channel for PPC processing. The output SNR given by  
(1-MSE)/MSE, and the bit error rate (BERs) are given in the legends. Obviously, McDFE achieves the 
best performance with an output SNR of 9.2 dB, PPC-McDFE approximates the performance of 
McDFE with an output SNR of 8.5 dB, and PPC-DFE achieves the worst performance with an output 
SNR of 3.8 dB and a BER of 2.0e–3. As shown in Section 3, the difference between PPC-McDFE and 
PPC-DFE is the multichannel combining scheme.  

Figure 9. Scatter plot of estimated 8-QAM symbols using different receiver structures.  
(a) McDFE; (b) PPC-McDFE; (c) PPC-DFE. 

 

The results of 15 periods are shown in Figure 10, where the symbol rate is 2 kilo-symbol/s.  
PPC-DFE achieves the worst performance for both BPSK and QPSK, and obviously it fails in several 
periods for QPSK. It is apparent that the performance of PPC-McDFE consistently follows that of 
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McDFE. For BPSK shown in Figure 10(a), PPC-McDFE overtakes PPC-DFE with a maximum 6.6 dB 
output SNR (the 3rd period) and a minimum 2.7 dB output SNR (the 11th period).  

Figure 10. Performance in terms of output SNR for different modulations. (a) BPSK;  
(b) QPSK. McDFE ( ), PPC-McDFE ( ), and PPC-DFE ( ). 

 

Figure 11 shows the spatial coherence measured in the 3rd and 11th periods, respectively. The 
spatial coherence between the kth and mth channel is calculated by: 

max

max max

, k m

k k m m

r t r t
k m

r t r t r t r t
 (10)  

where 
maxk mr t r t  denotes the maximum absolute value of the correlation between kr t  and 

mr t , and kr t  is the received signal of the kth hydrophone. Interchannel correlations shown in 
Figure 11(a) are stronger than those shown in Figure 11(b), where the time elapse between these two 
periods is 1,760 s. For instance, the correlation coefficient between Ch #3 and Ch #4 is 0.84 in  
Figure 11(a), and it is 0.23 in Figure 11(b). Furthermore, in Figure 11(a), it is interesting that there are 
stronger correlations among the signals received by the vertical array (Ch #1–8) than those among the 
signals received by the horizontal array (Ch #9–12). 

Figure 11. Spatial coherence in different periods. (a) The 3rd period; (b) The 11th period. 
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The strength of interchannel correlations correlates with the performance difference between  
PPC-McDFE and PPC-DFE, which is shown in Figure 10(a). Since it is difficult to predict the time 
variant spatial coherence in a real oceanic environment [10], it is advantageous to obtain spatial gain 
using the adaptive multichannel combining, especially in the scenario of a small number of receivers. 
Thus it is preferable to use McDFE in a channel of short time spread, while PPC-McDFE is suggested 
in a channel of long time spread. 

As shown in Figure 4, the channel impulse response is sparse. This property can be exploited by the 
MP algorithm. The conventional LS method obtains values for the taps that should be zero in sparse 
channels, and the MP algorithm only estimates dominant arrivals. For both methods, it is required that 
the time window is long enough to include all time-spanned arrivals that cause ISI. For the LS method, 
the time window should not be too long, since a long window may introduce unnecessary noise in  
the estimate. 

Figure 12 shows the CIR obtained by both LS and MP methods. The number of taps for the MP 
algorithm was preset to P = 4 and finds two main peaks at 12–15 ms, and another main peak at 48 ms. 
This observation supports the earlier findings there are two main groups of arrivals separated by 
approximately 35–40 ms. The MP algorithm estimates the same dominant arrivals, but the LS 
algorithm introduces noise-like values for the taps that should be zeros.  

Figure 12. CIR estimated by the LS method and the MP algorithm. 

 

Using both the MP and LS algorithms, performances of PPC-McDFE and PPC-DFE are compared. 
Figure 13 show the performance comparison at a symbol rate of 2 kilo-symbol/s. The performance of 
the three structures changes with time, as measured in period. Using the MP algorithm, the 
performance of both PPC-McDFE and PPC-DFE is improved in most periods. Even though the 
performance of PPC-DFE is improved by the MP algorithm, e.g., 2.1 dB in maximum (the 15th 
period), it is still far less than the performance of PPC-McDFE, which overtakes that of PPC-DFE 
from 3.1 dB (the 11th period) to 7.0 dB (the 3rd period). In average, McDFE leads the performance. In 
this performance evaluation, it is important to consider the computational time. Based on the same 
personal computer, McDFE consumed about 20 times computational time than PPC-McDFE (MP) to 
achieve the approximate performance. 
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Figure 13. Performance in terms of output SNR at a symbol rate of 2 kilo-symbol/s. 

 

5.3. The Multi-Block Approach 

It is well known that pulse compression degrades with time evolution, as the channel is time variant 
in practice. In the Section 5.2, the degradation is neglected, where the subsequent adaptive channel 
equalizers manage to track the channel variations. In the current subsection, the multi-block approach 
is used to counter for the variations within each data packet. It is understood that the channel can be 
assumed constant within a short time interval, correspondingly a data block. 

Figure 14 shows an example of performance comparison between one-block and multi-block 
approaches. For the multi-block approach, the received data packet of 8.128 s was split into eight 
blocks of 1 s each and one block of 0.128 s. The right panel of Figure 14(a) shows that the single 
channel DFE encounters difficulties in tracking the channel variations, as the output MSE increases 
with time. As shown in the left panels of Figure 14, BER is reduced from 4.9% to 2.2%, when the 
multi-block approach is implemented. As follows for the multi-block approach, each block has time 
duration of 1 s.  

Figure 15 shows the performance assessment, in which the multi-block approach is used for  
PPC processing. Performance of PPC-McDFE still consistently approximates that of McDFE, and  
PPC-DFE achieves the worst performance. McDFE fails in the 14th period, which may be due to the 
impropriate parameters for McDFE, while both PPC-McDFE and PPC-DFE succeed in recovering the 
distorted information. In observation, the MP algorithm shows advantages over the LS method for  
the multi-block approach. For instance, using the MP algorithm, 4.1 dB improvement (the 11th period) 
is obtained by PPC-DFE, and 3.3 dB improvement (the 9th period) is obtained by PPC-McDFE.  

The multi-block approach operates on the decision directed mode, and hence there is the issue of 
error-propagation. In the scenario of low input SNR, the LS method is sensitive to errors of detected 
symbols of the previous block, while the MP algorithm estimates only dominant arrivals with less 
impact from the errors. Temporal focusing is more enhanced by the MP algorithm, which leads to 
better performance. Therefore, the MP algorithm is suggested for the multi-block approach. 
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Figure 14. Performance of PPC-DFE with different approaches. (a) One block;  
(b) 9 blocks. The MP algorithm is used, and the symbol rate is 2 kilo-symbol/s. 

 
(a) 

 
(b) 

Figure 15. Performance of three receiver structures. There are 16 blocks for PPC processing. 

 

The multi-block approach may be better than the one block approach, but it depends on the rate of 
channel variation. Figure 16 shows the comparison between using the one block and multi-block 
approaches. For PPC-McDFE, there is trivial improvement with a maximum improvement of 0.5 dB 
(the 12nd period). For PPC-DFE, there is improvement in 11th periods, with mean improvement of  
0.6 dB, and the maximum improvement is 1.4 dB (the 2nd period). In the current case, only modest 



Sensors 2012, 12 2133 
 

 

improvement has been obtained when using the multi-block approach, and this can be understood that 
the collected data were moderately time variant. The multi-block approach cannot avoid the issue of 
error-propagation, and hence caution should be paid when using this approach, especially in the 
scenario with low input SNRs. 

Figure 16. Performance comparison between the one block approach and the  
multi-block approach. 

 

6. Summary and Conclusions  

Three receiver structures have been assessed by processing data collected in a recent experiment 
conducted over a range of 7.4 km. In this high frequency (10–14 kHz) experiment, coherent 
underwater communications of different symbol rates were achieved, e.g., 1 to 2 kilo-symbol/s. In a 
large time scale, in terms of period of 202.044 s, the time-variant characteristics of underwater channel 
are observed by the communication results in terms of output SNR.  

As shaping pulses, it is shown that the difference between LFM and RRC is minimal. The LFM 
shaping pulse provides a simple method for PPC processing, where the received channel probe signal 
of LFM is immediately used. Using a RRC shaping pulse, it is flexible to select a channel estimation 
method for PPC processing, e.g., the MP algorithm. In addition, the block-based approach can be 
implemented in time-varying channels. 

As evident, PPC-DFE achieves the worst performance in the assessment, and the performance of 
PPC-McDFE approximates that of McDFE. Time-variant reverberations result in unpredictable spatial 
coherence, which may impact on the performance of PPC-DFE. Therefore, it is preferable that the 
adaptive multichannel combining obtains much spatial gain, especially in the scenarios of a small 
number of receivers. For instance, it is preferable to use PPC-McDFE instead of PPC-DFE in a 
channel of long time spread. 

In the sparse channel, the MP algorithm has been assessed in two modes. One is the conventional 
single block approach, and the other is the multi-block approach. The multi-block approach assumes 
that the channel is constant within each block of a short time interval, and then PPC processing is 
extended to time-varying channels. Comparing with PPC-DFE, PPC-McDFE is less sensitive to the 
channel variations. It has been demonstrated that the MP algorithm improves the performance of 
communications using PPC processing, and thus the MP algorithm is suggested in sparse channels. 
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