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Abstract

This thesis examines interference modeling and management in small cell cognitive radio

networks.

A generalized unified statistical model is presented for the interference from a heteroge-

neous next generation network at a target receiver located at the centre of a cell. The

derived model is then applied in devising a simple distributed power allocation algorithm

for the next generation network nodes, and in the various performance analyses of the the

coexisting systems.

Cooperative communication improves the outage performance and coverage of wireless

links under certain channel conditions, but is not spectrally efficient when channel con-

ditions are favorable. A hybrid cooperation technique that can reap the diversity benefits

of cooperative communication without sacrificing the multiplexing gain is proposed, and

the performance of an interference temperature constrained cognitive radio network em-

ploying the proposed cooperation technique is analyzed.

Next, a formulation of the power allocation problem in the cognitive interference channel

is presented whereby the interference margin at the primary receivers are seen as resources

to be shared optimally. A relative rate utility based power allocation algorithm that is

shown to achieve favorable sum throughput is then proposed.

Finally, the thesis investigates various interference coordination techniques for multi an-

tenna cognitive radio users coexisting with multiple primary users under a restricted inter-

ference temperature constraint. Knowledge of the zero forcing beamforming techniques

and the interference alignment schemes are applied to satisfy the restricted interference

temperature constraint at the primary receivers while supporting significant sum rate at

the secondary system.
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Chapter 1

Introduction

1.1 Introduction to Cognitive Radio

Approximately 50% of the global internet data traffic in 2011 was caused by mobile de-

vices. According to a forecast by Cisco Systems [1], mobile internet data traffic will con-

tinue to increase dramatically in the years to come. Driving such a significant increase are

the growing number of wireless (particularly mobile) devices and faster mobile network

connections [1]. The forecasted number of mobile interconnected devices is expected to

exceed 10 billion by the year 2015 [1], of which more than 2 billion are foreseen to be

Wireless Local Area Network (WLAN) capable electronic devices [2]. Similarly, the mo-

bile network access speed is also projected to increase nine-fold from 2011 to 2016 [1].

In order to meet these expectations and given that the radio spectrum is a scarce resource,

radio systems have to fundamentally change to accommodate disruptive technology inno-

vation [3].

The Federal Communications Commission (FCC) proposed CR as the most promising

technology in this regard. Briefly CR is a Software Defined Radio (SDR) with the capa-

bilities of Dynamic Spectrum Access (DSA) techniques. SDRs were first introduced by J.

Mitola in the early 1990s to allude to the shift in radio technology from the digital radio in

which most radio functionalities are embedded in the hardware, to software defined digital

radios which are almost completely programmable, including radio frequency (RF) band,

channel access mode, and channel modulation [4]. This adaptability in the RF front end

as well as the networking protocols will enable adaptive wireless networks that can dy-

namically adapt to the changing operational requirement, thus enabling higher spectrum

efficiency and performance gains [3].
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Due to its tremendous societal value, the radio spectrum has traditionally been carefully

managed at the national and international levels through static and long-term licensing [3].

Although such static leasing can be managed easily, studies have shown that it leads to

inefficient utilization of spectrum in many cases [5], and indicated that a dynamic usage

of the spectrum would lead to increased efficiency. This dynamic spectrum exploitation

is known as DSA. Due to the technological, regulatory and economical challenges, full

incorporation of DSA is a complex problem [6]. Nonetheless, its potential benefits are

recognized by different initiatives such as the DARPA next generation (xG) program [7]

based on intelligent CRs .

In communication theory, there are no single universally accepted definition of the term

“Cognitive Radio”. However, in a broad context, it is used to refer to ‘intelligent’ radio

devices that can sense their external radio environment and adjust their operating regime

accordingly. The term was first coined by J. Mitola III and G. Q. Maguire Jr. in late

1990s through the pioneering paper [8], where the authors have introduced the concept of

cognitive radio and Radio Knowledge Representation Language (RKRL). In this paper,

the authors further discussed the relationship between CR and SDR as well as the role of

RKRL in implementing CRs and SDRs.

CR were initially envisioned as very smart devices with “advanced degree of understand-
ing”. The underlying motivation was comprehensive service (through the radio network)

by understanding the user’s goals, service context, the network condition, and other real-

time information [8]. In his PhD dissertation, Mitola identified this novel approach

to wireless communication as: “the point at which personal digital assistants (PDAs)

have become maximally computationally intelligent about wireless services and related

computer-to-computer communications” such that it can recognize the correct context

of the communications needs, and facilitate the most appropriate services that can meet

these needs [9]. A functional block diagram of a RKRL-capable CR, as proposed in [9],

is illustrated in Figure 1.1.

Following the pioneering work of Mitola, CR caught the attention of the research com-

munity, and resulted in a flurry of research in this new direction. Soon the originally

envisaged ‘very smart device’ vision of the CR became modified into more pragmatic,

practical and able-to-be-implemented-soon agile radio devices. This is reflected in the

definition of CR offered by Haykin in his seminal paper [10]:

“Cognitive radio is an intelligent wireless communication system that is aware of its sur-
rounding environment (i.e., outside world), and uses the methodology of understanding-
by-building to learn from the environment and adapt its internal states to statistical vari-
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Figure 1.1: Mitola Cognitive Radio Framework [9]

ations in the incoming RF stimuli by making corresponding changes in certain operating
parameters (e.g., transmit-power, carrier-frequency, and modulation strategy) in real-
time, with two primary objectives in mind:

• highly reliable communications whenever and wherever needed;

• efficient utilization of the radio spectrum.”

Another widely used definition of CR, which nicely captures all its key features of DSA,

is the definition forwarded by Akyildiz et. al. in [6]

“More specifically, the cognitive radio technology will enable the users to (1) determine
which portions of the spectrum is available and detect the presence of licensed users
when a user operates in a licensed band (spectrum sensing), (2) select the best available
channel (spectrum management), (3) coordinate access to this channel with other users
(spectrum sharing), and (4) vacate the channel when a licensed user is detected (spectrum
mobility).”

Taking the concept of CR further, the term ‘cognitive’ has also been used in the context

of wireless networks to refer to networks with adaptive and distributed control and opera-

tion. However, in this case too, there are a multitude of different definitions. We present a

few of them in this section. Ramming [11] presents a vision for the ‘cognitive network’ as

a distributed network that can manage itself, is aware of the application context, can au-

tomatically balance resources and respond to complaints, and is capable of reinforcement

learning to gradually improve and evolve itself over time.
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Sifalakis et al. define the term “cognitive” when applied to networks as follows: “The term
“cognitive” refers to the intended capability of the network to adapt itself in response to
conditions or events, based on reasoning and prior knowledge it has acquired” [12]; and

propose to implement a ‘cognition layer’ on top of the active network to enable cognition

capabilities in the network. However, in order for a network to be truly cognitive as

envisioned by them, simply adding a cognitive layer does not suffice. Rather an end-to-

end approach has to be considered to satisfy all the goals of such a dynamic network [13].

At a workshop discussing the direction of the future trends in Cognitive Radio Network

(CRN) research [3], a CRN was considered to be a DSA enabled network with certain

additional functionalities. These functionalities are: (i) network with agile nodes that

are able to ‘decide’ its operating frequency and operate in multiple frequency bands, and

(ii) network-level capabilities to configure on-the-fly in order to realize various physical,

link and network layer functions suited to the operation band and satisfying regulatory

constraints that apply to those bands [3]. This definition of a CRN is adopted in this

dissertation.

As we have indicated, there exists a multitude of definitions on CR. In one way or an-

other, all of these involve capabilities for detecting changes in the radio environment, and

adapting accordingly. This thesis does not make a hard decision about which definition

to adopt. Instead, it focuses on some of the underlying technical challenges that must be

addressed, regardless of which definition one prefers.

1.2 Different Models for Cognitive Radios

Following the discussion leading thus far, it is naturally observed that CRs seek to oppor-

tunistically coexist with the licensed (or primary users) in a given geo-spectral location.

This brings about the question of the extent and the nature of the coexistence between the

Primary User (PU) of the band and the CR (or secondary user). In a very broad sense, the

SU can coexist with the PUs by overlaying, underlaying or interweaving its signal with

respect to the PUs’ signals, as explained further below.

Coexistence of primary-secondary signals raises the concern for a new way of quantifying

and assessing the unpredictable appearance of new sources of interference at the PR due to

the opportunistic nature of SUs’ access of the primary band. As a solution to this problem,

the FCC Spectrum Policy Task Force recommended a new metric called the interference

temperature [5, 10].

4



1.2.1 Interference Temperature Metric

In 2003, the FCC proposed to define the interference temperature as Tint =
I+N
kB , where

I+N is the power generated by undesired emitters plus noise sources, B is the bandwidth

and k is the Boltzman’s constant. More specifically, the interference temperature metric

is the temperature equivalent of the noise power measured in units of “Kelvin per Hz”

[14]. Moreover, the interference temperature metric can be used to calculate the received

interference power at the a receiver, Pint , in watts, using the relation Pint = kTintB [10,15].

An introductory analysis of the interference temperature metric is given in [15], wherein

the author also discusses other alternative definitions of the said metric. Reference [16]

provides a detailed survey on the general considerations for describing an interference

constraint.

Note that, the interference temperature concept actually caused some controversy over

the years after its introduction and was in fact abandoned as a working concept by the

FCC in 2007. However, the concept is once again gaining attention and is making its way

to being re-considered [17]. Such receiver centric radio rights may be the beginning of a

paradigm shift in spectrum regulation from the rigid spectrum licensing policies of today,

to spectrum allocation in time-frequency slots under possibly more stringent operating

conditions in the future as envisioned in [18].

1.2.2 Underlay Cognitive Radio Model

In the underlay CR model, SUs are allowed to coexist simultaneously with the PUs, by

guaranteeing that the interference perceived at the primary receivers is below a given

threshold [19, 20]. This is possible by controlling the transmit power at the secondary

transmitters [20], or by spreading the communication over a wide bandwidth as in ultra-

wideband (UWB) or spread spectrum systems [19]. Due to the interference constraints

associated with underlay systems, the underlay technique is only useful for short range

communications. Note that, global Channel State Information (CSI) has been an underly-

ing assumption in most earlier analyses of the underlay CR model. However, some recent

works have investigated underlay CRNs with partial CSI (e.g. [21]).

Underlay CRs can be modeled as communication links with constraints placed on the

channel output (in addition to the traditional constraints on the channel input signals).

Thus the capacity for the underlay CR model under different channel models and a re-

ceived power constraint at the PR can be characterized by translating the received power
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constraints into a transmit power constraint at the STs [22]. In a Gaussian multiple access

channel (MAC), this received power constraint translates to a weighted sum power con-

straint at the different STs [23]. Analyzing the capacity region is analytically intractable

for the general case when there are multiple primary and secondary users, all interfering

with each other and under a received power constraint at the PRs (and possibly a max-

imum transmit power constraint at the transmitters). However, some properties of the

sum-rate maximizing power control problem can be derived by investigating the problem

using game theory [23]. Multiple antennas can also be exploited at the STs to minimize

the interference at PR, and hence facilitate secondary usage of the spectrum by beamform-

ing the secondary transmission to steer the secondary message away from the direction of

the PRs [24].

1.2.3 Overlay Cognitive Radio Model

The spectrum overlay approach also allows the primary and secondary systems to trans-

mit concurrently, and is facilitated by the SUs’ active participation in assisting the PUs

transmissions. The SUs use part of their power budget to relay the PUs message in ex-

change of permission to use the PUs band. Thus, the interference experienced due to the

SUs transmission can be compensated by the increase in a PU’s SNR due to the assistance

from the SU [19].

In the overlay model, the SU is assumed to have message side information, i.e. informa-

tion about the primary channel gains, codebooks and possibly even the PU messages. In

the absence of such information, this model reduces to the basic interference channel. On

the other hand, when only the SU transmits (the messages intended for both the receivers),

the overlay model reduces to the broadcast channel [23]. Due to its similarity with the

interference channel and the broadcast channel, encoding techniques developed for either

of these channels are suitable for analyzing the overlay CR channel. More specifically, the

following encoding techniques are investigated in the literature: rate-splitting, Gel’fand-

Pinsker (GP) binning for interference cancellation, and cooperation [23].

Similar to the interference channel, determining the capacity region for the overlay CR

model is still an open problem in most cases, though the capacity can be achieved in

special cases by applying any of the above mentioned encoding techniques [23]. In the

strong interference regime where both the receivers (primary and secondary) can decode

all messages with no rate penalty, the capacity can be achieved through cooperation [25].

On the contrary, in the weak interference regime, the ST can precode its message using GP
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binning to eliminate the interference at the SR; and together with cooperation, the capacity

can be achieved in certain cases (e.g. the Gaussian cognitive channel model [26]). For a

general Gaussian cognitive interference channel, the capacity can be determined to within

one bit/s/Hz and to within a factor of two bit/s/Hz regardless of the channel parameters

by using techniques for analyzing the deterministic cognitive interference channel [27].

Note however that the overlay CR model assumes message side information at the ST,

which is very difficult to obtain in practice unless the primary and secondary transmitters

can communicate through a very good link between them (e.g. through a backhaul or

when they are close to each other). The secondary interference at the PR can be avoided

by designing the secondary system such that the SUs transmit only when there are no

primary transmission in a given band. This is the interweave principle, which is discussed

next.

1.2.4 The Interweave Cognitive Radio Model

The interweave model is the DSA model proposed by Mitola [8], where he used the termi-

nology spectrum pooling to refer to the arrangement under which primary and secondary

systems share the same spectrum band. In this access method, the SUs can access the

licensed spectrum when there is a “spectrum hole”, which results from the time during

which the PU is inactive in a given space and frequency. Thus, a spectrum hole is defined

in time, space and frequency [10]. Accessing the spectrum holes are not limited by any

other constraints, such as the interference temperature discussed earlier. However, an SU

has to constantly monitor the radio spectrum to detect possible spectrum holes; and the

re-emergence of the PUs in order to evacuate the band when required. Such opportunistic

access method is adopted by the DARPA xG program [7] and the first CR-based standard

IEEE 802.22 [28].

Accurate sensing of the PU’s presence is of central importance in the interweave approach,

and becomes even more crucial in a sparsely populated network where all secondary

nodes cannot sense all the primary terminals [29]. In such a scenario, the interweave

approach corresponds to communication with partial side information [23]. By using

queuing theory, an upper-bound performance analysis for a spectral agile cognitive radio

networks is presented in [30], where the spectrum agility of the CR system is shown to

facilitate significant improvement of spectral utilization.

It must however be noted that the terms for the above DSA methods are used differently

by different authors. For example, the authors in [20] use the term ‘overlay’ to refer
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to the above-described ‘interweave’ approach. In this dissertation, we have adopted the

definitions as given in [23] and described above. A comparison of the different models is

shown in Table 1.2.

Underlay Overlay Interweave
Channel Side Information: Cognitive
(secondary) transmitter knows the channel
strengths to noncognitive (primary) receiver(s).

Message Side Information: Cognitive nodes
know channel gains, codebooks and possibly
the messages of the noncognitive users.

Activity Side Information: Cognitive user knows the
spectral holes in space, time, or frequency when the
noncognitive user is not using these holes.

Cognitive user can transmit simultaneously
with noncognitive user as long as interference
caused is below an acceptable limit.

Cognitive user can transmit simultaneously
with noncognitive user; the interference to
noncognitive user can be offset by using part
of the cognitive user’s power to relay the
noncognitive user’s message.

Cognitive user transmits simultaneously with a
noncognitive user only in the event of a false spectral
hole detection.

Cognitive user’s transmit power is limited by
the interference constraint.

Cognitive user can transmit at any power, the
interference to noncognitive users can be offset
by relaying the noncognitive user’s message.

Cognitive user’s transmit power is limited by the
range of its spectral hole sensing.

TABLE I: Comparison of underlay, overlay and interweave cognitive radio techniques.

Figure 1.2: Comparison of Underlay, Overlay and interweave CR technologies [23].

1.3 Coexistence Strategies for Cognitive Radios

Interference management is essential for coexistence between the primary and the sec-

ondary system in order to facilitate efficient opportunistic utilization of the spectrum. In

this section, we present some of the interference management techniques proposed in the

literature.

1.3.1 Interference Cancellation

In the underlay CR model, the SUs can opportunistically use the primary spectrum by

canceling the interference at the PR. A general framework for interference cancellation

at the PR based on beamforming and beam nulling for a multi-antenna CR system is

discussed in [31]. Under the proposed method, STs use beamforming techniques to find

antenna weights that place nulls at the PRs, by leveraging the pilot feedback from the

primary receiver.

An alternate type of interference cancellation technique, that is cancellation of primary in-

terference at the secondary receivers is proposed in [32], which is termed as opportunistic

interference cancellation (OIC). The authors in [32] advocate that the SRs should decode

the primary signal when the selected rate and the received power of the primary message
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creates such an opportunity; and devise a method that can be applied by SU to achieve

the maximal possible secondary rate. Therefore, the secondary rate should be adapted by

first considering whether the primary system signal can be decoded.

1.3.2 Interference Minimization

Opportunistic utilization of the primary spectrum by the secondary system can be seen as

a resource allocation problem. The objective of the secondary system can be formulated to

fulfill a certain design target while minimizing the interference at the primary, e.g. energy

efficiency of the secondary system [33]. Alternately it can be designed as an optimization

problem under the interference temperature constraint at the PRs as the secondary sum

rate maximization problem [34, 35].

In a classical wireless network, allocating more power to the users with higher channel

gains is generally preferable from a sum rate/capacity perspective. However, in an un-

derlay CRN, the amount of interference created at the PR has to be taken into account

as well, when allocating power (or other resources). Therefore, a classical solution to

resource allocation problems cannot be readily applied to CRNs. When the SUs access

the primary band through orthogonal channels, the optimal power allocation scheme is

a waterfilling policy [23]. However, the cutoff values for the channel gains for the said

policy are weighted by factors reflecting the interference generated at the PRs [34].

The secondary transmission power impacts the opportunistic utilization of the primary

band under the interweave CR model too. Spectrum holes (at a given frequency band) are

spatio-temporal events, and therefore the availability of spectral opportunities depend on

the transmission power of the ST and the reliability of opportunity detection at the SR. A

spectrum hole has to be available over a larger area if an ST is to transmit with a higher

transmission power, and hence communicate with a Secondary Receiver (SR) that is fur-

ther away. On the other hand, the availability of such spectral opportunities is inversely

proportional to the coverage area, i.e. spectral opportunities over a smaller coverage area

arise more frequently compared to that over a larger area. Therefore, the secondary trans-

mission power has to be carefully designed for optimal transport throughput under the

opportunistic access framework for CRN [35].

Approaching the sum-rate optimization problem becomes more difficult in a multiuser

CRN with multiple PUs and SUs transmitting simultaneously, where the problem is

known to be nonconvex. Under the cognitive interference channel model, several so-

lutions have been proposed to maximize the performance of the secondary system. Ex-
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amples include joint beamforming and power control for multi-antenna secondary sys-

tems [36]; achieving network equilibrium by penalizing the SUs through imposing time-

varying prices corresponding to the interference they create [37]; and applying game the-

oretic formulations to find the optimum power allocation solution [38].

1.3.3 Superposition Coding and Successive Interference Cancellation

In the overlay CR model discussed earlier, the opportunistic access of the spectrum by the

SUs can be facilitated by collaboration between the primary and the secondary systems.

In collaborative primary-secondary transmission, the available time period for transmis-

sion is divided into two shorter time slots (TS). In the first TS, the primary transmitter

transmits its signal, which is simultaneously received and successfully decoded by the

PR, the ST and possibly the SR. In the following TS, the ST composes its message by

superposition coding the secondary signal on top of the primary signal, and transmit the

super-positioned signal using the decode-and-forward relaying strategy. The total avail-

able transmission power at the ST should be carefully divided among the primary and the

secondary message such that the end-to-end rate at the PR after the two-TS transmission

is not penalized by the SU’s opportunistic access.

Under certain conditions, the secondary system can nonetheless achieve non-zero rates

through such collaborative techniques at the secondary system. The most important of

these conditions is that the ST can successfully decode the primary message received in

the first TS in order to be able to relay it in the subsequent TS [39–41]. When equal-

length time slots are allocated to the primary source and the secondary relay, maximum

ratio combination (MRC) of the signals received in the two TSs can be applied to retrieve

the primary signal at the PR [39] . If the SR is sufficiently close to the PT, it can receive

and decode the primary signal in the first TS with a high probability. Thereafter, the

SR can subtract the primary signal from the relayed superimposed signal received in the

second TS from the ST, and finally obtain an interference free version of the secondary

signal [40]. On the other hand, when the PT is outside the reception range of the SR

and hence the SR cannot overhear the primary message, the power allocation at the ST

should be such that the SR can decode the secondary signal from the message received

in the second TS by employing successive interference cancellation (SIC) technique [41].

However, determining the optimum time and power allocation ratios in some of the above-

discussed solutions require (partial) knowledge of the different channel gains at the ST

and both the receivers, which may limit the applicability of the such schemes in practical

opportunistic spectrum access scenarios.
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1.3.4 Dirty Paper Coding

Dirty-paper pre-coding (DPC) or Costa precoding refers to communicating over an Additive

White Gaussian Noise (AWGN) channel in the presence of interference that is non-

causally known at the transmitter but not at the receiver [42]. In the overlay CR paradigm,

the impact of primary interference at the SR can be completely removed by precoding the

secondary signal using an appropriate DPC technique, while insuring there is no degra-

dation in the PU communication. In the low-interference regime, where the secondary

signal of interest at the SR is stronger than the primary interference, it has been shown

in [26] that a scheme involving DPC can achieve the capacity for the AWGN channels.

A multi-level DPC scheme for the single user CR channel that is capable of performing

very close to the capacity in both low and high rate of interference is proposed in [43].

1.3.5 Interference Alignment

Interference Alignment (IA) is found to achieve full spatial multiplexing gain in a Gaus-

sian interference channel [44]. It was first proposed by Maddah-Ali in [45,46] for the two

user Multiple-Input Multiple-Output (MIMO)-X channel. Subsequently this was general-

ized for the K-user MIMO-IFC by Cadambe and Jafar in [44]. The main idea of IA is to

align the transmission of signals from different transmitters such that all the unwanted in-

terference at each receiver overlap with each other. This will allow a transmitter-receiver

pair to communicate interference free over the remaining interference free dimensions.

In [44], it is shown that by using Interference Alignment (IA), each user in a fully con-

nected K user wireless interference channel can communicate reliably at rates approach-

ing one half of the rates the user can achieve in a single user (interference free) channel.

Due to the separation of interference and information signal subspaces, interference align-

ment naturally lends itself to systems where the interference is to be avoided and/or mini-

mized, such as the CRN. IA in a CR scenario is studied in [47–49]. In the seminal works

on IA in a CR environment [47], a MIMO SU harmlessly coexisting with a MIMO PU is

considered. The authors provide a power allocation and an IA scheme for the Secondary

Transmitter (ST) such that the interference at the PR does not spill into the PU’s desired

direction of communication; and the secondary rate is maximized. This scheme is in-

troduced as the Opportunistic Interference Alignment (OIA) scheme. The idea of OIA

is generalized into the Opportunistic Spatial Orthogonalization (OSO) in [48]. The au-

thors introduce OSO as a cognitive radio scheme that allows the existence of SUs and

hence increases the sum throughput, even if the PUs occupy all the frequency bands all
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the time. The proposed scheme exploits spatial dimensions of the channels and the re-

sulting randomness and independence. In the OSO scheme the interference from multiple

SU is opportunistically aligned at the direction that is near orthogonal to the PU’s signal

space at each channel usage. This is in contrast to the commonly employed IA schemes

where the secondary transmissions are pre-shaped to introduce exploitable structure to

the interference at the PRs. On a related note, the concept of constrained IA is introduced

in [49]. In this work, an outer bound is developed on the degrees of freedom (DoF) of the

secondary users in the presence of a MIMO primary user that maximizes its own rate. In

addition, an iterative algorithm that achieves this cognitive IA scheme is presented. All

of the above papers, and most other related works investigating IA in a CRN context as-

sume availability of full CSI at the STs, including that of the primary channel. However,

recently introduced techniques, such as the blind interference alignment scheme [50], are

aimed at overcoming such stringent CSI dependency.

1.4 State-of-The-Art in Cognitive Radio

In this section we present some of the key areas of research in cognitive radio technology

and discuss the state-of-the-art in each of these topics.

1.4.1 Information theoretic analysis and fundamental performance
limits

The main topics of investigation in Information theoretic analysis of CR technology in-

volves fundamental capacity limits and associated transmission techniques for different

CR wireless paradigms. Some of the relevant findings are discussed in the preceding

sections of this chapter. Reference [23] provides an excellent survey on information-

theoretic capacity results, related bounds, and the degrees of freedom for different CR

network paradigms. In a recently published paper [27], the authors have presented new

capacity results for several parameter regimes. Furthermore, inner and outer bounds for

the general Gaussian cognitive channel, and the capacity within one bps/Hz, are also pre-

sented in this work. Moreover, reference [27] provides an excellent and concise summary

of the known relevant results to date.
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1.4.2 Spectrum Sensing

Sensing the spectrum band for availability of spectrum holes or opportunities for cogni-

tive access is an essential enabling technique for CR technology. In the interweave CR

model, sensing is critical as it directly relates to available opportunities. Moreover, spec-

trum sensing also plays a role in identifying the presence of, and collecting various PU

information (e.g., primary message, channel gain, etc.); and hence is also important for

other CR models. Reference [51] is one of the very first overview papers on spectrum

sensing in CR, wherein the authors provide an overview of the regulatory requirements

(such as detection sensitivity, sensing periodicity etc.) and discuss major challenges asso-

ciated with the practical implementation of spectrum sensing functionality in CR systems.

The above reference further addresses different performance tradeoff issues in spectrum

sensing.

Most simple spectrum sensing techniques proposed in the literature are based on energy

detection. Such spectrum techniques involves estimating the noise power and then com-

paring the energy of a detected signal against the noise power to determine the presence

of a signal. In [52], the authors have used random matrix theory to propose a new sensing

method based on the eigenvalues of the covariance matrix of signals received at the sec-

ondary users. The proposed spectrum sensing methods overcome the noise uncertainty

problem associated with energy-detection based sensing methods, and can be used with-

out requiring any knowledge of signal, channel and noise power.

Hardware limitations restrict the sensing capability of individual CR nodes to narrow

bandwidths. Collaborative spectrum sensing among the CR nodes can improve the sens-

ing capability to cover wider bands. Low-overhead wide-band spectrum sensing methods

for a CRN with a large number of cooperating nodes operating over a wide bandwidth are

proposed in [53]. The proposed method involves using novel matrix completion and joint

sparsity recovery algorithms to decode spectrum occupancy from joint spectrum sensing

information provided by multiple sensing nodes. The proposed algorithm represent the

recent paradigm shift in spectrum sensing techniques towards collaborative and wide band

spectrum sensing techniques.

1.4.3 Cognitive Interference Analysis

Despite the intelligence of CR nodes, and careful planning, unwanted interference at the

PRs is unavoidable in opportunistic spectrum sharing. It is important to understand and
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analyze the cognitive interference received at the PRs in order to minimize its harmful im-

pact on the performance of the primary systems. Cognitive interference analysis usually

incorporates developing a model for the statistical representation of the cognitive interfer-

ence power at the PRs, which then can be used to evaluate various performance measures.

One of the earliest works on modeling the distribution of aggregate cognitive interfer-

ence at a PR is presented in [54], where the secondary interference model is presented

in terms of system parameters of a spectrum sensing-based CRN. On a similar note, the

Probability Density Function (PDF) of the cognitive network interference power is ap-

proximated using the theory of truncated stable distributions in [55], where the authors

further demonstrate how different metrics evaluating the primary system performance can

be computed using the derived interference model. Reference [56] is one of the very few

papers in the literature, which presents findings of real-life spectrum measurement ac-

tivities and discusses the lessons learned from it. Additionally, a new stochastic model

is proposed for the duty cycle distribution which can have multiple applications in DSA

research.

In most investigation on cognitive interference analysis, the network is generally modeled

as a spatial Poisson point process (PPP), mainly due to its analytical tractability. However,

due to opportunistic natures of its access, a CRN is most likely to have a limited number of

nodes randomly distributed across a relatively small area, and as such the PPP may not be

the most appropriate model for analyzing such a network [57]. Reference [58] addresses

the shortcomings of the Poisson model and proposes an alternative that overcomes its

drawbacks. On the other hand, references [59, 60] analyze the aggregate cognitive inter-

ference by modeling the CRN as a Binomial point process (BPP) instead of the commonly

used PPP model.

1.4.4 Spectrum Sharing, Resource Allocation, and Power Control

Resource allocation problems in the spectrum sharing CR model address the optimum

utilization of the available resources, including the spectrum access opportunities. In a

CRN with multiple primary and secondary users, the optimum design approach should

treat all active links as a large interference network, and jointly optimize some measure

of the secondary performance under a certain guarantee on the primary performance [61].

However, such joint optimization is difficult to implement, and perhaps not feasible from

a practical point of view.

An important survey of dynamic resource allocation schemes for underlay CRN with
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emphasis on convex optimization techniques is presented in [61]. In this work, the authors

discuss different formulations of resource optimization problem and discusses different

probable solutions to the posed problems. Reference [62] is another major work where the

ergodic capacity of a single user secondary system coexisting with a single user primary

system is analyzed under different coexistence strategies. One of the pioneering works

addressing sub-channel and downlink transmission power allocation problem for multi-

cell CRNs is presented in [63]. In their investigation, the authors consider a multi-cell

CR-enabled orthogonal frequency division multiple access (CR-OFDMA) network that

has to control the interference to the PRs alongside coordinating the inter-cell interference

in itself. Reference [64] is a significant work on resource allocation in relay-assisted

CRNs, wherein relay and power allocation problem for OFDM-based single antennae CR

systems are investigated. The authors in [64] have proposed a method to maximize the

capacity of a CR user employing relays with a constraint on the total transmission power

and an interference temperature constraint at the PRs.

1.4.5 Cross-layer optimization

An important aspect of wireless networks is their dynamic behavior. The conventional

protocol stack is inflexible and inefficient since each layer has specific functionalities

assigned to it. Moreover, the different protocol layers communicate in a strict manner.

By exploiting lower layer information through a cross-layer design concept, performance

benefit and efficiency in spectrum and energy usage may be obtained. Such design ap-

proach is known as cross-layer optimization. In this section, we briefly discuss few sig-

nificant contributions in cross-layer analysis of CRNs.

Reference [65] by Urgaonkar and Neely is a significant work on cross-layer modeling

and analysis of single-hop cognitive radio networks. In this contribution, the authors use

the technique of Lyapunov Optimization to develop a cross-layer (transport and radio link

layers) model for scheduling and flow control of data packets at the STs that maximize

the throughput utility of the SUs subject to maximum collision constraints for PUs.

A notable work on cross-layer spectrum sensing is [66], wherein a cross-layer based op-

portunistic multi-channel Medium Access Channel (MAC) protocol, which integrate the

spectrum sensing at physical (PHY) layer with the packet scheduling at MAC layer for

the wireless ad hoc networks is proposed. The proposed MAC protocol enable the SUs to

identify and utilize the leftover frequency spectrum in a way that constrains the level of

interference to the PRs.
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On a similar note, [67] is another important work addressing the PHY-MAC cross layer

performance analysis in an infrastructure based DSA environment. In this study, the

authors have developed a queueing analytic framework to study the data link layer Quality

of Service (QoS) performance measures for CR users with bursty traffic arrival pattern and

correlated channel fading under dynamic channel activity at the PU end.

Cross-layer design has also been considered for multi-antenna CR devices. In [68], the

authors present a cross-layer optimized cooperative beamforming technique to forward

messages in busy time slots without causing interference to the PUs. The proposed coop-

erative scheme can achieve cooperative diversity gain and improve the QoS for the SUs

without consuming additional idle Time slots (TSs) or temporal spectrum holes.

1.5 Emerging Cognitive Radio Applications

Although Cognitive Radio technology is relatively novel and is still at the early stage

of its development, many emerging applications have already been proposed. Several

important developments in the past years in spectrum policy rules have accelerated the

evolution of emerging CR applications. Most notable of these are the publication of

the final rules for unlicensed devices in the TV bands by FCC in September 2010 [69],

and the secondary use of the 2360− 2400 MHz band for medical body area networks

(MBAN) under the IEEE 802.15.4j standard, which is expected to be finalized at the end

of 2012 [70]. Standardization efforts to facilitate the secondary usage of TV band and

other parts of the spectrum are also being considered by the Electronics Communications

Committee (ECC) in Europe [71] and elsewhere. Some of the proposed CR applications

are briefly discussed in this section.

1.5.1 Smart Grid Networks

Smart grid refers to the power grid which utilizes a digital processing and communica-

tion technology to control appliances at the consumer end; thus saving energy, reducing

costs and increasing reliability, efficiency and transparency. Access to a reliable com-

munication network is critically important for the success of smart grids. Typically the

smart grid communication network can be divided into three segments: the home area

network (HAN) connecting the end user appliances, the advanced metering infrastructure

(AMI) or field area network (FAN) that carry information from the HAN to the network
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gateway (e.g. the power substations), and the wide area network (WAN) serving as the

backbone [72].

CR technology in the television white space (TVWS) is envisioned by the IEEE 802.15

Smart Utility Networks Task Group 4g (IEEE 802.15.4g) as a potential candidate tech-

nology for the AMI/FAN as it offers many advantages in terms of bandwidth, reach and

cost in certain markets compared to other competing technologies [73].

1.5.2 Public Safety Networks

Public safety workers are increasingly being equipped with wireless devices having com-

munication capabilities to enhance their efficiency and ability to quickly respond to emer-

gency situations. However, the envisioned application is being hampered because the

radio spectrum dedicated for public safety usage is becoming highly congested, and due

to interoperability issues between different incompatible systems used by different agen-

cies. CR has been identified as a potential technology to support the increasing bandwidth

and communication demands of the public safety networks [73]. The opportunistic access

supported by CR technology will open up new spectrum bands for public safety use, e.g.

the license-exempt TVWS. Furthermore, with the agility accorded by the multi-interface

SDR, CR technology can facilitate interoperability of different systems and/or operations

over different bands. However, ensuring the high priority access and the stringent con-

nectivity guarantee generally required of public safety networks, is one of the biggest

challenges of supporting public safety access through CRNs.

1.5.3 Commercial Cellular Networks

A recent analysis suggests that there will be a likely deficit of 300 MHz in the broadband

spectrum by 2014 [74]. The National Broadband Plan published by the FCC in March

2010 recommends meeting this additional spectrum demand by making TV spectrum

available for cellular broadband usage [74]. Specifically, CR technology can augment

next generation cellular systems such as long term evaluation (LTE) and WiMAX to op-

portunistically use these newly available spectrums either in the access or backhaul part

of the networks [73].

Application of CR technologies in access network can be either in providing ‘hotspot’
access at mass gathering locations, such as stadiums and airports; or in extending indoor

coverage through deploying femtocell [75] (or femtocell-like pico-cells). On the other
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hand, CR can facilitate extending coverage to rural areas by opening the network opera-

tors’ door to cost-affective backhaul access [73].

1.5.4 Wireless Medical Body Area Networks

The remote monitoring of body status and the surrounding environment is becoming in-

creasingly important for many different medical (and other) applications. Generally small

on-body sensor nodes are used for this purpose. Each node has enough information han-

dling and communication capability to process and forward relevant information to a base

station for real time diagnosis. The sensor nodes can be wirelessly connected to form

an MBAN, which allows the integration of the monitoring sensor nodes and the associ-

ated base station(s) [76]. Due to the stringent quality of service (QoS) of the life-critical

MBANs, the license-exempt 2.4 GHz industrial, scientific and medical (ISM) band is not

suitable for its operation [73]. Conversely, the very-low-power and close-range nature of

its operation makes CR technology a suitable candidate in realizing MBANs [70, 76]. In

fact, the 2360−2400 MHz has already been allocated for secondary use by MBAN under

the IEEE 802.15.4j standard.

1.5.5 Green Wireless Communication via Cognitive Dimension

Green networking and communication approach calls for holistic energy-wise optimiza-

tion of communication systems to arrest the increasing environmental impact of informa-

tion and communication technology (ICT), and minimize its harmful effects [77]. CR

has been envisaged to ensure energy-wise more efficient communication systems. From

the green perspective, CR enables the wise and optimal utilization of the the spectrum,

which is a limited natural resource [77]. The “consume only when necessary” approach

of CRs coupled with the energy efficiency of opportunistic spectrum utilization is an

enabling paradigm that will support long term sustainable development of global ICT in-

frastructure. Nonetheless, a number of trade-offs are entangled with the green-side of CR

technology, such as spectrum sensing vs. spectrum utilization tradeoff (including multi-

channel power allocation); computational complexity vs. energy consumption tradeoff;

hardware complexity vs. financial cost, and others [77].
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1.6 Cognitive Radio Testbeds and Standardization Activ-
ities

Most research studies and results evaluating CRs rely on a theoretical analysis or com-

puter simulations, which cannot fully characterize the complex heterogenous radio en-

vironment of its operation. From the design perspective, it is still not very clear how

the end-to-end design of a complete CR system with all the functionalities of the differ-

ent system architecture layers should be put together. In fact, there are very few works

involving test-bed applications or prototype development of CR systems. One of the ear-

liest CR testbeds was developed by the Berkeley Wireless Research Center (BWRC) at

the University of California at Berkeley [78].

The BWRC CR testbed hardware architecture is built on the Berkeley Emulation Engine

(BEE2), which is a modular scalable FPGA-based computing platform with software de-

sign methodology [79]. The software architecture is Simulink-based design flow and

BEE2 specific operating system providing an integrated implementation and data acquisi-

tion environment during experimentations. The testbed radio interface is a highly recon-

figurable 2.4 GHz radio modem connected to the BEE2 platform via fiber link that can

be adaptively tuned over 85 MHz of bandwidth. The received signal strength (RSSI) and

the automatic gain control (AGC) are measured in real-time, and can be used to perform

spectrum sensing. In addition, available Ethernet interface to BEE2 provides connectiv-

ity to other networked devices such as 802.11 equipments designated to be the primary

users [78]. The emulation scenario of a CR environment with primary and secondary

users is reproduced from [78] in Figure 1.3.

Other notable activities in CR testbed development include the OpenAirInterface devel-

oped and maintained by Institute Eurécom, France [80]; the IRIS platform developed by

Trinity College Dublin, Ireland [81]; and the ASGARD platform of Aalborg University,

Denmark [82].

1.6.1 Cognitive Radio in Standardization

The IEEE 802.22 working group on Wireless Regional Area Network (WRAN) was

formed in October 2004 with the objective of using CR technology to allow opportunistic

access of the TVWS. The target application of IEEE 802.22 WRAN standard is to bring

broadband access to low-population-density areas by reusing spectrum allocated to TV
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Figure 1.3: Emulation of the cognitive radio BWRC testbed based on BEE2 architecture

[78].
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broadcast (54−862 MHz) on a non-interfering basis. Some key aspects of IEEE 802.22

WRAN standard are summarized from [83, 84] and outlined in this section.

Spectrum Awareness

Geo-location information with assistance from a database, and spectrum sensing are the

two methods that are proposed in IEEE 802.22 standard for spectrum awareness. These

involve using geo-location information of the CR devices along with data of registered

licensed devices from a data base to identify the locally available channels for cognitive

access.

System Aspects

The IEEE 802.22 WRAN standard is designed to provide fixed cellular wireless broad-

band access to rural areas. Each base station can serve a maximum of upto 255 customer

premises equipment (CPE) in an area of typically 17− 30 km or more in radius. The

minimum peak throughput at the cell edge is 1.5 Mbps in the downlink direction and 384

kbps in the reverse direction.

Physical Layer

The air interface of the IEEE 802.22 standard is based on a single mode 2048-carrier

Orthogonal Frequency Division Multiple Access (OFDMA) with support for a channel

bandwidth of 6,7, or 8 MHz (as per regulation of the country). Initially only Time-

Division Duplex (TDD) mode was supported since it is not always possible to have a

paired TV channel available. The provisions for incorporating Frequency-Division Du-

plex (FDD) in the future is also available. The IEEE 802.22 standard does not support

multi-antenna terminals due to the large antenna size at the low operating frequencies.

Due to the long range of operation, the cyclic prefix length is set to accommodate the

associated long propagation delay. As for the adaptive modulation and coding scheme,

three constellation sizes (Quaternary Phase Shift Keying (QPSK), 16-Quadrature Ampli-

tude Modulation (QAM), and 64-QAM) and four coding rates (1/2,2/3,3/4, and 5/6)

are supported, providing a peak data rate of around 23 Mega bits per second (Mbps) at 6

MHz bandwidth.

21



MAC Layer

The IEEE 802.22 MAC layer have been inspired in part by the IEEE 802.16 MAC stan-

dard, and provides mechanisms for flexible and efficient data transmission. However,

major enhancement have been made to support cognitive functionality for reliable co-

existence with primary users and self-coexistence among other 802.22 systems. The

MAC standard is connection oriented with support for unicast, multicast and broadcast

access for both management and data. Moreover, the IEEE 802.22 MAC specifies a self-

coexistence mechanism based on the Coexistence Beacon Protocol (CBP) to manage mu-

tual interference among collocated WRAN systems due to co-channel operation.

The potential of CR is recognized by the introduction the IEEE 802.22 WRAN standard,

which was in fact the recipient of the IEEE Standards Association ‘Emerging Technology
of the Year Award’ in 2011.

1.7 Scope and Limitations of this Work

The state-of-the-art in various aspects of Cognitive Radio technology have briefly been

outlined so far in this chapter. All the above topics lead to many interesting research

questions and subjects of study. However, given the limitation of time and resources that

constitute a PhD study, the scope of this thesis is confined to investigating a number of

issues for a specific CRN model. In this section, we present the scope and limitations of

the work, and the rationale behind the delimiting choices made.

Most of the research presented in this thesis consider the underlay cognitive radio model,

where the cognitive/secondary network opportunistically accesses the primary spectrum

under an interference temperature constraint at the PRs. This PhD study is part of a

Nordic project titled “Cross Layer Optimization in Short-Range Wireless Sensor Net-

works (CROPS) II” with cooperative transmission enabled wireless sensor networks as

the primary target application. With this background in mind, the focus of this thesis

was limited to the underlay CR model, which is suitable for close range communications.

Moreover, simplicity, low-cost and low power consumption is an important requirement

for nodes in an wireless sensor network. Such requirements have motivated us to limit

most of our studies to scenarios that does not involve active cooperation with the primary

system; and also to focus a large part of our investigation on narrowband single antenna

users.
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In addition, smaller cells such as pico-cells, and femtocells are envisioned to be the key

enabling technology supporting the huge data rate requirements of the future communica-

tion systems. Furthermore, next generation wireless networks are becoming increasingly

heterogeneous due to the number of different systems dynamically co-existing in the same

spectrum [85]. Such trends have been an essential motivating factor in limiting our studies

to small cells with a limited number of heterogenous users.

The communication distances between different users in a small cell size are usually in

the range of tens to hundreds of meters. This implies that the user communication is

most often in the interference-limited region rather than the power-limited region. As

such, proper understanding and management of the inter-user interference is important

in facilitating proper utilization of the radio resources. Proper interference manage-

ment/coordination is further critical for the opportunistic CR systems. Therefore, ‘in-
terference’ has been a central recurring theme in this thesis. At the end of the thesis, we

have also presented our recent basic investigation involving hierarchical spectrum usage

using advanced physical layer interference management techniques such as beamforming

and interference alignment schemes.

An idea remains a theoretical abstraction unless it can be implemented as a real life prod-

uct. Test beds and implementations of CR systems, which have been briefly discussed in

Section 1.6, is an important step in the life cycle of any novel research topic as it enables

demonstrating proof of concept; although in practice, it is very difficult to turn ideas into

reality in the wireless world. However, test bed development and implementations are

beyond the funding term of an individual PhD study period. Moreover, any form of im-

plementation, even in its simplest form, require multilateral skills and inputs from a team

of researchers with a long project life cycle. Hence, test bed implementation and proof of

concept for the research findings presented in this thesis could not be explored due to the

individual nature of the current PhD project, and limited time and resources.

1.8 Typical System Models and Performance Evaluation
Parameters

In this section, we present typical communication system models and discuss a few of

the commonly used performance evaluation parameters and metrics of a wireless system

which have been used in this thesis.

23



1.8.1 Linear system model

A linear model is a mathematical model of a system based on the use of linear operators,

and usually presents a mathematical abstraction of a real-life system which are typically

non-linear. Such idealization provides a simple but robust analytical model to analyze the

system performance and give valuable insights. Throughout this thesis, the linear system

has been adopted to model the wireless communication link between a transmitter and

a receiver. Under this model, and considering single antenna devices and a narrowband

context, the signal y(t) received at a given receiver at time t is given by

y(t) = h(t)x(t)+∑
j

g j(t)x̃ j(t)+n(t), (1.1)

where x(t) is the transmitted signal from the intended transmitter, h(t) is the channel gain

from this transmitter to the receiver, and n(t) is the received noise signal at the receiver

which is typically modeled as zero mean AWGN with variance N0. The linear system

model can also capture any interference(s) received from other co-channel interferers, as

shown in (1.1), where x̃ j(t) represents the transmitted signal from an interfering trans-

mitter with channel gain from that transmitter to the intended receiver denoted by g j(t).
Furthermore, the above narrowband model could also represent one sub channel in a

wideband Frequency-Division Multiplexed (FDM) system.

The channel gains h(t) and g j(t) are generally modeled as random variable with a known

distribution, the exact choice of which depends on the considered scenario. The Rayleigh,

Rician and the Nakagami-m fading models are the most typically used distributions.

1.8.2 Commonly used Key Performance Indicator Metrics

The performance of any given system can be measured using a number of different met-

rics, with each metrics conveying one or some aspect of the system performance. It is

common to consider a number of different metrics in evaluating a system performance in

order to reflect the overall performance of the system. Throughout this thesis, a number of

system performance metrics have been used to evaluate the performance of the presented

analyses and proposed schemes/algorithms.

One of the most commonly used Key Performance Indicators (KPIs) of a system is the

received Signal-to-Interference-plus-Noise Ratio (SINR), which is a measure of the ratio

of the received signal power to the sum interference plus noise power. Considering the

24



system model of (1.1), the SINR γ at the intended received is given by [86]

γ =
|h(t)x(t)|2

∑ j |g j(t)x̃ j(t)|2 +N0
. (1.2)

The SINR of a communication link succinctly represents the physical layer performance,

and can be easily translated to other performance indicators such as the capacity and the

BER. For example, under the Gaussian distribution assumption on the received interfer-

ence and noise and considering that a capacity-achieving coding is used, the capacity C(γ)
of a communication link with received SINR γ is famously given by the Shannon’s rate

as C(γ) = log2(1+ γ) [87].

Alongside the physical layer KPIs such as the SINR and the capacity, considering higher-

level KPIs such as the end-to-end delay, or the system goodput (which reflects the loss in

capacity due to overheads) can further help to evaluate the overall system performance.

Besides, other important system level performance indicators include for example the

coverage area of a network, and its Area Spectral Efficiency (ASE). The network coverage

is simply the geographical area within which a user can be served by a network at least

with a minimum acceptable service quality. The ASE, on the other hand, is defined as the

sum of the maximum average data rates/Hz/unit area supported by a cell’s base station

[88]. It is a measure of the efficiency or the quality of the coverage area of the network.

Both of these KPIs reflect a network level performance and are influenced by higher

level design issues such as the frequency reuse distance, cell sizes, antenna sectorization

etc. [88].

1.9 Key Contributions of this Thesis

A detailed list of the original contributions of this thesis are presented in this Section. But

first we present, what we believe are, the three most important contributions of this thesis

as a synopsis.

1.9.1 Synopsis of Key Contributions

• A generalized model for the interference at a legacy receiver from a coexisting het-

erogeneous next generation narrowband is derived in this thesis, where the trans-

mitters can have different transmit powers, admission rates and path loss exponents.
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Applications of the derived model in performance evaluation of the legacy system,

as well as system design of the next generation system are then demonstrated. In

addition, the derived model is used to propose a simple distributed power allocation

algorithm for the secondary system.

• A novel hybrid cooperation scheme for an interference temperature constrained

CRN is presented in Chapter 2 of this thesis. The proposed scheme is found to

utilize the diversity gain accorded by the cooperative communication with insignif-

icant penalty in terms of the multiplexing gain of direct communication.

• At an attempt at exploring how to achieve the maximum utility benefit for an un-

derlay CRN given the interference temperature constraint at the PRs, we propose a

measure of the achievable rate utility of the SUs with respect to the interference at

the PRs; and present a distributed resource allocation algorithm that maximizes the

sum of this proposed measure across the SUs.

1.9.2 Original Contributions of the Papers Included in This Thesis

The main contributions of the following papers, which constitute this thesis, are summar-

ily described below.

Paper A − Interference Modeling in Heterogeneous Next Generation
Wireless Networks - and its Applications

N. H. Mahmood, F. Yilmaz, M.-S. Alouini, and G. E. Øien, “Heterogeneous Next Gen-
eration Wireless Network Interference Model - and its Applications”, Submitted to Wiley
International Journal on Wireless Communications and Mobile Computing, August 2012.

Partial results of this work have been published in the following three conference papers:

• N. H. Mahmood, F. Yilmaz, M.-S. Alouini and G E. Øien,“Cognitive Interference
Modeling with Applications in Power and Admission Control”, in Proceedings of
the IEEE Symposium on New Frontiers in Dynamic Spectrum Access Networks
(DySPAN 2012) [89].

• N. H. Mahmood, F. Yilmaz, M.-S. Alouini and G E. Øien, “On the Ergodic Capacity
of Legacy Systems in the Presence of Next Generation Interference”, in Proceed-
ings of The Eighth International Symposium on Wireless Communication Systems
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(ISWCS’11), Aachen, Germany, November 2011. pp. 462-466 [90].

• N. H. Mahmood, F. Yilmaz, and M.-S. Alouini, “A Generalized and Parameter-
ized Interference Model for Cognitive Radio Network”, in Proceedings of the 12th
IEEE International Workshop on Signal Processing Advances in Wireless Commu-
nications (SPAWC 2011), San Francisco, USA, June 2011. pp. 76-80 [91].

Next generation wireless systems facilitating better utilization of the scarce radio spec-

trum have emerged as a response to inefficient rigid spectrum assignment policies. These

are comprised of intelligent radio nodes that opportunistically operate in the radio spec-

trum of existing primary systems; yet unwanted interference at the primary receivers is

unavoidable. In order to design efficient next generation systems and to minimize their

harmful consequences, it is necessary to realize their impact on the performance of pri-

mary systems. In this work, a generalized framework for the performance analysis of

such primary systems in the presence of interference from next generation systems is

presented.

The most important contributions of this work are as follows. First, a generalized unified

framework to evaluate the impact of the interference power from a narrowband NGwN

at the receiver of a coexisting narrowband primary system is presented, where the under-

lying nodal distribution of the Next Generation wireless Network (NGwN) is modeled

as a Binomial Point Process (BPP) instead of the commonly considered Poisson Point

Process (PPP). Furthermore, power control and admission control at the Opportunistic

Transmitters (OTs) are considered. Second, we consider the Path Loss Exponent (PLE)

to be a Random Variable (RV), instead of it being fixed over the coverage area. Empirical

studies have reported that even a small cell can have different types of terrain property,

such as buildings, trees and open area, resulting in the PLE to vary over the area of a sin-

gle cell [92–94]. Such an analysis is important as future wireless networks are becoming

increasingly more heterogeneous in which different users belonging to different networks

can experience different slow fading effects. Finally, we introduce and adopt a bounded

path loss model which overcomes the shortcomings of the commonly used model which

limits transmitter receiver separation distance to be greater than unity.

Paper B − On Hybrid Cooperation in Underlay Cognitive Radio Net-
works

N. H. Mahmood, F. Yilmaz, G. E. Øien and M.-S. Alouini, “On Hybrid Cooperation in
Underlay Cognitive Radio Networks”, Submitted to the IEEE Transactions on Wireless
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Communications, September 2012.

Partial results of this work have been published in the following conference paper:

• N. H. Mahmood, F. Yilmaz, G. E. Øien and M.-S. Alouini, “On Hybrid Coopera-
tion in Underlay Cognitive Radio Networks”, in Proceedings of the 46th Asilomar
Conference on Signals, Systems and Computers (Asilomar 2012) [95].

In certain wireless systems where transmitters are subject to a strict received power con-

straint, such as in an underlay CRN, cooperative communication helps to improve the

coverage area and the outage performance of a network, and is a promising strategy to

enhance the network performance. However, this comes at the expense of increased re-

source utilization. To balance the performance gain against the possible over-utilization of

resources, we propose and analyze an adaptive-cooperation technique for underlay CRNs

termed as hybrid-cooperation, whereby the SUs cooperate adaptively to enhance the ca-

pacity and the error performance of the network. The bit error rate, the capacity and the

outage performance of the network under the proposed hybrid cooperation technique are

analyzed in this paper, and compared against the traditional cooperative scheme. Find-

ings of analytical performance analyses are further validated numerically through selected

computer-based Monte-Carlo simulations. The proposed scheme is found to achieve sig-
nificantly higher capacity at comparable BER compared to the conventional amplify-and-
forward cooperation scheme.

Paper C − A Relative Rate Utility based Distributed Power Allocation
Algorithm for Cognitive Radio Networks

N. H. Mahmood, G. E. Øien, L. Lundheim and U. Salim, “A Relative Rate Utility based
Distributed Power Allocation Algorithm for Cognitive Radio Networks”, in Proceedings
of the 2012 International WDN Workshop on Cooperative and Heterogeneous Cellular
Networks (WDN-CN2012) held in conjunction with IEEE PIMRC 2012 [96].

In an underlay Cognitive Radio Network, multiple secondary users coexist geographically

and spectrally with multiple PUs under a constraint on the maximum received interference

power at the PRs. Given such a setting, one may ask “how to achieve maximum utility

benefit at the SUs given the imposed interference temperature constraint”? We attempt

at answering the above question by proposing a distributed power allocation algorithm

that takes into consideration the inter-secondary interference, as well as that between the

STs and the PRs. The impact of the inter-secondary interference on the rate performance
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is quantified through an ‘interference price’, which is a measure of the marginal rate at

the SRs per unit secondary interference contributed by other interfering SRs. The main

contribution of this work is a proposal to measure and then maximize the relative achiev-

able rate utility of the SUs with respect to the interference it generates at the PRs. This

is achieved using the introduced measure of ‘relative rate utility’. Unlike most previous

works, this measure is unique for each ST, reflecting the facts that: i) different STs will

cause different levels of interference at the PRs, even for the same amount of transmit

power; and ii) the achievable rate for a given transmit power level is different for different

SUs. In addition, with the proposed algorithm, the secondary system can operate indepen-

dently from the primary system and still satisfy the interference temperature constraint at

all PRs.

Paper D − Interference Coordination Techniques for Cognitive Radio
Networks Under Zero Interference Constraint at Primary Receivers

N. H. Mahmood and G. E. Øien, “Generalized Hierarchical Spectrum Usage under Spatio-
orthogonal Co-existence Policy”, submitted for possible publicaiton to the IEEE Wireless
Communication and Networking Conference (IEEE-WCNC) 2013.

The wireless channel is inherently broadcast in nature, where multiple links interfere with

each other. Dealing with interference in the wireless link mostly involve one or more of

the following: i) interference avoidance, ii) interference rejection, and iii) interference

exploitation. In this work, we investigate different interference management techniques

for hierarchical spectrum usage, where different systems communicate using the same

wireless channel under different operating conditions. More specifically, we propose a

scheduling scheme, and study different transmit precoder design principles for an oppor-

tunistic wireless systems accessing the spectrum of a legacy system under strictly “no

interference” policy. The proposed schemes, which utilize the spatial degrees of freedom

accorded by multiple antennas, are found to result in significant sum rate performance

of the opportunistic system without affecting the operation of the legacy system. Com-

puter based Monte-Carlo simulations are used to validate the performance of the proposed

algorithms.
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1.10 Possible future works

In this concluding section, we present some ideas for possible extension of the work

disseminated in this thesis.

1.10.1 Empirical Heterogeneous Networks Interference Model

In paper A, we have developed an unified statistical model for the sum interference power

at a target PR from a set of interfering STs, each with different probabilities of becoming

active and different transmission powers. Such network interference modeling has appli-

cations to dynamic spectrum access and HetNets, among others. The derived Moment

Generating Function (MGF) of the interference distribution involves an weighted sum of

the special Beta function. Under certain circumstances and for some applications, com-

putation of the MGF may be computationally intensive. Therefore, it would be interesting

to approximate the derived MGF, possibly using known distributions. Moreover, numer-

ically comparing the derived distribution MGF with the MGF of other known distribu-

tions, such as the Gaussian Mixture and the Symmetric Alpha Stable distribution would

allow comparing the proposed model with other models for similar interference scenar-

ios. Furthermore, empirically measuring the interference power for practical scenarios of

opportunistic spectrum access, and then using the obtained data to derive an interference

model may present a more realistic model and help to capture impacts of heterogeneous

network access that cannot be modeled theoretically.

1.10.2 Relay selection with correlated channels

The work presented in paper B proposes a novel hybrid cooperative scheme for cognitive

radios that improves the capacity of a relay assisted communication link without signif-

icantly affecting its error performance. However, the proposed scheme involves the best

relay selection strategy, where the relay offering the best performance (e.g. maximum

SINR) is selected at each communication slot involving a relay. This entails a significant

signaling overhead since all associated CSI is required at the base station (or any other

centralized node) to determine the best relay.

As a possible extension of the proposed scheme, other relay selection strategies can be

investigated that can further improve the system throughput. One idea can be to explore

relay selection based on the average system performance (e.g. best average SINR). Initial
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investigation have shown that such a technique greatly impacts the diversity gain of the

relays due to the uncorrelated channel assumption. However, wireless channels in prac-

tice are correlated over the coherence time and bandwidth. Hence, it will be interesting

to investigate the performance of such ‘best average’ relay selection techniques under

correlated channel model assumptions.

1.10.3 Optimum Resource Allocation Schemes with Cooperation be-
tween the Secondary and the Primary Systems

A relative rate utility based power allocation algorithm for interference temperature con-

strained CRN is proposed in paper C. The PRs are not assumed to cooperate with the STs

in the considered scenario. However, the boundary between the so called primary and

secondary system is becoming blurred and the paradigm is shifting towards all cognitive

network, or networks where both the primary and the secondary users belong to the same

operator. Hence, it may be conceivable in the future to assume some sort of cooperation

among the users. Under such a scenario, it would be interesting to compare what gains

can be achieved from such cooperation versus the price (overheads) of establishing the

said cooperation. On a different note, we have considered that the entire channel band-

width is always available to all the users. However, under strong interference conditions,

rate-wise it may be more beneficial to suppress interference by orthogonal transmissions

or by using advanced receiver techniques. Therefore, the current work can be extended to

investigate the optimum channel allocation schemes and advanced receiver design princi-

ples in addition to the power assignment problem.

The STs are assumed to be able to estimate the ST-PR channel sufficiently well, and to

be synchronized among each other. It will be interesting to investigate algorithms that are

robust to the uncertainty in the primary channel information (in terms of error and delay

in the CSI), as well as any drift in synchronization among the STs.

1.10.4 Interference Alignment Schemes with Minimum Information
Exchange

In the work presented in paper D, full cooperation between the primary and secondary

network is assumed. Such an assumption results in scenarios that can serve as a bench-

mark with high backhaul capacity and instantaneous CSI across different nodes. As an

extension of the presented work, we would like to investigate what is the requirement on
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the backhaul capacity, and how sensitive is the proposed scheme to CSI errors/delays.

More specifically, we would like to quantify the requirements of instantaneous channel

knowledge, and measure the impact of errors (in terms of inaccuracies as well as delays)

on the performance of the proposed IA schemes. Furthermore, we would also like to

investigate practical ‘statistical interference alignment’ schemes that utilized the channel

statistics instead of the instantaneous values and hence are not sensitive to CSI inaccura-

cies or delays.

1.11 Other Papers

In addition to papers A-D, the author also carried out the following research which re-

sulted in a conference publication, but is not formally part of this dissertation as it is not

central to the thesis topic.

On the Impact of Primary User Localization on Rate Performance of
CR systems

N. H. Mahmood, M. Brandt-Pearce, G. E. Øien, On the Impact of Primary User Local-
ization on Rate Performance of CR Systems, in Proceedings of 5th IEEE Annual Interna-
tional Conference on Wireless Internet (WICON 2010), Singapore, March 1-3, 2010, pp.
1-8.

This paper investigates how localization knowledge of primary users impacts the sum-rate

performance of a secondary system in an underlay cognitive radio setting. Two different

probabilistic models for the primary users’ location information are assumed, one uni-

form distribution and the other with Gaussian distribution. The interplay between the

achievable rate of the secondary system and the primary users’ location information un-

der the AWGN and a fading channel model are presented and analyzed. Investigations

are carried out for different propagation environments, localization models and primary-

secondary user settings. Results show that the relationship between the secondary system

sum-rate and the primary users’ location information depends on the number of primary

and secondary users, as well as the propagation environment. Empirical expressions for

the sum-rate are proposed for different localization probability distributions.
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Chapter 2

Interference Modeling for
Heterogeneous Next Generation
Wireless Networks - and its
Applications

Nurul Huda Mahmood, Ferkan Yilmaz, Mohamed-Slim Alouini and Geir E. Øien

Abstract - Next generation wireless systems facilitating better utilization of the scarce radio

spectrum have emerged as a response to inefficient rigid spectrum assignment policies. These

are comprised of intelligent radio nodes that opportunistically operate in the radio spectrum of

existing primary systems; yet unwanted interference at the primary receivers is unavoidable. In

order to design efficient next generation systems and to minimize their harmful consequences,

it is necessary to realize their impact on the performance of primary systems. In this work, a

generalized framework for the interference analysis of such a next generation system is presented

where the different opportunistic transmitters may transmit with different powers and transmission

probabilities. The analysis is built around a model developed for the statistical representation

of the interference at the primary receivers, which is then used to evaluate various performance

measures of the primary system. Applications of the derived interference model is designing the

next generation network system parameters are also demonstrated. Such an approach provides

an unified and generalized framework using which a wide range of performance measures can be

analyzed. Findings of analytical performance analyses are confirmed through selected computer-

based Monte-Carlo simulations.

Keywords – Next generation networks, cognitive radio network, interference model, power allo-
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cation scheme.

2.1 Introduction

Recent advances in communication technologies have facilitated the introduction of next

generation wireless systems such as Cognitive Radio Networks (CRN) [1, 2], cognitive

Wireless Sensor Networks (WSN) [3] or femtocell networks [4]. In a certain CRN setup,

namely the underlay cognitive radio (CR) model, the secondary users (SU) coexist with

the primary users (PU) in the same time-frequency slot by guaranteeing to respect an

imposed interference temperature constraint [1]. Similarly in a femtocell network, the

femtocell base station (F-BS) operates in the same frequency band of a macrocell network

within its operating area [4].

Harmful interference from these next generation opportunistic systems at the legacy or

primary receivers is unavoidable in scenarios where different systems simultaneously

communicate over a shared radio medium. It is therefore necessary to analyze and prop-

erly understand the interworking of these next generation opportunistic interference with

the primary systems, in order to design efficient next generation systems, and to minimize

their impact on the performance of the primary system.

In this work, we consider a narrowband next generation opportunistic system coexisting

with a narrowband primary system in the same geo-spectral location where the trans-

missions of the opportunistic transmitters (OT) interfere at the primary receiver (PR).

The different OTs are considered to be active with different probabilities and are able

to transmit with different transmission powers. An unified statistical model for the sum

interference power from such a NGwN at a PR located at the cell-centre is derived, and

various examples of its applications are demonstrated. The problem studied is important

as next generation wireless networks (NGwN) are becoming increasingly heterogeneous

due to such co-existence paradigms [5]. Specific examples of the considered setting can

be a cognitive radio networks (CRN) opportunistically coexisting with a licensed system,

or a femtocell network operating in the presence of a macrocell network.

Due to various factors such as mobility and randomness in possible user locations, the

locations of the opportunistic users in a NGwN can be modeled as realizations of random

spatial point processes. Such an assumption allows us to analyze the problem in hand

using techniques from stochastic geometry and point processes [6, 7]. In most studies

of such kind, the network is generally modeled as a spatial Poisson point process (PPP),
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mainly due to its analytical tractability [7].

The opportunistic operation of the NGwNs under consideration in this investigation im-

ply that such networks usually operate with a limited number of nodes. For example,

constraints in the form of a maximum interference temperature at a PR practically limit

the number of SUs that will be able to share the spectrum with a licensed system in a

CRN [1]. Similarly F-BS deployed at home or in small businesses serve a limited num-

ber subscribers at most [4]. Such a network, with a limited number of nodes randomly

distributed across a relatively small area, is better modeled as a Binomial point process

(BPP) instead of a PPP [7]. More precisely, a BPP is defined as the random pattern formed

by N independent and identically distributed (i.i.d.) random points uniformly distributed

inside a bounded region S [6]. With this argument, the distribution of the OTs in this

contribution is modeled as a BPP instead of a PPP.

Prior research has focused on characterizing the interference for and/or analyzing the per-

formance of primary systems in the presence of particular next generation network. Some

examples of previous related research include [8–12]. In [9], the distribution of the aggre-

gate interference from cognitive users is statistically modeled using the cumulants of the

aggregate interference, and the results are used to approximate the probability of harm-

fully interfering with a licensed receiver in terms of the sensing capability and density of

the CRs, as well as the underlying fading distribution. On a similar note, the outage prob-

ability for licensed systems in the presence of CR interferers, where the licensed receiver

is protected by a circular prohibited transmission area (termed as guard zone) is analyzed

in [10]. In [12], the cognitive network interference power with power control at the SUs

is statistically modeled, where the authors approximate the probability density function

(PDF) of the interference power by a truncated stable distribution and demonstrate how

different metrics evaluating the primary system performance can be computed using the

derived interference model.

In all the above works, the statistical representation of the interference is derived by mod-

eling the CRN as a “Poisson field of interferers”. Reference [8, 11], on the other hand,

consider a BPP model for the network. The analysis in [8] is limited to finding the mo-

ment generating function (MGF) of the interference in a WSN as an integral over the

fading distribution of the channel, and then numerically finding the cumulants of the in-

terference distribution from the expression for the MGF. In [11], the authors provide an

analytical framework for assessing the uplink interference power at the center of an indoor

deployment scenario in a femtocell network.

In this work, we analyze the impact of the interference power from a general and nar-
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rowband NGwN on the performance of a coexisting narrowband primary system, and

investigate its role in designing various secondary system parameters. To evaluate the

impact, we first develop a unified statistical model for the aggregate narrowband interfer-

ence power experienced at the PR. We then demonstrate how the developed interference

model can be used to evaluate the performance of the coexisting primary system in terms

of different metrics such as outage probabilities and ergodic capacity. Furthermore, we

also describe how this model can be used by the NGwN to determine various system pa-

rameters such as the transmission power and the number of active transmitters under an

imposed interference temperature constraint.

The most important contributions of this work are as follows. First, we present a gen-

eralized unified framework to evaluate the impact of the interference power from a nar-

rowband NGwN at the receiver of a coexisting narrowband primary system, where the

underlying nodal distribution of the NGwN is modeled as a BPP instead of the commonly

considered PPP. Furthermore, power control and admission control at the OTs are also

considered. Second, we consider the path loss exponent (PLE) to be a random variable

(RV), instead of it being fixed over the coverage area. Empirical studies have reported that

even a small cell can have different types of terrain property, such as buildings, trees and

open area, resulting in the PLE to vary over the area of a single cell [13–15]. This analysis

is important as future wireless networks are becoming increasingly more heterogeneous

in which different users belonging to different networks can experience different slow

fading effects [5]. Finally, we introduce and adopt a bounded path loss model which over-

comes the shortcomings of the commonly used model which limits transmitter receiver

separation distance to be greater than unity.

The remainder of this paper is organized as follows. The system model is elaborated

in Section 5.2. Statistical representation of the generalized interference model is pre-

sented in Section 2.3, and 2.5. Various applications of the derived interference model are

demonstrated in Sections 2.4 and 2.6, which are then numerically validated in Section 4.5.

Finally, Section 5.5 concludes the paper.

2.2 System Model

We consider a NGwN with N active interfering transmitters uniformly distributed across

an annular ring shaped cell S of outer radius B and inner radius A, in the two-dimensional

plane R2. The interfered PR is located at the origin of the cell, and is communicating with

an transmitter that is stationary at a location known to all the terminals. It can either be
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a primary base station in the downlink direction of the primary system, or a primary user

equipment communicating with the base station in the uplink direction. Information about

the location of the communicating transmitter is generally readily available. Otherwise

such information is easy to obtain by a one-time location update through cooperation

among the terminals [18]. The considered setting is general enough to describe a cellular

as well as an ad-hoc scenario for the NGwN.

Generalized Bounded Path Loss Model

In the next generation networks described in Section 5.1, the opportunistic transmitter

location is independent of that of the PRs, and can be arbitrarily close to it. Thus, the

generally used unbounded path loss model (β(r) = r−α), where r is the transmit-receiver

separation distance in meters and α is the PLE, results in an amplification of the transmit-

ted signal for r < 1 and has a singularity at r = 0. This leads to “significant deviations from
a realistic performance” [19]. To overcome this limitation, Inaltekin et. al. proposed the

distance dependent bounded path loss model defined in [19] as β(r) = (1+ r)−α . In the

context of the NGwNs described earlier, we consider a generalized scenario for the path

loss experienced by interference signal, where the OT and the PR can be arbitrarily close

to each other. To represent this, we denote the minimum possible physical transmitter-

receiver separation to be 1− ε, where ε is any real positive number, such that ε ≤ 1 (thus,

the inner radius of S is A = 1− ε). With this minimum transmitter-receiver separation

distance, we introduce the generalized bounded path loss model defined for r > (1−ε) as

β(r)� (ε+ r)−α . (2.1)

It is easily observed that (2.1) satisfies the following required properties of a bounded path

loss model outlined in [19]:

Boundedness: β(r) approaches 1 as r approaches 1− ε; decay rate: β(r) approaches r−α

as r approaches +∞; and smoothness: β(r) is a monotonously decreasing function of r
and is differentiable everywhere.

Interference Power Representation

Under a narrowband assumption, the interference power at the PR from a given OT is

given by I = pgβ(r), where p is the transmission power and g is the composite fast and

slow statistical variation of the channel. The composite fading power gain is modeled by
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a Gamma/Log-normal distribution [20, 21], and the path loss model is as given in (2.1)

with r being a realization of the RV R representing the Euclidean distances between the

OT and the PR. Considering uniform distribution of a user for A ≤ r ≤ B, the PDF of R
is given by [6]

fR (r) =
2r

B2 −A2
. (2.2)

The PLE α is also considered a RV. Based on the data presented in [14] and [15], we

model the PDF of α as a Gamma distribution shifted by 2 (i.e. α = ξ+ 2, where ξ is

Gamma distributed). However, our analysis is equally valid for other possible discrete or

continuous, empirically or mathematically-derived probability distribution models for the

PLE.

2.3 Statistical Representation of the Interference Power
from a Single OT

Let us first consider interference from a single OT randomly located in S with transmit

power p1, and let the interference power from this OT at the PR be I1 = p1 g r̂, where r̂ �
(ε+r)−α. Defining the MGF to be a function of the complex variable s with a negative ar-

gument, the MGF of I1 is given by MI1
(s;A,B, p1)=

∫ ∫ ∫
e−sp1gr̂ fG(g)dg fr̂(r̂)dr̂ fα(α)dα,

where fG(g), fr̂(r̂) and fα(α) are respectively the distributions of the composite fading

power gain, the changed variable r̂ and the PLE α.

The PDF of the Gamma/Log-normal composite fading distribution is given by [20, eq.

2.57]

fG(g) =
∫ ∞

0

mmgm−1

wmΓ(m)
exp
(
−mg

w

) ψ√
2πσw

exp

[
−(10log10 w−μ)2

2σ2

]
dw, (2.3)

where ψ = 10/ ln10, μ (dB) and σ (dB) are the mean and the standard deviation (SD) of

the underlying Log-normal shadow fading distribution, and m is the fading-parameter of

the underlying Gamma distribution. Using (2.2), the definition of the MGF given above

and conditional expectations, the MGF of the interference power from the considered
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single OT can be readily expressed as

MI1
(s) = E [MI1

(s|α)]

= E

⎡
⎢⎣ 2/α

B2 −A2

∫ 1
(ε+A)α

1
(ε+B)α

r̂−1Mg(sp1r̂)(
r̂
−2
α − ε r̂

−1
α

)−1
dr̂

⎤
⎥⎦ , (2.4)

where Mg(s) is the MGF of the composite Gamma/Log-normal fading given by [20, eq.

2.58] as

Mg(s)� 1√
π

Np

∑
n=1

Hxn

(
1+

10(
√

2σxn+μ)/10 s
m

)−m

, (2.5)

with xn and Hxn respectively being the nth root and the nth weight factor of the Np-order

Hermite polynomial and are given by Abramowitz and Stegun [22, Table (25.10)]. The

above approximation is highly accurate when the order of the Hermite polynomial, Np ≥
20. Let us further define the constants, {kn}Np

n=1 as kn � 10(
√

2σxn+μ)/10. We can therefore

rewrite the MGF conditioned on the PLE α, MI1
(s|α), given in (2.4) as

MI1
(s|α) = 2

α
√

π

Np

∑
n=1

Hxn

(
Φ(1)

In
(s|α)−Φ(2)

In
(s|α)

)
B2 −A2

, (2.6)

where Φ(1)
In
(s|α), and Φ(2)

In
(s|α) are respectively given by

Φ(1)
In
(s|α) =

∫ (ε+A)−α

(ε+B)−α

(
1+

s p1 kn r̂
m

)−m

r̂−
2
α−1 dr̂,

Φ(2)
In
(s|α) =

∫ (ε+A)−α

(ε+B)−α
ε
(

1+
s p1 kn r̂

m

)−m

r̂−
1
α−1 dr̂.

After some algebraic manipulations, the first integration
(

Φ(1)
In
(s|α)

)
can be reduced in

closed form to

Φ(1)
In
(s|α) = e− jπ( 2

α+m)
(

knsp1

m

) 2
α
×

B

(
−m(ε+A)α

knsp1
,−m(ε+B)α

knsp1
;

2

α
+m,1−m

)
, (2.7)

where j =
√−1 is the imaginary unit and B(z1,z2;a,b) is the generalized incomplete
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Beta function defined as the difference of two incomplete Beta functions, i.e. B(z1,z2;a,b)
= B(z1;a,b)−B(z2;a,b) [23]. The incomplete Beta function B(z;a,b) is defined in [22,

eq. 6.6.1] as B(z;a,b) �
∫ z

0 ta−1 (1− t)b−1 dt. The Beta function is a special mathemat-

ical function whose functional implementation is readily available in most mathematical

software packages such as Matlab, Mathematica and Maple. Its derivatives with respect

to (w.r.t.) the different variables are also well defined.

Following similar steps, we can reduce the second integration
(

Φ(2)
In
(s|α)

)
in closed form

to

Φ(2)
In
(s|α) = εe− jπ( 1

α+m)
(

knsp1

m

) 1
α
×

B

(
−m(ε+A)α

knsp1
,−m(ε+B)α

knsp1
;

1

α
+m,1−m

)
. (2.8)

The final expression for the conditional MGF of a single user interference power at the

PR is then obtained by plugging the closed-form expressions given in (2.7) and (2.8) into

(2.6) above, and is thereafter given by

MI1
(s|α) = 2

B2 −A2

Np

∑
n=1

Hxn

α
√

π

⎧⎪⎨
⎪⎩

B
(
−m(ε+A)α

knsp1
,−m(ε+B)α

knsp1
; 2

α +m,1−m
)

exp
{

jπ
(

2
α +m

)}(knsp1
m

)−2/α −

B
(
−m(ε+A)α

knsp1
,−m(ε+B)α

knsp1
; 1

α +m,1−m
)

ε−1 exp
{

jπ
(

1
α +m

)}( knsp1
m

)−1/α

⎫⎪⎬
⎪⎭ . (2.9)

Final MGF of Single User Interference Power

Having obtained the interference power MGF conditioned on the PLE α, we now evaluate

the expectation over α in (2.4) in order to obtain the unconditioned MGF of the single user

interference power.

The final expectation over α in (2.4) requires a cumbersome integration of (2.9) over a

shifted Gamma distribution. To obtain results in a simple and compact form, we can

instead approximate this integration by evaluating it numerically. In this contribution, the

numerical integration is carried out by first truncating the PDF of the PLE in order to

contain its infinite support to a finite range. Only the parts of the PDF that has negligible

probability distribution are truncated. The expectation over the PLE is then evaluated

by approximating the integration as a weighted sum, where the weight coefficients wq
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and the abcissas αq are obtained using the extended Trapeziodal rule outlined in [22, eq.

25.4.2]. The number of terms nq is chosen sufficiently large so as to make the error term

negligible. Moreover, due to this numerical integration approach, the results of this work

remain valid for any other underlying analytical or empirically derived distribution of the

PLE.

With this numerical integration approach, the expectation over α in (2.4) can now be

expressed as a weighted sum of (2.9). More precisely the closed form expression for the

MGF of the single user interference power at the PR is derived in closed form as

MI1
(s;A,B, p1) =

2

B2 −A2

nq

∑
q=1

wq

αq
√

π

Np

∑
n=1

Hxn ×⎧⎪⎪⎨
⎪⎪⎩

B
(
−m(ε+A)αq

knsp1
,−m(ε+B)αq

knsp1
; 2

αq
+m,1−m

)
exp
[

jπ
(

2
αq

+m
)](

knsp1
m

)−2
αq

−

B
(
−m(ε+A)αq

knsp1
,−m(ε+B)αq

knsp1
; 1

αq
+m,1−m

)
ε−1 exp

[
jπ
(

1
αq

+m
)](

knsp1
m

)−1
αq

⎫⎪⎪⎬
⎪⎪⎭ . (2.10)

2.4 Applications of the Interference Model in the NGwN
System Parameter Design

The interference power MGF derived in the previous section provides a robust tool that

can be used in a number of ways in evaluating the primary system performance as well as

designing various NGwN system parameters. In order to get an insight into its practical

appeal and as an illustrative example, in this section we demonstrate how the derived

interference model can be used to calculate the mean interference power at the PR from

a single OT averaged over all the possible user locations in the region S . By the relation

between the MGF of a RV and its mean, the mean interference power Ī1(p1,A,B) is given

by

Ī1(p1,A,B) = − ∂
∂s

MI1
(s;A,B, p1)

∣∣∣∣
s=0

. (2.11)

For the want of space, we have omitted the lengthy but relatively straight-forward deriva-

tion of Ī1(p1,A,B), which involves expressing the incomplete Beta function in terms of

the Gauss-Hypergeometric function using [22, eq. 6.6.8], some algebraic manipulations
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and then differentiating the Gauss-Hypergeometric function w.r.t. s using [22, eq. 15.2.1].

The final expression for the single user mean interference power at the PR is derived as

Ī1(p1,A,B) =
2p1 ∑L

n=1 Hxnkn√
π(B2 −A2)

×⎧⎨
⎩

ε
(
(ε+B)1−α − (ε+A)1−α

)
α−1

− (ε+B)2−α − (ε+A)2−α

α−2

⎫⎬
⎭ . (2.12)

Applications of the above derived expression for the mean interference power in various

NGwN system parameter design are detailed in Section 2.6.

2.5 MGF of the Sum Interference Power

In this section, we build on the single user interference power MGF obtained earlier to

derive the MGF of the sum interference power from the N OTs uniformly distributed

in S around the PR, where each OT may possibly transmit with different transmission

probabilities and different transmission powers. This is motivated by the fact that power

decays rapidly with distance and hence a receiver is most affected by the interference

power from the users that are close to it [12]. Thus, giving higher chance to the OTs that

are further away from the PR to transmit, may result in more efficient utilization of the

limited radio resource in a CRN. Imposing a guard zone around the PR is an example of

this principle in practice, wherein only the OTs that further than a given distance to the

PR are allowed to transmit [10].

Let the entire cell under investigation be divided into J disjoint sub-regions of annular

rings S j such that S1 ∪ ·· · ∪SJ = S as shown in Fig. 2.1. Furthermore, let the outer and

the inner radius of each sub-region be given by R j−1 and R j respectively, and with R0 = B
and RJ = A. With such a division of the entire cell, the OTs in the different sub-regions

can be prioritized differently, possibly depending on the radius of the sub-region in which

the OTs are located. Let the probability of transmission from the sub-region S j be denoted

by ρ j. The MGF, MIJ
S
(s), of the sum interference power from the N interferers uniformly

distributed across the entire cell, where each OT may transmit with different transmission

probabilities, is derived in this section.
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MGF of the Interference Power from the Sub-region S j

To derive the MGF of the sum interference power from the entire region, let us first focus

on a specific sub-region S j. Let the number of OTs in this region be k j, where each OT

can be active with probability ρ j (0≤ ρ j ≤ 1) and transmission power p j independently of

the other interferers. Let the sum interference power from the k j interferers in this case be

denoted by Ik j
S j

. Given this setting, let Λ denote the RV representing the number of active

OTs and its realization be given by λ, where λ ∈ {0,1, . . . ,k j}. Due to the properties of

the adopted BPP model, the probability distribution of Λ is by definition binomial, and is

given by fΛ(λ) =
(

k j

λ

)
ρλ (1−ρ)k j−λ [6].

By the independence assumption among the interference from the different OTs, the

MGF of the sum interference power from k active (out of the k j available) interfer-

ers is straightforwardly given by MIS j |k(s) =
(
MI1

(s;R j,R j−1, p j)
)k

. The MGF M k j
IS j
(s)

of the total interference power Ik j
S j

may be evaluated using conditional probability as

MIS j
(s|k j) = Ek

[
MIS j |k(s)

]
. Using the law of total probability, this MGF is given by

MIS j
(s|k j) = ∑

k j
k=0 fΛ(k)MIS j |k(s). After some algebraic manipulations, the final expres-

sion for MIS j
(s|k j) is given as

MIS j
(s|k j) =

(
1+ρ j

[
MI1

(s;R j,R j−1, p j)−1
])k j

, (2.13)

where MI1
(s;R j,R j−1, p j) is given by (2.10).

PDF of the Interferer Distribution

Next, let us look at the distribution of the different interfering OTs across the entire cell.

Under the uniform distribution assumption, the probability that any given OT lies in the

sub-region S j is given by τ j =
ν(S j)
ν(S) , where ν(A) is the area of A [6]. Let Kj denote the RV

representing the number of interferers in S j ∀ j ∈ {1,2, . . . ,J}. It can be observed that, by

construction, the joint distribution of each RV Kj taking the value k j, such that ∑ j k j = N,

is given by the multinomial probability distribution [6]

fK1,...,KJ(k1, . . . ,kJ) =
N!

k1!k2! . . .kJ!
τk1

1 τk2
2 . . .τkJ

J . (2.14)
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MGF of the Sum Interference Power

Let MIJ
S
(s) be the MGF of the sum interference power from the N interferers uniformly

distributed across the entire cell as described above. Using the law of total probabil-

ity, MIJ
S
(s) is given by MIJ

S
(s) = E[MIS1

(s|k1)MIS2
(s|k2) . . .MISJ

(s|kJ)], where the J − 1

fold expectation is over the RVs K1,K2, . . . ,KJ−1
1, whose joint distribution is given by

(2.14). Using (2.13) and (2.14), the above expectation can be expressed as MIJ
S
(s) =

∑N
k1=0 ∑N−k1

k2=0 · · ·∑N−∑J−2
j=1 k j

kJ−1=0
N!

k1!k2!...kJ!×
(

τ1MIS1
(s|1)

)k1
(

τ2MIS2
(s|1)

)k2 · · ·
(

τJMISJ
(s|1)

)kJ−1

,

where MISJ
(s|1) is as given by (2.13).

Finally, after some algebraic manipulations, this sum can be succinctly expressed as

MIJ
S
(s) =

(
τ1MIS1

(s|1)+ τ2MIS2
(s|1)+ · · ·+ τJMISJ

(s|1)
)N

. (2.15)

2.6 Applications of the Derived Interference Model

Application of the derived interference power MGF in evaluating various secondary sys-

tem parameters is demonstrated in Section 2.4. In this section, we continue that discussion

further by presenting examples of how the derived sum interference power MGF can be

used to design a simple, yet robust and completely distributed power allocation algorithm

for the OTs. Applications of the sum interference power MGF in the performance eval-

uation of the primary system in terms of various performance metrics such as outage

probabilities and ergodic capacity, are also shown.

2.6.1 Power Allocation Algorithm for the OTs

Many of the existing power allocation algorithms for different next generation systems

assume perfect knowledge of the OT-PR channel [24]. In reality, this may not always

be available without active cooperation of the primary system, especially for passive PRs

such as TV receivers. However, statistical information about the OT-PR channels can

easily be obtained or estimated using well known techniques [25].

Due to the generally imposed interference-temperature constraint at the PR, controlling

the interference power from the OTs at a PR is an important task, for which power control

1KJ is completely determined by the J−1 other RVs: KJ = N −∑J−1
j=1 Kj.

56



at the OTs plays an important role [26]. In this part, we demonstrate how the derived

sum interference power MGF can be used to allocate the transmission powers of the OTs

under an average interference temperature constraint Q. Following (2.11), the mean in-

terference power ĪS from the N OTs uniformly distributed across the different regions of

the entire cell, with different transmission probabilities for each sub-region, can be ob-

tained from the MGF of the sum interference power given in (2.15). After some algebraic

manipulations, the average sum interference power is obtained as

ĪS = N
J

∑
j=1

τ jρ j Ī1(p j,R j,R j−1), (2.16)

where Ī1(p j,R j,R j−1) is defined in (2.12).

With this expression for the mean interference power, the transmission powers of the

OTs can be chosen such that the mean interference power does not exceed the average

interference temperature threshold Q. A very simple yet distributed strategy can be to

allow all OTs to transmit with equal power. However, this would mean that a OT which

is close to the PR (and hence results in relatively higher interference) transmits with the

same power as a OT that is much further away from the PR. To overcome this limitation,

we propose two simple power assignment techniques where the transmit powers of the

OTs are inversely proportional to the interference they create at the PR.

Power Assignment Technique - I

In the first proposal, let the total interference power constraint be divided such that the

interference contribution from each sub-region Q j is the same, i.e. Q j =
Q
J , ∀ j.

Power Assignment Technique - II

Alternatively, the total interference power constraint can be distributed among the dif-

ferent regions in proportion to the relative size of each region, so as to better reflect the

interference contribution from each region. In such a case, the interference contribution

from each sub-region Q j can be chosen as Q j = τ jQ, where τ j is defined earlier.

Having determined the tolerable interference contributions from each region, the transmit

powers of the OTs in each sub-region that would guarantee to meet the region-wise mean
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interference constraint Q j is straightforwardly derived using (2.12) and (2.16) as

p j ≤
Q j

√
π(R2

j−1−R2
j)

2Nτ jρ jε∑L
n=1 Hxnkn

˜R j−1
1−α−R̃ j

1−α

α−1 − ˜R j−1
2−α−R̃ j

2−α

ε(α−2)

. (2.17)

This is a very simple and yet distributed method of assigning transmission powers at

the OTs which neither requires any cooperation among the OTs or with the PR; nor any

instantaneous CSI. However, the proposed power allocation strategy does not guarantees

any particular performance of the secondary system, and therefore it is more suitable for

implementation in simple and low-cost secondary systems with minimal QoS constraints

and a distributed network architecture. A particular examples of such a secondary systems

can be the information gathering nodes of a cognitive wireless sensor network.

Other Applications

The above-derived MGF can also be used to determine other secondary system parame-

ters. For a given transmit power and under an average interference temperature constraint,

the number of active OTs to be allowed in a CRN at any given time (N), or the activity

rates of the users in the different sub-regions (ρ j), can be determined from the expression

for ĪS given in (2.16).

2.6.2 Main Performance Evaluation of the Primary system

The sum interference power MGF derived in Section 2.5 can also be used as a tool to

analyze the performance of primary systems in the presence of the interference from the

NGwN. This performance can be evaluated using a number of different measures, such

as the outage probability, the bit error probability, capacity (ergodic or instantaneous) or

the signal-to-interference-plus-noise-ratio (SINR) [20]. In this paper, we illustrate the

application of the tools developed in this work in evaluating the outage probability and

the ergodic capacity of the primary system in the presence of next generation interference.

Ergodic Capacity of Primary System

The ergodic capacity of a communication system, Cl is a measure of the maximum number

of bits that can be successfully received on average by the receiver. Let φ denote the power
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of the received signal of interest at the PR. Assuming that the primary transmitter (PT)

transmits with power p̃ and the fading power gain experienced by the primary signal is

given by g̃, φ is given by φ = p̃ g̃(ε̃+ r̃)−α̃, where r̃ and α̃ are the known Euclidean PT-

PR distance and the PLE respectively. Under the realistic assumption that r̃ � 1, the

minimum PT-PR separation distance ε̃ in the above expression approaches zero, and thus

(ε̃+ r̃)−α̃ → r̃−α̃. We have earlier observed that the variation in the PLE value is due

to the variations in the terrain property at different locations within the cell. Since we

assume that the PT and the PR locations are fixed and known, we can readily assume that

the PLE for the primary channel is a constant.

The instantaneous capacity of a receiver depends on its instantaneous SINR. In this par-

ticular case, the SINR at the PR is given by λl =
φ

IS+Z , where Z is the additive white

Gaussian noise (AWGN) power at the receiver. Assuming that Shannon capacity can be

achieved at every resource slot, a lower bound on the PR instantaneous capacity condi-

tioned on λl is given by the famous Shannon’s capacity formula for AWGN channels,

log2(1+λl) [27]. The ergodic capacity Cl can be obtained by taking the expectation of

this instantaneous capacity over the distribution of the SINR, i.e. Cl = Eλl [log2(1+λl)] .

The direct method for calculating this expectation requires a complicated two fold inte-

gration over the PDFs of IS and φ, and cannot be solved easily. Instead, we follow the

procedures adopted by Hamdi in [28] to evaluate the capacity of transmit diversity over

correlated Rayleigh fading. By virtue of the independence assumption of φ and IS , we ob-

tain a simple closed form expression for the ergodic capacity involving the MGF obtained

earlier in this paper. This expression, which is given below, involve a single integration

that can be easily computed using any available mathematical softwares such as Mathe-
matica R©, or any other suitable numerical integration technique. The expression for the

PR ergodic capacity is given by

Cp =
1

ln(2)

∫ ∞

0

MIS (
s
Z )
(
1−Mφ(

s
Z )
)

s
exp(−s) ds, (2.18)

where Mφ(s) is the MGF of φ. The MGF of the commonly used fading models are given

in [20].

Interference Outage Probability

Considering the interference temperature constraint, the interference outage probability,

PI
out , at the PR can be defined as the event that the sum interference power exceeds the

threshold Q. Thus, PI
out = Pr [IS > Q] = 1−FIS (Q), where FIS (r) is the cumulative distri-
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bution function (CDF) of IS . Using the relationship between the CDF and the MGF, the

outage probability can be found from the inverse Laplace transform (ILT) of the derived

sum interference power MGF, and is given as [20, eq. 1.6]

PI
out = 1− 1

2π j

∮ MIS (s)
s

exp(sQ)ds. (2.19)

SINR Outage Probability

In most practical cases, the probability of outage at a radio receiver depends on the SINR

rather than just the interference power itself. To capture this influence, we introduce the

SINR outage probability PSINR
out , which is probability that the SINR at the PR falls below

a given threshold, θth. Following the PR signal model described in Section 2.6.2, the

SINR outage probability is given as PSINR
out = Pr

[
φ

IS+Z < θth

]
= Pr [φ− (IS +Z)θth < 0].

By introducing the variable ζ = φ − (IS +Z)θth, PSINR
out can be written in terms of the

CDF of ζ Fζ(ζ), as PSINR
out = Fζ(0).

By virtue of the inversion theorem presented in [29], the CDF of an univariate RV X can be

obtained from its characteristic function (CF) CX(t) as FX(x)= 1
2 − 1

π
∫ ∞

0
ℑ{exp(−i t x)CX (t)}

t dt,
where ℑ{·} denotes the imaginary part. Using the fact that the CF of a scaled sum

of two independent RVs are the product of their appropriately scaled individual CFs

and the relationship between the CF and the MGF of a RV, the CF of ζ is given by

Cζ(t) = Cφ(t)M̂IS ( jθtht), where M̂IS (s) is the MGF of IS +Z. Using this relation, the

SINR outage probability can therefore be obtained in terms of a single integration as

PSINR
out =

1

2
− 1

π

∫ ∞

0

ℑ
{

Cφ(t)M̂IS ( jθtht)
}

t
dt. (2.20)

Outage Probability Calculations

For most practical scenarios, it is not easy to evaluate the integrals (3.21) and (2.20)

analytically. In this contribution, we have used the Euler summation technique [30] and

the inversion theorem [29] by following the procedures outlined in [31, 32] to efficiently

evaluate the outage probability expressions given in (3.21) and (2.20) numerically.
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2.7 Numerical Results

In this section, we present some selected computer-based numerical Monte-Carlo sim-

ulation results to validate and to demonstrate the accuracy of the above obtained ana-

lytical results. Unless otherwise mentioned, the following parameters of the compos-

ite Gamma/log-normal fading distribution are assumed for the simulations: m-parameter

m = 2, SD and mean of log-normal shadowing, σ = 6 dB and μ = 0 dB and the transmis-

sion power of the OTs p j = 1. The parameter values of the unshifted Gamma distribution

for the PLE, ξ, are obtained by model fitting data presented in [14], and are mξ = 6.5

and γ̄ξ =
mξ
3 . In order to get an accurate result from the numerical integrations, the order

of the Hermite polynomial is set at Np = 30; and the integrations are performed using

Mathematica R©. The Monte-Carlo simulation results are obtained by averaging each test

case over at least 50,000 runs using Matlab R©.

2.7.1 Secondary Sum Rate Performance with Power Allocation Al-
gorithm

The secondary sum rate curves for the proposed power allocation schemes are plotted

against the number of OTs (N) in Fig. 2.2, and are compared against the sum rate

curve for equal transmit power. The interference threshold Q is set at 30 dB higher

than the noise power. The SU area is divided into four regions with the different radii

R = [100,50,20,10,5]. The secondary channel model is the same as that considered for

the secondary to primary system.

For the secondary system, a cellular system with orthogonal transmissions is assumed, i.e.

there are no inter-secondary interference. Results are presented for the scenarios where

the secondary base station (SBS) is at the cell origin (i.e., co-located with the PR) and at

the cell edge.

The variation of the secondary sum rate (with respect to) w.r.t. to the interference thresh-

old is presented in Fig. 2.3, where the secondary sum rate curves from ten OTs are plotted

against the interference threshold Q (normalized by the noise power N0).

At very stringent interference thresholds, there is hardly any room for the SUs to operate,

and a low sum rate is observed for all the presented cases. However, the sum rate perfor-

mance is relatively better when the SBS is at the cell edge compared to when it is at the

cell centre. This is because in the former case, the SUs that are close to the SBS (at the
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cell edge) have higher transmit powers and thus can achieve relatively higher rate despite

the strict interference constraint.

On the other hand, when the interference constraint at the PR is relaxed, all the OTs

transmit with relatively higher powers. In this case, a higher sum rate is observed when

the SBS is at the cell centre compared to when it is at the cell edge. This is due to the fact

that for the latter case, there are some OTs at the other end of the cell edge with high path

loss, in contrast with the former case where the OTs are uniformly distributed around the

SBS.

From the presented results, the advantages of having different transmit powers for OTs in

different regions can be readily appreciated. Compared the performance of the proposed

power assignment strategies against that with equal power, sum-rate gains of as high as

seven-fold when the SBS is at the cell edge, and about five-fold when the SBS is at the

cell centre, are observed. Moreover, it is found that the having a region-wise interference

contribution that is proportional to the area of each region (i.e. Q j = τ jQ) always yields

better performance compared to the other considered cases.

2.7.2 Ergodic Capacity of Primary System

The ergodic capacity of the PR for different numbers of interferers distributed across a

cell with radius, R = 50 m is shown in Figure 2.4. A Rayleigh fading channel is assumed

for the primary channel with r̃ = 20 m and α̃ = 4. Results with shadowing for the OT-PR

channel are compared with that for fading only (i.e. no shadowing). As expected, observe

that shadowing has a negative impact on the primary system ergodic capacity, and the

influence becomes more evident with increasing number of OTs.

Figure 2.5 presents the ergodic capacity of the primary system in the presence of inter-

ference from 5 OTs distributed across the entire cell with different cell sizes. Results for

the proposed path loss model and compared with that using the commonly used model,

β(r) = r−α (marked by ε = 0). As intuitively expected, the ergodic capacity of the pri-

mary user is much higher when the OTs are spread out across a larger area, due to the

fact that interference power decays rapidly with distance. Furthermore, the difference in

performance resulting from the proposed path loss model is evident, especially when the

cell size is small.
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2.7.3 Interference Outage Probabilities

Interference outage probabilities at the PR for different number of OTs and different val-

ues of the SD of shadow fading are presented in Figure 2.6. The interference threshold

values are normalized by the mean interference power from a single interferer. Most

notably, the interference outage probabilities are found to increase for strong shadowing

conditions (σ = 6 dB) compared to no or light shadowing. This is because stronger shad-

owing introduces greater variations in the interference power at the receiver, thus increas-

ing the probability of the interference power exceeding the threshold Qth. Furthermore, it

is also observed that the interference outage probabilities increases with an increase in the

number of OTs. This can be attributed to the fact that independent interference powers

are additive.

Figure 2.7 presents interference outage probability results for different cell size. For each

cell size, the interference threshold is normalized by the mean interference power for the

respective case with ε = 1 (so that the two curves for each cell size can be compared

against the same threshold). The number of OTs N = 5 and σ = 2 dB. We observe that

there is in fact “significant deviations” between the performance of the two different path

loss models, which is more evident for smaller cell sizes, and at higher interference thresh-

olds. Comparing the results presented in Figure 2.7 with that in Figure 2.5, it is interesting

to observe that the differences in the ergodic capacity of the primary system for the dif-

ferent path loss models are not as significant compared to the differences in the outage

probabilities. This also highlights the importance of considering different performance

measures when evaluating a system.

We further observe that a PR experiences less interference when the interferers are spread

around, which conforms to the earlier finding in with ergodic capacity. Furthermore, note

that the outage probability falls abruptly at higher Qth for smaller cell sizes. When the

cell size is small, the variance of the interference power is also small as the interferers are

closer to each other. Thus the probabilities of the interference power being much larger

than the mean becomes very low, as can be seen from the results presented in Figure 2.7.

From these findings, we can deduce that the usual assumption that the sum interference
can be treated as a Gaussian RV (by virtue of the Central Limit Theorem) is only valid for
densely distributed interferers. A similar finding is also independently reported in [12].
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Impact of the Guard Zone

In this last part, we study the impact of imposing a guard zone around the PR. The impact

of the guard zone of radius R on the interference outage probability is presented in Figure

2.8. Results are presented for a scenario with 10 OTs uniformly distributed across cells

of different outer radius B with inner radius A = 1 m. We observe that even a small guard

zone of 5 m can significantly reduce the outage probability at the PR. These results also

highlight the importance of accurate PR localization by the NGwN when a guard zone is

enforced around the PRs.

2.7.4 SINR Outage Probabilities

The SINR outage probabilities with different number of OTs uniformly distributed across

a cell of radius R = 50 m, are presented in Figure 2.9. A Rayleigh faded primary channel

is considered with r̃ = 5 and the PLE α̃ = 4. Figure 2.10 shows the SINR outage probabil-
ities for different cell radii with N = 5 and σ = 2 dB. Here, r̃ for each curve is chosen such

that the mean SINR is 10 dB for each case. The presented results corroborate with those

presented in Figures 2.6 and 2.10, and further validate the observations made in Section

2.7.3.

2.7.5 Mean Interference Power

The simulated and analytical mean interference power curves from each region for dif-

ferent numbers of OTs uniformly distributed across a cells with region-wise radii R =

[100,50,20,5] (i.e. J = 3) are presented and compared in Fig. 2.11. The analytical

and numerical mean interference powers are found to match closely, demonstrating the

accuracy of the derived interference model.

Mean Interference Power with Guard Zone

In some CRN setups, the PR is protected by a guard zone around itself, within which

active transmission from the OTs are forbidden [33]. The mean interference power from

the OTs in a CRN with such a guard zone imposed around the PR is presented in Fig.

2.12. There are two sub-regions in this analysis, with ρ1 = 1 and ρ2 = 0. Results are

presented for different cell sizes (i.e. different R and B) and for different numbers of OTs
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N, where only the OTs in the outer ring are active. The simulation results are compared

with the analytical mean interference power, and are found to match closely.

2.8 Concluding Remarks

In this work we have derived a model for the interference power from the OTs of a NGwN

at a PR located at the centre of a cell, where the OTs can have different transmission prob-

abilities and/or different transmission powers. We have also demonstrated how the derived

interference model can be used to design different system parameters for the NGwN and

develop a very simple yet robust and distributed power allocation algorithm. Applica-

tions of the interference model in evaluating various primary system performance are also

shown. All presented results are validated by computer based Monte-Carlo simulation to

substantiate the accuracy of the derived model and its applications.

A clear understanding of the intricacies of interference caused by next generation net-

works on a primary system, and its implications on the performance as well as network pa-

rameters of both the systems, will help researchers and practitioners design improved and

efficient next generation systems which enhances the optimum utilization of the scarce

radio spectrum.
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Figure 2.1: System Setup with the entire cell divided into three regions (J = 3). The

uniformly distributed OTs (filled squares) are interfering at the PR located at the cell

centre.
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for different number of OTs N, and for different fading conditions. Radius of cell B = 50

m, and ε = 1. Interference threshold is normalized by mean interference power from a

single OT.
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for different fading conditions. Radius of cell B = 50 m, and ε = 1. A Rayleigh fading

channel is considered for the primary system with r̃ = 20 m and α̃ = 4.
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Chapter 3

On Hybrid Cooperation in Underlay
Cognitive Radio Networks

Nurul Huda Mahmood, Ferkan Yilmaz, Geir E. Øien and Mohamed-Slim Alouini

Abstract - In certain wireless systems where transmitters are subject to a strict received power

constraint, such as in an underlay cognitive radio network, cooperative communication helps to

improve the coverage area and the outage performance of a network, and is a promising strategy

to enhance the network performance. However, this comes at the expense of increased resource

utilization. To balance the performance gain against the possible over-utilization of resources,

we propose and analyze an adaptive-cooperation technique for underlay cognitive radio networks

termed as hybrid-cooperation, whereby the secondary users cooperate adaptively to enhance the

capacity and the error performance of the network. The bit error rate, the capacity and the outage

performance of the network under the proposed hybrid cooperation technique are analyzed in this

paper, and compared against the traditional cooperative scheme. Findings of analytical perfor-

mance analyses are further validated numerically through selected computer-based Monte-Carlo

simulations. The proposed scheme is found to achieve significantly higher capacity at a much

lower BER compared to the conventional amplify-and-forward cooperation scheme.

Keywords – Underlay cognitive radio network, hybrid cooperation, cooperative communication,

amplify and forward relaying.

3.1 Introduction

The rapid progress towards the much coveted Anytime, Anywhere, Anything wireless com-

munication paradigm has turned the available radio spectrum into a scarce resource, re-

sulting in a flurry of research into its systematic but opportunistic utilization. CRNs have

emerged as a potential solution to overcome this scarcity, where licensed/primary and
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opportunistic/secondary users may use the same spectrum under different coexistence

policies [1]. One such proposed policy is the underlay CRN model, where the PUs are

protected from unwanted SU interference through strict constraints on the maximum re-

ceived interference power at their receivers [2].

The restriction on the received power at the PRs has an impact on the performance and

the coverage area of a CRN [3], but this can be possibly improved by means of advanced

signal processing techniques. Cooperative communication is such a paradigm that al-

lows different users in a wireless network to collaborate and share each other’s resources

through distributed signal processing. Thus a particular user may transmit data of its

own, or assist another user by forwarding its message through acting as a relay, hence

generating diversity and enhancing the coverage. The most simple and commonly used

cooperative method is the Amplify-and-Forward (AF) scheme, in which the relay just am-

plifies the received noisy version of the transmitted message signal and forwards it to the

destination or to another node [4].

Inspired by the potential of CRN and cooperative communication, cooperative cognitive

radio networks (C-CRN) have recently been investigated as a means of improving the

performance of the CRN using the following approaches: cooperation with PUs [5] and

cooperation among the SUs in the overlay [6] as well as the underlay [7, 8] CRN model.

We limit the scope of this study to an underlay CRN scenario.

In [7], a performance-improving, decode-and-forward (DF) cooperation diversity scheme,

with best-relay selection for multiple-relay CRNs under a constraint on the primary out-

age probability is proposed, and an exact closed-form expression for the secondary out-

age probability is derived. The authors in [8] have proposed a secondary relay selection

scheme with binary secondary transmit power that maximizes the end-to-end secondary

SNR under an interference threshold constraint at the PR. Subsequently, the authors have

derived the secondary BER and outage probability under the proposed scheme.

The use of multiple channel resources in cooperative communication leads to interesting

trade-offs between the system’s resource utilization and the diversity gain. Cooperative

communication is found to be spectrally inefficient especially when the source-destination

channel is good [8]. To balance the performance gain against the possible over-utilization

of resources, in this paper, we propose a novel adaptive cooperation technique for under-

lay CRN, which we have termed as “Hybrid Cooperation”; and analyze its performance

in a C-CRN with STs that can transmit with variable transmission powers. In the proposed

technique, cooperation through the relays is conditioned on the QoS of the secondary link

measured in terms of the received SNR. Cooperative communication is utilized only when
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the secondary link SNR falls below a given SNR threshold λ. In this work we have derived

the MGF of the end-to-end SNR under the proposed hybrid cooperation scheme with AF

relaying, and analyzed different performance measures of the secondary system in terms

of its BER and outage probability using the derived MGF. We further outline the proce-

dures to determine the SNR threshold λ that can achieve a favorable balance between the

multiplexing and the diversity gain. The performance of the proposed scheme is moreover

compared against that of an equivalent conventional C-CRN in order to demonstrate the

performance gains from the proposed novel hybrid cooperation technique.

The remainder of the paper is organized as follows: in Section 5.2, we introduce the de-

tailed system model and the proposed hybrid cooperative communication protocol. Sta-

tistical representation of the end-to-end SNR at the SBS is derived in 3.3. In Section 3.4

and Section 3.5, different performance measures of the secondary system are evaluated

using the derived statistical representation of the SNR. Finally the paper is concluded in

Section 5.5.

3.2 System Model

We consider an underlay CRN operating in the presence of a PR as shown in Figure 3.1.

The CRN consists of a source SU (Ss) communicating with the destination SBS (Sd)

with L other SUs that may potentially act as relays. The source and the potential relay

SU’s communication is assumed to take place across two different resource slots. In

the following sequel, the set of the potential receivers include the SBS and each of the L
relays, whereas the relays and the source ST constitute the set of the potential transmitters.

The interference from the Primary Transmitter (PT) at the SRs are assumed negligible.

This is possible if the PT is assumed to be outside the reception range of the SRs, or by

treating the primary interference as noise under the assumption that the primary system

uses a random Gaussian codebook [8]. Such assumption simplifies the analysis of the

secondary system, and helps to reach some intelligible results and an understanding of

the performance bounds of the proposed techniques under different scenarios. However,

in practice the inter-system interference may in some scenarios have a slightly different

distribution compared to the Gaussian model [9]. Precise interference models can be

incorporated to get more refined results if and when necessary, and is left as a possible

future extension of this work.

In contrast to the SRs, interference from the STs at the PR cannot be similarly neglected
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due to the opportunistic nature of the secondary communication. The unwanted secondary

interference at the PR is controlled by imposing a limit on the maximum interference

power received from the STs. This requires the STs to adjust the transmission power to

ensure that the secondary interference power at the PR does not exceed a given interfer-

ence temperature threshold Qth. Let pl and ϕl denote the transmission power of a ST Sl ,

and the random fading power gain of its channel to the PR. The above-mentioned inter-

ference temperature constraint can therefore be expressed as plϕl ≤ Qth. In addition, the

physical properties of the STs and regulatory requirements also impose an additional con-

straint on the transmission power pl such that pl ≤ Pl , where Pl is its maximum allowed

transmission power of SU Sl . Putting these two constraints together, and assuming that

each ST transmits at the maximum possible transmit power, the transmission power of SU

Sl is given by pl = min(Qth
ϕl
,Pl).

Let the signal received at a potential SR Sk from a potential ST Sl be given by yk =√
plφlkxl + nk, where φlk is the random fading power gain of the ST-SR channel, xl is

the unit power Gaussian message symbol and nk is the independent zero mean circularly

symmetric AWGN term at the SR, with its power given by N0. Under this model, the

received SNR γlk at the SR is given by γlk = plφlk/N0.

All random channel gains in this work are assumed to follow a block fading channel model

such that the channel state of each user is constant over each resource slot, but changes

independently across resource slots and across users. The channel gains are modeled

using the Rayleigh fading model. Thus, the corresponding power gain is an exponential

distributed random variable [10]. Information about the ST-PR channels are assumed to

be known with sufficient accuracy, and synchronized at the respective ST. This can be

obtained by cooperation with the PR using some pilot signals, or by using some sort of

centralized band manager with global CSI [11]. Such global CSI assumption gives an

upper bound on the achievable performance of the proposed cooperation technique.

Amplify and Forward Relaying

In the considered AF relaying scheme, communication between the source and the SBS

through a relay takes place over two orthogonal TSs. The source’s transmission in the

first TS is received by the SBS and the potential relays. In the subsequent TS, the relay

amplifies the received signal subject to the interference temperature and the maximum

power constraint, and forwards it to the SBS. At the SBS, the message signals received

over the two independent TSs are then combined using the Maximum Ratio Combining

(MRC) technique.
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Figure 3.1: The System Model represented by a source SU communicating with the SBS.

The SU may communicate directly with the SBS or with the help of relays as shown in

this figure. All secondary transmissions are assumed to interfere at the PR.

It can be easily shown that the SNR γl of the message signal received at the SBS through

the relay Sl is given by

γl =
γslγld

γsl + γld +N0
. (3.1)

The above exact expression for the SNR can be approximated by its upper bound γl ≤
min(γsl,γld) [12], which is more tractable than (3.1) itself. Furthermore, the above ap-

proximation is found to be tight in the mid-to-high SNR regime.

3.2.1 Proposed Hybrid Cooperation Technique

In the hybrid cooperative communication proposed in this paper, the source’s first prefer-

ance is to communicate through the direct link without involving the relays in order to

avoid using additional resource slots. However, the help of a relay is incorporated when

the SNR of the signal received through the direct link at the destination SBS (γd
sd) falls

below a given SNR threshold λ. In that case, the source to destination communication

occurs over two TSs. The SNR of the MRC combined signal at the destination SBS after

the two TS is then given by γr
sd = γ(1)sd +γ(2)sd , where the superscript indicates the associated

TS. The proposed hybrid cooperation technique is summarized as a flowchart in Fig. 3.2.
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Start

first TS:
γ(d)sd ≥ λ?

End

γ(r)sd = γ(1)sd + γ(2)sd

End

Y

Nsource transmits,
SBS and relays receive.

second TS:
relay transmits,

SBS receives and combines.

Figure 3.2: Flowchart of a successful transmission with the proposed Hybrid Cooperation

technique

The SNR Threshold λ

The choice of the SNR threshold λ is a critical parameter in the proposed hybrid coopera-

tion technique. A small value of λ will push more traffic through the direct link, resulting

in a reduced diversity gain since the diversity offered by the relay will be utilized less of-

ten. On the other hand, a larger λ value will result in an increased use of the relay channel

at the expense of throughput or multiplexing gain. Therefore, the SNR threshold λ has

to be “smartly” chosen to strike a balance between the diversity offered by the relay link

and the increased utilization of resource slots through the direct link. The best choice of

λ will be discussed in the passage of this paper.

3.3 Statistical Representation of the SNR

The statistical representation of the SNR of the signal received from the source SU at the

SBS is derived in terms of its MGF in this section. In order to derive the MGF of the

final SNR, we first derive the PDF of the ST power profile. Using this power profile, we

then independently derive the distributions of the SNR of the direct signal from the source

SU at the SBS, and that through the relay. Finally the desired MGF is obtained from the

derived individual distributions.
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3.3.1 Distribution of the SU Power Profile

The transmission power of a ST Sl under the interference temperature and maximum

power constraint constraints is given by

pl =

{
Pl ϕl ≤ Qth

Pl
Qth
ϕl

otherwise.
(3.2)

Using the distribution of the exponential random variable ϕl as given in [10, Eq. 2.7], the

PDF of this power profile fPl(p) is readily obtained as

fpl(p) =

⎧⎪⎪⎨
⎪⎪⎩

Qth
Ωϕ,l

p−2 exp
(
− Qth

pΩϕ,l

)
0 ≤ p < Pl

1− exp
(
− Qth

PlΩϕ,l

)
p = Pl

0 otherwise.

(3.3)

where Ωϕ,l = E[ϕl], with E[·] denoting the statistical expectation operation. Without loss

of generality, henceforth we consider the same maximum transmission power for all STs,

i.e. Pl = P∀ l. Furthermore, let us define the variables ql :=
PΩϕ,l
Qth

and ρlk :=
PΩφ,lk

N0
.

3.3.2 Statistics of the Direct Link SNR

As the initial step of our analysis, we first derive the PDF, the Cumulative Distribution

Function (CDF) and the MGF of the SNR, γlk, of the message signal received at the SR

Sk through a direct link from the ST Sl . Note that, Sl can be the source or any of the relays

and Sk can be the SBS or any of the relays.

PDF and CDF of the Direct Link SNR

In order to obtain the PDF fγ,lk(r) of γlk, first we consider its PDF conditioned on the

transmission power pl . Under the exponential distribution assumption on φlk, the con-

ditional PDF fγ,lk(r|p) is simply given as fγ,lk(r|p) = N0
pΩφ,lk

exp
(
− rN0

pΩφ,lk

)
[10], where

Ωφ,lk = E[φlk].

The PDF fγ,lk(r) of γlk is then obtained by averaging fγ,lk(r|p) over the distribution of pl ,

i.e. fγ,lk(r) = E[ fγ,lk(r|p)]. Using (3.3) and after some algebraic manipulations, the PDF
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of γlk is readily derived as

fγ,lk(r) =
e−rρlk

ρlk

(
1− e−1/ql

)
+

e−r/ρlk−1/ql

ρlk + rql

(
1+

ρlkql

ρlk + rql

)
. (3.4)

The CDF of γlk, defined as Fγ,lk(r)�
∫ r

0 fγ,lk(u)du, is then straightforwardly evaluated as

Fγ,lk(r) = 1− e−r/ρlk +
ρlkqle−r/ρlk−1/ql

ρlk + rql
. (3.5)

PDF of the Direct Source-Destination Communication

Let γsd represent the SNR of the signal received at the SBS from the source ST through the

direct link. In our proposed hybrid-cooperative communication, γsd is differentiated into

two different sets of realizations corresponding to whether the communication through

the relay is invoked or not. Let γ(d)sd

(
γ(1)sd

)
represent the case when the cooperation of a

relay is not required (is required), i.e. γ(d)sd := γsd ≥ λ
(

γ(1)sd := γsd < λ
)

.

We may analyze the proposed hybrid-cooperation technique by considering γ(d)sd and γ(1)sd

as two different RVs. Since the RV γ(d)sd is only defined for λ ≤ γ(d)sd < ∞, its PDF is given

by

f (d)γ,sd(r) =

{
1

1−Fγ,sd(λ)
fγ,sd(r) r ≥ λ

0 otherwise,
(3.6)

where fγ,sd(r) and Fγ,sd(r) are given by (3.4) and (3.5) respectively. Subsequently, the

MGF of γ(d)sd is given by M (d)
γ,lk(s) =

∫ ∞
λ exp(−sr) f (d)γ,sd(r)dr, and can be expressed as

M (d)
γ,sd(s;λ) =

1

1−Fγ,sd(λ)

{
e−λ/ρsd(1+sρsd)

1+ sρsd

[
sρsd −λqs/ρsd

1+λqs/ρsd
e−1/qs +1

]
+

sρsd

qs
esρsd/qsEi

(
− (1+ sρsd)(1/qs +λ/ρsd)

)}
, (3.7)

where Ei(x)�−∫ ∞
−x

exp(−t)
t dt is the Exponential Integral [13, Eq. 5.1.2].

Similarly, the PDF of the RV γ(1)sd , which is defined for 0 ≤ r < λ, is given by f (1)γ,sd(r) =
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fγ,sd(r)
Fγ,sd(λ)

(within the defined range); and its corresponding MGF is given by

M (1)
γ,sd(s;λ)=

1

Fγ,sd(λ)

⎧⎨
⎩1− e−λ/ρsd(1+sρsd) + se−1/qs

1+ sρsd
−
(

sρsd
qs

− λqs
ρsd

)
e−λ/ρsd(1+sρsd)−1/qs

(1+ sρsd)(1+λqs/ρsd)
+

sρsd

qs
esρsd/qs

[
Ei
(
− sρsd

qs
− 1

qs

)
−Ei

(
− (1+ sρsd)(1/qs +λ/ρsd)

)]}
. (3.8)

3.3.3 Statistical Representation of the SNR Through the Relay Link

The upper bound on the SNR of the signal from the source ST received at the SBS through

a relay Sl is given by γl ≤ min(γsl,γld) [12], where the PDF and the CDF of γsl (and simi-

larly γld) are given in (3.4) and (3.5) respectively. By approximating γl with the above up-

per bound, and applying results from order statistics, the CDF of γl can be approximated in

terms of the individual CDFs of γsl and γld as Fγ,l(r)≈ Fγ,sl(r)+Fγ,ld(r)−Fγ,sl(r)Fγ,ld(r)
[14].

If we assume that the relay is located such that its channel to the source ST and the SBS

are identically distributed, and if the distribution of its channel to the PR is similarly that

of the source ST-PR channel, then we have the equality Fγ,sl(r) = Fγ,ld(r). Hence the ap-

proximate CDF of γl can be further simplified as Fγ,l(r)≈ Fγ,sl(r)
(
2−Fγ,sl(r)

)
, where γsl

represents both the source-relay and the relay-SBS direct link SNR. Such an assumption

further upper bounds γl since the minimum of two independent RVs is maximized when

they are distributed identically.

The approximate PDF of γl is thereafter readily given by fγ,l(r)≈ 2 fγ,sl(r)
(
1−Fγ,sl(r)

)
.

The MGF derived using this approximation gives a lower bound on the exact MGF of the

γl . Hence, the resulting lower bound on the MGF of γl is given by Mγ,l(s)≥ 2Mγ,sl(s)−
M fγ,slFγ,sl(s).

In the above expression, Mγ,sl(s)�
∫ ∞

0 exp(−sr) fγ,sl(r)dr. On a similar note, M fγ,slFγ,sl(s)�
2
∫ ∞

0 exp(−sr) fγ,sl(r)Fγ,sl(r)dr. The expression for Mγ,sl(s) can be obtained by taking the

limit of (3.7) as λ → 0, and is readily obtained as

Mγ,sl(s) =
1+ sρsle−1/qs

1+ sρsl
− sρsl

qs
esρsl/qsEi

(
−sρsl

qs
− 1

qs

)
. (3.9)

By deriving M fγ,slFγ,sl(s) and after some algebraic manipulation the expression for the
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lower bound on Mγ,l(s) is finally obtained as

Mγ,l(s)≥
2
(

1+ sρsle−1/qs
)

2+ sρsl
−
(

ρsl

qs
+

ρsl

2+ sρsl

)
se−2/qs −

2sρsl
qs

esρsl/qsEi
(
− sρsl

qs
− 2

qs

)
(

1+ sρsl
2qs

+ 1
qs
− e1/qs

)−1
.

(3.10)

3.3.4 Statistics of the Final SNR at SBS

When a single relay is used, the SNR of the signal received at the SBS through the relay

in the second TS is given by γl , i.e. γ(2)sd = γl . Hence, the end-to-end SNR of the MRC

combined signal at the SBS after a two TS transmission stage involving a single relay is

given by γ(r)sd = γ(1)sd + γl . Under the independence assumption on the direct signal and that

through the relay, the MGF M (r)
γ,sd(s) of γ(r)sd is the product of the MGFs of the individual

SNRs, i.e. M (r)
γ,sd(s)≥ M (1)

γ,sd(s)Mγ,l(s), where M (1)
γ,sd(s) and Mγ,l(s) are given by (3.8) and

(3.10) respectively. Finally, considering the proposed hybrid cooperation technique, the

lower bound on the MGF of the final SNR γ at the SBS is eventually given by

Mγ(s)≥
(

1−Fγ,sd(λ)
)

M (d)
γ,sd(s;λ)+Fγ,sd(λ)M

(1)
γ,sd(s;λ)Mγ,l(s). (3.11)

3.4 Performance Analysis of the Proposed Hybrid Coop-
eration Technique

Different metrics for the performance evaluation of the proposed hybrid cooperation tech-

nique are analyzed, and the design of the best SNR threshold λ is investigated in this

section.

3.4.1 Error Rate Calculation

Following the unified approach presented in [10], the error rate for a wide variety of M-

ary modulation schemes can be evaluated using the MGF of the received SNR. For exam-

ple, the average Symbol Error Rate (SER) resulting from the considered MRC reception

across L independent diversity streams with M-ary Phase Shift Keying (MPSK) modula-

tion over generalized fading channels can be deduced from the MGF of the received SNR
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as [10, 9.15]

ζs(ρ,q) =
1

π

∫ (M−1)π/M

0

L

∏
l=1

Ml

(
sin2(π/M)

sin2 x

)
dx, (3.12)

where Ml is the MGF of the received SNR through the lth branch through the correspond-

ing generalized fading channel.

As an illustrative example we present the BER of Binary Phase Shift Keying (BPSK)

modulation for the considered system in this contribution. The BER of the proposed

hybrid cooperation technique with BPSK modulation can be evaluated using the MGF

derived in (3.11) as

ζb(ρ,q) =
1

π

∫ π
2

0
Mγ

(
1

sin2 x

)
dx, (3.13)

which gives a lower bound on the BER of the proposed hybrid cooperation scheme. With

the above simplified expression, the BER can be readily evaluated by a single integral

using any available mathematical softwares or simple numerical techniques. BER curves

of the proposed hybrid cooperation technique for different threshold SNRs λ are plotted

against the maximum transmit power (normalized by the noise power) P
N0

in Figure 3.3.

The presented simulation results for the approximate BER is obtained by approximating

γl with its lower bound as discussed earlier, and yields a lower bound on the BER. Simu-

lation results for the approximate BER are compared against analytical results evaluated

using (3.13) and are found to match closely. Only simulation results are presented for the

exact BER since it is difficult to evaluate analytically.

All simulation results presented throughout this paper were carried out in Matlab R© using

the Monte-carlo simulation technique. Results for each presented scenarios have been

obtained by averaging over many runs (at least 100,000).

3.4.2 Ergodic Capacity

In this section, we demonstrate how the ergodic capacity of the secondary system under

the proposed hybrid cooperation scheme can be evaluated using the earlier derived MGF.

Assuming the Shannon capacity can be achieved at every resource slot, the instantaneous

secondary capacity conditioned on the received SNR is given by the famous Shannon’s

capacity formula for AWGN channels, C(γ) = log2(1+ γ) [15]. The ergodic capacity can

thereafter be obtained by taking the expectation of this instantaneous capacity over the

distribution of γ. Considering the proposed hybrid cooperation technique, a (1−Fγ,sd(λ))
fraction of the communication occurs over a single TS during which the SNR of the
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Figure 3.3: The BER under the proposed hybrid cooperation with a single relay. Ωφ,sd =
Ωϕ,s = Ωϕ,l =−3 dB, Ωφ,sl = Ωφ,ld = 0 dB, and Qth = N0 +10 dB.

received signal at the SBS is given by γ(d)sd . In the remaining Fγ,sd(λ) fraction, the SNR

γ(r)sd is received over a communication phase involving two TSs. Combining these two

time divisions, the end-to-end ergodic capacity of the secondary communication for the

proposed scheme is given by

C(ρsd,ρsl,qs;λ) =
(

1−Fγ,sd(λ)
)
E

[
log2(1+ γ(d)sd )

]
+

Fγ,sd(λ)
2

E

[
log2(1+ γ(1)sd + γl)

]
.

(3.14)

The direct method for calculating the above expectation requires complicated integrations

over the distributions of γ(d)sd , γ(1)sd and γl , and cannot be evaluated easily. Instead, we sim-

plify the above expression by applying an useful lemma proposed by Hamdi in [16] to

evaluate the capacity involving multiple integrals. By virtue of the independence assump-

tion on the different SNRs, we obtain a simple closed form expression for the upper bound

on the ergodic capacity of the secondary system involving the MGFs obtained earlier in

this paper, as given by

C(ρsd,ρsl,qs;λ)≤
(
1−Fγ,sd(λ)

)
ln2

∫ ∞

0

1−M (d)
γ,sd(z;λ)
z

exp(−z)dz+

Fγ,sd(λ)
2ln2

∫ ∞

0

1−M (1)
γ,sd(z;λ)M (2)

γ,sd(z)

z
exp(−z)dz, (3.15)
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where ln(x) is the natural logarithm. The integrand in (3.15) is a continuous and bounded

non-negative quantity in the range of integration, and as such can be easily computed

using any suitable numerical integration techniques or available mathematical softwares.

The ergodic capacity curves with a single relay and for difference choices of the threshold

SNR λ for the setup presented in Figure 3.3 is shown in Figure 3.4.
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Figure 3.4: Ergodic Capacity with proposed hybrid cooperation for one relay. Ωφ,sd =
Ωϕ,s = Ωϕ,l =−3 dB, Ωφ,sl = Ωφ,ld = 0 dB, and Qth = N0 +10 dB.

We can appreciate the potential gains of the proposed hybrid cooperation scheme by com-

paring Figure 3.3 and Figure 3.4. First of all, we observe the well known fact that relays

provide diversity gain at the expense of rate penalty. This is evident from the curves cor-

responding to λ = 0 and λ → ∞, where one of them displays higher capacity with higher

BER (λ = 0), whereas the other exhibits better BER performance at the expense of the

capacity (λ → ∞). In contrast, however, interesting findings are observed for the curves

representing the hybrid cooperation scheme. By comparing the curves representing the

direct communication case with that of hybrid cooperation scheme with λ= 1, we observe
that the proposed scheme results in a higher throughput at a much lower BER. On the

other hand, when the SNR threshold λ is increased to 10, the BER of the hybrid coopera-

tion scheme is almost equal to that with full cooperation, whereas the resulting throughput

is comparable to the no cooperation scenario. Thus, with the proposed scheme, the BER

performance gain accorded by the relays can be achieved at a significantly higher capac-

ity gain. In addition, the curves presented in the above figure highlight the importance of
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choosing an appropriate value of the the SNR threshold λ, the choice of which is discussed

in the passage of this paper. In addition, the upper bound on the ergodic capacity given

by (3.15) is found to be tighter for the proposed scheme compared to the full cooperation

technique as is evident from Figure 3.4.

3.4.3 Determining the SNR Threshold

In the source ST to the SBS communication, the choice between the link through the

relay and the direct link is determined by the SNR threshold λ. A higher value of λ will

force more traffic through the relay, resulting in diversity gain in exchange of increased

resource utilization. Conversely, a lower value of λ will result in increased multiplexing

gain at the expense of the received SNR, which in turn may lead to higher BER. Therefore,

the SNR threshold λ has to be carefully chosen to strike an appropriate balance between

the diversity-multiplexing tradeoff. In this section, we outline how the SNR threshold λ
can be chosen such that there is no significant BER penalty for the increased resource

utlization due to the proposed hybrid cooperation.

The BER contribution of the direct communication (i.e. when a relay is not utilized)

depends strongly on the SNR threshold λ. Since the SNR of the direct link is always

greater than the SNR threshold λ, its value can be appropriately chosen to guarantee any

given target BER. Therefore, to ensure that there is no significant impact on the BER

due to the proposed hybrid cooperation technique, the SNR threshold λ should be chosen

such that the BER contribution of the direct link is insignificant compared to that through

a relay link with the conventional cooperative scheme.

For any given channel condition, and a given modulation/coding scheme, let ζFC be the

BER that can be achieved with full cooperation (i.e. when λ → ∞). Using (3.13), ζFC,

which is independent of λ, can be evaluated as

ζFC(ρsd,ρsl,qs) =
1

π

∫ π
2

0
Mγ,sd

(
1

sin2 x

)
Mγ,l

(
1

sin2 x

)
dx, (3.16)

where Mγ,sd (s) and Mγ,l (s) are the MGFs given by (3.10) and (3.9) respectively.

Similarly, the BER of the direct communication link with the proposed hybrid cooperation

for the same channel condition can be evaluated as ζDC(ρsd,qs;λ)= 1−Fγ,sd(λ)
π

∫ π
2

0 M (d)
γ,sd

(
1

sin2 x

)
dx.

To ensure negligible impact on the BER due to the proposed hybrid cooperation technique,

let us choose λ such that ζDC(ρsd,qs;λ)� ζFC(ρsd,ρsl,qs).
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It is easily observed that determining λ to satisfy the above condition is not straightfor-

ward since it requires solving a complicated integral of the MGF. To simplify the analy-

sis, we approximate the integration involved in evaluating ζDC(ρsd,qs;λ) by a two-point

trapezoidal sum [13, Eq. 25.4.1] as (see Appendix 3.7 for proof and associated conditions)

ζDC(ρsd,qs;λ)≈ e
ρsd
qs −u

4

{
ρsd

uqs

(
1

u+1
+

1

ρsd

)
+

1

1+ρsd

(
e1/qs −1

)}
, (3.17)

where u� (1+ρsd)(1/qs+λ/ρsd). As a rule of thumb, let λ be such that ζDC(ρsd,qs;λ)≤
ζFC

100 . Hence, the problem of finding λ can be constituted as determining the smallest u that

satisfies

ρsd

uqs
e

ρsd
qs −u

(
1

u+1
+

1

ρsd

)
+

(
e1/qs −1

)
e

ρsd
qs −u

1+ρsd
− ζFC(ρsd,ρsl,qs)

25
≤ 0, , (3.18)

where u ≥
(

ρsd
qs

+ 1
qs

)
> 0. The above equation can be readily solved for u by using suit-

able numerical methods. Due to lack of space, the details of the solution is relegated to

Appendix 3.7.

Finally, the best choice of the SNR threshold λ for which there is no significant BER

penalty with the proposed hybrid cooperation scheme is obtained from u as

λ̂ = � ρsdũ
1+ρsd

− ρsd

qs
�, (3.19)

where ũ = max
(

u, ρsd
qs

+ 1
qs

)
and �x� denotes the smallest integer larger than x1.

The approximate BER and Ergodic capacity curves for hybrid cooperation technique with

best SNR threshold λ are presented in Figures 3.5 and 3.6 respectively, and compared

against the performance corresponding to full cooperation (λ → ∞) and direct communi-

cation only (λ = 0). For the ease of presentation, the exact performance results are only

presented for the hybrid cooperation case. It is readily observed that hybrid cooperation

scheme with a carefully chosen SNR threshold results in a BER performance comparable

to the full cooperation scheme while achieving the a capacity close to that of the direct

communication.

1We limit λ to an integer to reduce the load on feedback channel in communicating λ and to account for

possible errors in approximating λ as given by (3.18).
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Figure 3.5: The BER curves for the proposed hybrid cooperation with one relay and best

λ. Ωφ,sd = Ωϕ,s = Ωϕ,l =−3 dB, Ωφ,sl = Ωφ,ld = 0 dB, and Qth = N0 +10 dB.
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Figure 3.6: The Ergodic capacity of proposed hybrid cooperation with one relay and best

λ. Ωφ,sd = Ωϕ,s = Ωϕ,l =−3 dB, Ωφ,sl = Ωφ,ld = 0 dB, and Qth = N0 +10 dB.
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3.4.4 Outage Probability Calculation

Assuming the secondary communication is subject to a quality of service (QoS) con-

straint, which is realized by a target BER ε for a given modulation scheme; a ST is said

to be in outage if the target BER at the SBS is not met even after being assisted by re-

lays. Therefore, the outage probability for a given channel condition can be written as

Pout = Pr(ζHC(ρsd,ρsl,qs;λ)> ε). Moreover, for a specific modulation scheme, the target

BER at the SBS can be translated to a corresponding target SNR ξ. For example, a target

BER of 0.001 with BPSK modulation translates to a target SNR of approximately 7 dB.

Considering the proposed hybrid cooperation technique, the outage probability can then

be evaluated using the CDFs of the SNRs through the direct link and that through the

relay as

Pout(ξ;ρsd,ρsl,qs,λ) =
(
1−Fγ,sd(λ)

)
F(d)

γ,sd(ξ)H(ξ−λ)+Fγ,sd(λ)F
(r)
γ,sd(ξ), (3.20)

which is the weighted sum of the outage probability through the direct link and that

through the relay; with H(x) representing the heaviside step function. The first term in

(3.20) involves the CDF of γ(d)sd , which is given by F(d)
γ,sd(r) = 1− 1−Fγ,sd(r)

1−Fγ,sd(λ)
, where Fγ,sd(r)

is given by (3.5). The CDF of the γ(r)sd in the second term of (3.20) is evaluated from the

earlier derived MGF using the relation [10, eq. 1.6]

F(r)
γ,sd(ξ) =

1

2π j

∮ M (r)
γ,sd(s)

s
esξ ds. (3.21)

The integrals in (3.13) and (3.21) can be numerically evaluated efficiently using available

mathematical softwares or different numerical techniques, for example by virtue of the

Euler summation technique [17] using the procedures demonstrated in [18].

The outage probability curves for different values of the target BER are plotted in Figure

3.7, where the SNR threshold is determined as λ̂ (which is around 7 dB for higher values

of P/N0). From the presented curves, we observe that when ξ ≤ λ̂, the outage perfor-

mance of the proposed hybrid cooperation scheme is similar with that of conventional

cooperative scheme. However for ξ > λ̂ the former scheme demonstrates higher outage.

With the proposed hybrid cooperation scheme, the final SNR is not further boosted with

the help of the relays when an SNR greater than λ̂ can be readily achieved through the

direct link itself. This also points to the fact that the SNR variation with the proposed

hybrid cooperation is less compared to the conventional cooperation scheme.

101



The above finding further highlights the importance of considering the target BER and

other system parameters such as the modulation scheme (or more precisely, the target

SNR) alongside the achieved BER in determining the best SNR threshold λ̂.
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Figure 3.7: The Outage Probability for different target BER with BPSK modulation for

the proposed hybrid cooperation involving a single relay. Ωφ,sd = Ωϕ,s = Ωϕ,l = −3 dB,

Ωφ,sl = Ωφ,ld = 0 dB, and Qth = N0 +10 dB.

3.4.5 Impact of Interference Threshold Qth

In this section we present some additional numerical results for the proposed hybrid co-

operation scheme to demonstrate the impact of the interference-threshold Qth on the per-

formance of the proposed scheme. The average BER and the ergodic capacity curves

for different values of the interference threshold Qth are plotted against the normalized

maximum transmit power in Figure 3.8 and Figure 3.9.

For the ease of presentation, curves presenting the exact BER performance are only pre-

sented for the interference threshold Qth/N0 = 20 dB in Figures 3.8 and 3.9. The curves

for the other cases show similar trend and hence are omitted here. It is interesting to note

that the approximation adopted on the SNR through the relay in this work is very tight at

higher SNRs, as evident from the close match between the approximate BER curves and

the exact BER curves. Moreover, we observe that the BER floor is reached at a higher

and higher transmit powers with increasing interference threshold Qth.
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λ for different values of Qth. The solid lines present the analytically derived approximate

BER. Ωφ,sd = Ωϕ,s = Ωϕ,l =−3 dB, Ωφ,sl = Ωφ,ld = 0 dB.
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Figure 3.9: Ergodic capacity curves for the proposed hybrid cooperation with one relay

and best λ for different values of Qth. The solid lines present the analytically derived

approximate BER. Ωφ,sd = Ωϕ,s = Ωϕ,l =−3 dB, Ωφ,sl = Ωφ,ld = 0 dB.
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3.5 Diversity-Multiplexing Tradeoff Analysis

Cooperation provides multiple and in most cases independent spatial channels between a

source and its destination. The data rate of the source-destination link can be increased

by transmitting independent information streams in parallel through the spatial channels.

This effect is known as spatial multiplexing. Alternately, the multiple independent links

between the source and the destination can be used to introduce diversity to combat chan-

nel fading [19]. Given multiple links between a source and destination, there is a fun-

damental tradeoff between how much multiplexing gain and the diversity gain can be

extracted through cooperative communication. Furthermore higher spatial multiplexing

gain comes at the price of sacrificing diversity [19, 20]. In this section, we focus on the

diversity and multiplexing gain analysis of the proposed hybrid cooperation scheme.

Let us define the variable ρ̃� P
N0

. The multiplexing gain (MG) and the diversity gain (DG)

for the traditional communication link (i.e. without interference constraint) as a function

of the ρ̃ are respectively defined as MG = lim
ρ̃→+∞

C(ρ̃)/log ρ̃ and DG = − lim
ρ̃→∞

log(Pout(ρ̃))
log ρ̃

[20]. However, it is not appropriate to apply the traditional definitions of multiplexing

and diversity gain in CRN due to the imposed interference constraint on the transmission

powers of the STs [7]. Following the approach adopted in [7] and other similar works, we

analogously define the multiplexing gain and the diversity gain of a relay assisted CRN

under the proposed hybrid cooperation scheme as

MGHC = lim
ρ̃→+∞

lim
Ωϕ,l→0

CHC(ρ̃)

log ρ̃
,

DGHC = − lim
ρ̃→∞

lim
Ωϕ,l→0

log(Pout,HC(ρ̃))

log ρ̃
. (3.22)

The achievable rate of the proposed hybrid cooperation scheme as a function of the ρ̃
is RHC(ρ̃) =

(
1−Fγ,sd(λ)

)
CDC(ρ̃)+Fγ,sd(λ)CFC(ρ̃). Similarly, the corresponding outage

probability is Pout,HC(ρ̃) =
(
1−Fγ,sd(λ)

)
Pout,DC(ρ̃) +Fγ,sd(λ)Pout,FC(ρ̃). For a given ρ̃

and in the absence of any constraints on the received interference, the capacity through

the cooperative link is half of that through the direct communication link due to the use

of the double resource slots with the former scheme, i.e. CFC(ρ̃) = 1
2CDC(ρ̃). Hence,

the multiplexing gain of the proposed hybrid cooperation scheme is straightforwardly
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obtained as

MGHC(λ) =
(

1− Fγ,sd(λ)
2

)
η, (3.23)

where η � lim
ρ̃→+∞

RDC(ρ̃)/log ρ̃ is the multiplexing gain of the direct link, which has the

range η ∈ (0,1).

Following well known results on the diversity-multiplexing tradeoff in traditional and

cooperative channels, the optimal diversity gain of the direct communication link and

that of the cooperative link are respectively given by DGDC(η) = 1−η and DGFC(η) =
2(1−2η)+, [20] where (x)+ = max(0,x). Therefore, the optimal diversity-multiplexing

tradeoff for the proposed hybrid cooperation scheme is thereby given by

DGHC(η,λ) =
(
1−Fγ,sd(λ)

)
(1−η)+2Fγ,sd(λ)(1−2η)+. (3.24)

Discussion on Diversity-Multiplexing Tradeoff Analysis

It is evident from (3.24) that the proposed hybrid cooperation scheme provides a tradeoff

between the multiplexing gain and diversity gain in the high SNR regimes. However, an

underlay CRN is most likely to operate in the low to medium SNR regime due to the

interference temperature constraint at the PRs. As we have observed from the findings

presented in Section 3.4, the proposed hybrid cooperation technique delivers the diversity

gain of the full cooperation scheme at the multiplexing gain of the direct link in the prac-

tical operating SNR regimes of an underlay CRN, thus highlighting the advantages of the

proposed technique in CR communication.

The diversity multiplexing tradeoff for the proposed hybrid cooperation scheme is illus-

trated in Figure 3.10 and is compared against that of the traditional cooperation scheme

and the direct communication (i.e. no relay). Moreover, the upper bound on the opti-

mal diversity gain for the AF relaying scheme with a single relay, as given by DG(η) =
(1−η)+(1−2η)+ [20], is also plotted for comparison.

3.6 Relay Selection Schemes

When there are more than one potential relays to assist the source SU, it is spectrally most

efficient to choose only one of those potential relays to amplify and forward the message
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Figure 3.10: The optimal diversity-multiplexing tradeoff for the proposed hybrid cooper-

ation scheme with a single relay.

signal of the transmitter to the SBS [21]. In this section, we present further analysis of the

proposed hybrid cooperation scheme with multiple relays, wherein one relay is selected to

assist the secondary transmission. In the following sequel, we assume the relay selection

is performed at the SBS.

Best-Relay Selection Strategy

Let us consider the cooperative link, i.e. the link from the secondary source to the SBS

through a relay. In the best relay selection strategy, the “best relay” is defined as the relay

that maximizes the end-to-end SNR of the relayed link while satisfying the interference

temperature constraint Qth. Mathematically, the SNR of the message signal received at

the SBS through the “best relay” is given by γ̂l = maxl(γl)≈ maxl{min(γsl,γld)}.

With the given definition of the best relay, the CDF of the SNR γ̂l is obtained as Fγ̂,l(r) =

∏L
l=1

(
Fγ,l(r)

)
[14]. Assuming every potential relay is equally faded, i.e. γl are indepen-

dently and identically distributed (i.i.d.) for all l, the PDF of γ̂l is given by [14]

fγ̂,l(r) = L fγ,l(r)Fγ,l(r)L−1. (3.25)
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The approximate distributions of fγ,l(r) and Fγ,l(r) are given earlier. Using those given

distributions, the MGF Mγ̂,l(s) of γ̂l can be subsequently approximated as Mγ̂,l(s) =
E[exp(−sγ̂l)]. The resulting MGF can be derived in closed form using any suitable math-

ematical software or even by hand. However, it has a long and cumbersome expression,

and hence is not presented here for the ease of readability. Subsequently, the SNR γ̂(r)

of the combined signal at the SBS after the two TS communication through the relay

is given γ̂(r) = γ(1)sd + γ̂l . Finally, the final end-to-end SNR at the SBS considering the

proposed hybrid cooperation scheme is obtained as Mγ̂(s) ≥
(
1−Fγ,sd(λ)

)
M (d)

γ,sd(s;λ)+

Fγ,sd(λ)M
(1)

γ,sd(s;λ)Mγ̂,l(s).

The BER and the ergodic capacity of the source ST to destination SBS communication

with multiple relays under the best-relay selection strategy can be readily evaluated fol-

lowing the steps outlined in Section 3.4. The BER and the ergodic capacity curves with

different number of relays under the best relay selection strategy are respectively pre-

sented in Figures 3.11 and 3.12. It is observed that increasing the number of relays greatly

improve the BER performance. However, the gains in terms of the ergodic capacity from

having more relays is not so profound, especially with the proposed hybrid cooperation

scheme.
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Figure 3.11: BER curves for the proposed hybrid cooperation with multiple relays and

best λ. The solid lines present the analytically derived approximate BER. Ωφ,sd = Ωϕ,s =
Ωϕ,l =−3 dB, Ωφ,sl = Ωφ,ld = 0 dB.
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3.7 Conclusion

Cooperative communication is known to effectively improve the performance of a wire-

less link by generating multiple copies of the message signal over independent channels,

and hence generating diversity. In order to balance a between SNR enhancement and

over-utilization of scarce opportunistic resources, we have proposed a novel hybrid coop-

eration technique in this contribution, and derived lower bounds on its error rate and the

outage performance under the constraint of satisfying a maximum interference tempera-

ture constraint at a co-exisiting PR. The proposed scheme is found to achieve significantly

higher capacity at a much lower BER compared to the conventional amplify-and-forward

cooperation scheme. The performance gains observed demonstrate the benefits of the

proposed technique for an underlay Cognitive Radio Network (CRN).
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Figure 3.12: Ergodic Capacity curves for the proposed hybrid cooperation with multiple

relays and best λ. The solid lines present the analytically derived approximate BER.

Ωφ,sd = Ωϕ,s = Ωϕ,l =−3 dB, Ωφ,sl = Ωφ,ld = 0 dB.
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Appendix 3-A: Approximating the BER of the Direct Link

Using (3.13) and the definition of the MGF, the BER through the direct link is given by

ζDC(ρsd,qs;λ) =
1−Fγ,sd(λ)

π

∫ π
2

0
M (d)

γ,sd

(
1

sin2 x
;λ
)

dx

≈ 1−Fγ,sd(λ)
4

M (d)
γ,sd(1;λ)

=
e−λ/ρsd(1+ρsd)

4(1+ρsd)

{
ρsd −λqs/ρsd

1+λqs/ρsd
e−1/qs +1

}
+

ρsd

4qs
eρsd/qsEi

(
− (1+ρsd)(1/qs +λ/ρsd)

)
≈ e−λ/ρsd(1+ρsd)

4(1+ρsd)

{
ρsd −λqs/ρsd

1+λqs/ρsd
e−1/qs +1

}
−

ρsd

8qs
e−1/qs−λ−λ/ρsd ln

(
1+

2qsρsd

(1+ρsd)(ρsd +λqs)

)

≈ e−λ/ρsd(1+ρsd)

4(1+ρsd)

{
ρsd −λqs/ρsd

1+λqs/ρsd
e−1/qs +1

}
−

ρsde−1/qs−λ−λ/ρsd

4(1+ρsd)(1+λqs/ρsd)+4qs

=
e

ρsd
qs −u

4

{
ρsd

uqs

(
1

u+1
+

1

ρsd

)
+

1

1+ρsd

(
e1/qs −1

)}
, (3.26)

where u � (1+ρsd)(1/qs +λ/ρsd). The first approximation in (3.26) follows from ap-

proximating the integral by a 2-point trapezoidal sum [13, Eq. 25.4.1]. The second

simplification results from approximating the exponential integral by its upper bound

Ei(−x) < −1
2 exp(−x) ln

(
1+ 2

x

)
for x > 0 [13, Eq. 5.1.20]. The last step involves ap-

proximating the natural logarithm ln(x) by its first order area hyperbolic series expansion

ln(x) = 2(x−1)
x+1 [13, Eq. 4.1.27].

It must be noted here that for some extreme operating regimes (e.g. at low or high

transmit powers), some of the above approximations are not very tight. However, these

approximations are used to evaluate the BER for the purpose of determining the SNR

threshold λ, and not in approximating the BER itself. Hence, the above approximation

for ζDC(ρsd,qs;λ), which results in a simple expression involving λ, is suitable for the

purpose in hand. Moreover, λ is rounded to the largest positive integer that satisfies

ζDC(ρsd,qs;λ)� ζFC(ρsd,ρsl,qs) in order to account for any possible approximation er-

rors.
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Appendix 3-B: Solving (3.18) to Determine the SNR Thresh-
old

Equation (3.18) requires

ρsd

uqs
e

ρsd
qs −u

(
1

u+1
+

1

ρsd

)
+

(
e1/qs −1

)
e

ρsd
qs −u

1+ρsd
− ζFC(ρsd,ρsl,qs)

25
≤ 0, (3.27)

where u ≥ (ρsd
qs

+ 1
qs
)> 0. Let us define the constants a � ρsd

qs
eρsd/qs ,b � (e1/qs−1)e

ρsd
qs

1+ρsd
, and

K = ζFC(ρsd ,ρsl ,qs)
25 . Using these definitions, we can express the left hand side of (3.27)

as the function f (u) = ae−u/u(u+ 1)+ ae−u/uρsd + be−u −K. By inspection, we ob-

serve that f (u) is a monotonically decreasing function of u with a maximum value of
1

1+ρsd

(
ρsdqse−1/qs

1+ρsd+qs
+1
)
−K at u = ρsd

qs
+ 1

qs
and a minimum value of −K as u → ∞.

The variable ρsd , which is defined as ρsd =
PΩφ,sd

N0
, is in fact the achievable SNR on the

direct link with maximum transmit power P. Similarly, the variable qs, defined as qs =
PΩϕ,s

Qth
is in fact the received interference power at the PR corresponding to the maximum

transmit power P, normalized by the interference threshold Qth. On the other hand, the

constant K is a factor of the BER achieved at a particular SNR under the full cooperation

scheme.

To observe the behavior of the function f (u), let us consider its maximum value at high

and low SNR regimes. At low SNRs ρsd → 0 and qs → 0, and the associated value of the

maximum of the function f (u), f (ρsd
qs

+ 1
qs
)→ 1−K, which is a positive value.

On the other hand, at high SNRs, ρsd → ∞ and qs → ∞. Therefore, the minimum value

of u (at which f (u) is maximized),
ρsd
qs

+ 1
qs

→ ρsd
qs

. Correspondingly, the maximum

value of f (u) approaches f (ρsd
qs
) → qs

ρsd+qs
−K. The variable K is a factor of the BER,

which approaches zero much faster than the value of qs
ρsd+qs

as the SNR → ∞. Hence
qs

ρsd+qs
−K → qs

ρsd+qs
> 0. Therefore, we observe that the maximum of the monotonically

decreasing function f (u) is always greater than 0 in all SNR conditions. Hence, we can

confirm that f (u) has one real root, and therefore we can satisfy the condition in (3.27)

by selecting any value of u greater than the root of f (u).

To find the roots of f (u), we write the equation f (u) = 0, and modify it by introducing

the variable v defined as a function of u as v = exp(v). The modified equation f (u) = 0
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then becomes

ae−u

u(u+1)
+

ae−u

uρsd
+bexp(−u)−K = 0

a

v ln(v)
(

ln(v)+1
) +

a
v ln(v)ρsd

+
b
v
−K = 0

(
a
2
− a

2ρsd
+b
)
+

(
a+

a
ρsd

−4b−K
)

v+
(

a
2
+

3a
2ρsd

+3b+4K
)

v2 − 3Kv3 = 0.

(3.28)

The roots of the final cubic equation in (3.28) can be easily obtained, from which u is given

by u = ln(v′), where v′ is the smallest positive real root of (3.28). In obtaining (3.28)

above, we have approximated ln(v) by its first order area hyperbolic series expansion

ln(x) = 2(x−1)
x+1 [13, Eq. 4.1.27].

111



112



Bibliography

[1] S. Haykin, “Cognitive radio: Brain-empowered wireless communications,” IEEE
Journal on Selected Areas in Communication, vol. 23, no. 2, pp. 201–220, Feb.

2005.

[2] A. Goldsmith, S. A Jafar, I. Maric, and S. Srinivasa, “Breaking spectrum gridlock

with cognitive radios: An information theoretic perspective,” Proceedings of the
IEEE, vol. 97, no. 5, pp. 894–914, May 2009.

[3] M. Gastpar, “On capacity under receive and spatial spectrum-sharing constraints,”

IEEE Transactions on Information Theory, vol. 53, no. 2, pp. 471–487, Feb. 2007.

[4] A. Nosratinia, T. E Hunter, and A. Hedayat, “Cooperative communication in wire-

less networks,” IEEE Communications Magazine, vol. 42, no. 10, pp. 74– 80, Oct.

2004.

[5] O. Simeone, Y. Bar-Ness, and U. Spagnolini, “Stable throughput of cognitive radios

with and without relaying capability,” IEEE Transactions on Communications, vol.

55, no. 12, pp. 2351–2360, Dec. 2007.

[6] K. Ben Letaief and W. Zhang, “Cooperative communications for cognitive radio

networks,” Proceedings of the IEEE, vol. 97, no. 5, pp. 878 –893, May 2009.

[7] Y. Zou, J. Zhu, B. Zheng, and Y.-D. Yao, “An adaptive cooperation diversity scheme

with best-relay selection in cognitive radio networks,” IEEE Transactions on Signal
Processing, vol. 58, no. 10, pp. 5438–5445, Oct. 2010.

[8] S. I. Hussain, M. M. Abdallah, M.-S Alouini, M. Hasna, and K. Qaraqe, “Perfor-

mance analysis of selective cooperation in underlay cognitive networks over rayleigh

channels,” in Proceedings of the IEEE 12th International Workshop on Signal Pro-
cessing Advances in Wireless Communications (SPAWC’11), San Francisco, USA,

June 2011, pp. 116–120.

113



[9] A. Rabbachin, T. Q. S. Quek, H. Shin, and M. Z. Win, “Cognitive network inter-

ference,” IEEE Journal on Selected Areas in Communications, vol. 29, no. 2, pp.

480–493, Feb. 2011.

[10] M. K. Simon and M.-S. Alouini, Digital Communication over Fading Channels,

John Wiley & Sons, New Jersey, USA, 2nd edition, Dec. 2005.

[11] A.-S. Hu and S. D. Servetto, “On the scalability of cooperative time synchronization

in pulse-connected networks,” IEEE Transactions on Information Theory, vol. 52,

no. 6, pp. 2725 –2748, June 2006.

[12] S. Ikki and M. H. Ahmed, “Performance analysis of cooperative diversity wireless

networks over Nakagami-m fading channel,” IEEE Communications Letters, vol.

11, no. 4, pp. 334–336, Apr. 2007.

[13] M. Abramowitz and I. Stegun, Eds., Handbook of Mathematical Functions with
Formulas, Graphs, and Mathematical Tables, Dover Publications, New York, USA,

2nd edition, 1972.

[14] H. A. David and H. N. Nagaraja, Order Statistics, Wiley, New Jersey, USA, 3rd

edition, Dec. 2003.

[15] T. M. Cover and J. A. Thomas, Elements of Information Theory, John Wiley &

Sons, 2nd edition, Jul. 2006.

[16] K. A. Hamdi, “A useful lemma for capacity analysis of fading interference chan-

nels,” IEEE Transaction on Communications, vol. 58, no. 2, pp. 411–416, Feb.

2010.

[17] J. Abate and W. Whitt, “Numerical inversion of Laplace transforms of probability

distributions,” ORSA Journal on Computing, vol. 7, no. 1, pp. 36–43, 1995.

[18] Y.-C. Ko, M.-S. Alouini, and M. K. Simon, “Outage probability of diversity systems

over generalized fading channels,” IEEE Transaction on Communications, vol. 48,

no. 11, pp. 1783–1787, Nov. 2000.

[19] L. Zheng and D. N. C. Tse, “Diversity and multiplexing: a fundamental tradeoff in

multiple-antenna channels,” IEEE Transactions on Information Theory, vol. 49, no.

5, pp. 1073 – 1096, May 2003.

[20] K. Azarian, H. El Gamal, and P. Schniter, “On the achievable diversity-multiplexing

tradeoff in half-duplex cooperative channels,” IEEE Transactions on Information
Theory, vol. 51, no. 12, pp. 4152 –4172, Dec. 2005.

114



[21] A. Bletsas, A. Khisti, D. P. Reed, and A. Lippman, “A simple cooperative diver-

sity method based on network path selection,” IEEE Journal on Selected Areas in
Communications, vol. 24, no. 3, pp. 659– 672, Mar. 2006.

115



116



Paper C

A Relative Rate Utility based Distributed Power Alloca-

tion Algorithm for Cognitive Radio Networks

Nurul Huda Mahmood, Geir Egil Øien, Lars Lundheim and Umer Salim

In Proceedings of the 2012 International WDN Workshop on Cooperative and

Heterogeneous Cellular Networks (WDN-CN2012) held in conjunction with IEEE

PIMRC 2012, Sydney, Australia, September, 2012.



118



Chapter 4

A Relative Rate Utility based
Distributed Power Allocation Algorithm
for Cognitive Radio Networks

Nurul Huda Mahmood, Geir E. Øien, Lars Lundheim and Umer Salim

Abstract - In an underlay Cognitive Radio Network, multiple secondary users coexist geographi-

cally and spectrally with multiple primary users under a constraint on the maximum received inter-

ference power at the primary receivers. Given such a setting, one may ask “how to achieve maxi-

mum utility benefit at the secondary users given the imposed interference temperature constraint”?

In an attempt at answering this question, we introduce a measure of the marginal secondary utility

per unit primary interference (termed as relative rate utility) and propose a distributed algorithm

that tries to maximize this measure. We present selected computer based Monte-Carlo simulation

results, demonstrating the effectiveness of the introduced measure, and the improved performance

of the proposed algorithm.

Keywords – Distributed resource allocation, cognitive radio network, interference pricing, power

control.

4.1 Introduction

In multi-user communication, the interference channel (IFC) models the scenario where

several transmitter-receiver pairs are active in parallel, with the data flow of each user pair

influencing the others. The achievable sum-rate across the different user pairs in an IFC
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is a commonly used measure of the system performance. Maximizing the sum rate across

all user pairs is a well known challenging problem [1,2], and the difficulty is further exac-

erbated in wireless systems where transmitters are subject to a strict sum received power

constraint, such as the underlay cognitive radio networks (CRN) [2]. A centralized ap-

proach to addressing this problem requires a prohibitive amount of signaling exchange and

other complexities even for moderate network sizes, and therefore distributed technique

are preferred [1]. However, distributed resource allocation techniques require a proper

control and coordination mechanism among the competing users in order to avoid strong

unwarranted interference at other nodes resulting from selfish and myopic behavior.

The use of pricing mechanisms as a control technique in resource allocation problems is

commonly used in forcing competing users to behave more altruistically or to account for

the utility of users in a more comprehensive way [1, 3]. The idea of incentive and pricing

as a control parameter for resource allocation among competing users operating in an IFC

is well studied (see [1] for a comprehensive survey). Applying such pricing mechanisms

in a CRN entails the additional task of controlling the secondary to primary interference

in addition to the interference among the secondary user pairs (SU), and hence is not a

straightforward extension. A non-exhaustive list of works investigating the concept of

pricing as a control mechanism in CRNs include [4–7].

The works by Hong and Garcia [4] investigates the use of interference pricing in CRNs,

where all SUs pay the same price for interfering at a given primary receiver (PR). In

practice, different SUs, even when transmitting with the same transmit power. do not

result in the same amount of interference at a particular PR, nor is the received signal-

to-interference-plus-noise-ratio (SINR) at the intended secondary receiver (SR) the same.

Therefore, the cost incurred by different SUs for interfering at a PR should not be the

same. In [5], the authors propose a joint power/channel allocation scheme that improves

the performance of an underlay CRN through a distributed pricing approach. In their

work, the interference temperature constraint is implemented in the form of a power mask

constraint at individual secondary transmitters (ST) instead of a sum interference power

constraint, and as such the interaction among the interference signals from multiple SUs

at a PR is not considered.

Another relevant work is reference [6] by Scutari et al., where the authors propose a

game theoretic, totally decentralized approach to designing cognitive MIMO transceivers.

In this contribution, the PRs are assumed to compute and communicate the maximum

tolerable interference power for each ST, thus entailing primary-secondary cooperation.

Distributed power control in a game theoretic framework is also studied in [7], where
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different prices for the inter-secondary and secondary-primary interference are proposed.

The secondary-primary interference price in [7] is an exponential function of the un-

utilized interference threshold. Computing these interference prices require each ST to

have global channel state information (CSI) between all STs and all PRs, which require

prohibitive signaling overhead even for networks of moderate size. Moreover, with global

CSI available, the SUs can solve an optimization problem centrally to get the best decision

for each SU through a simpler and more robust way.

In [8] a Distributed Interference Pricing (DIP) algorithm is presented for resource alloca-

tion over a conventional (non-cognitive) IFC. The DIP algorithm is a distributed game-

theoretic resource allocation scheme for interference networks that only require local in-

formation at each node. The key idea is that each user announces an interference price,

which is a measure of the relative change in its utility per unit interference perceived.

With the knowledge of these ‘interference prices’, the transmitter then tries to maximize

its net surplus which is its utility minus the total cost of interference summed over all

unintended receivers.

We attempt at answering the question raised at the beginning of this paper by proposing

a distributed power allocation algorithm that takes into consideration the inter-secondary

interference, as well as that between the STs and PRs. The impact of the inter-secondary

interference on the rate performance is quantified through an ‘interference price’, which

is a measure of the marginal rate per unit secondary interference as in [8]. The main con-

tribution of this work is a proposal to measure and then maximize the relative achievable
rate utility of the SUs with respect to the interference it generates at the PRs. This is

described using the term ‘relative rate utility’. Unlike most earlier works, this measure

is unique for each ST, reflecting the facts that: i) different STs will cause different lev-

els of interference at the PRs, even for the same amount of transmit power; and ii) the

achievable rate for a given transmit power level is different for different SUs. in addition,

with the proposed algorithm, the secondary system can operate independently from the

primary system and still satisfy the interference temperature constraint at all PRs.

The rest of the paper is organized as follows. The general system model and the problem

description are presented in Section 4.2, and the adopted interference prices are detailed

in Section 4.3. The proposed algorithm is outlined in Section 4.4, and related simulation

results are presented in Section 4.5. Finally concluding remarks are drawn in Section 4.6.

121



4.2 System Model and Problem Formulation

In the problem under investigation, a distributed multiuser secondary system with N active

STs geo-spectrally coexisting with a cellular multiuser primary system with M active PRs

is considered, where all the terminals are single input single output (SISO) devices. The

secondary system can be a distributed ad-hoc-like peer-to-peer (P2P) multiuser network,

or the multiple access channel (MAC) of a cellular system with multiple transmitters op-

erating independently. Similarly, the considered model is general enough to include any

narrowband primary system as long as there are multiple active PRs with constraints on

the maximum received interference power. With multiple STs, the interference temper-

ature constraint is on the sum interference power from all the STs and not on individual

SU’s interference contribution. An instance of the considered system setup is illustrated

in Figure 4.1.

The interference within the primary system is assumed taken care of (e.g. through in-

terference cancellation, or by using orthogonal transmission) and hence does not affect

the interference temperature constraint at the PRs. On the other hand, such interference

cancellation techniques are not assumed at the SRs, and thus, the inter-secondary inter-

ference cannot be ignored. The inter-secondary interference and the interference from

the primary system at the SRs can be treated as an additional contribution to the Addi-

tive White Gaussian Noise (AWGN) by assuming that the primary system uses a random

Gaussian codebook [9]. Such assumption further allows the implementation of low com-

plexity decoders at the receivers [9] and simplifies the analysis of the secondary system

in order to help reach some intelligible results and an understanding of the performance

trends of the proposed technique. However, in practice, the inter-system interference may,

in some scenarios, be slightly different from the Gaussian distribution [10].

At the time instant t, let pn(t) denote the SU Sn’s transmission power and h j,i(t) denote

the channel gain between the ST Si to the SR S j. Let σ2
n(t) represent the power of total

AWGN plus interference from the primary transmitters at SR Sn and gm,n(t) represent the

channel gain between the ST Sn and the PR Pm.

The complete channel matrix of the considered system is not assumed to be known at all

the STs. Rather, we only consider that each node can approximately measure the channels

that are associated with itself. Thus, a particular ST Si is assumed to have measurements

of h j,i
1 ∀ j, but not that of h j,k for any k �= i. A block fading model is assumed for the

channel variation, where all the transmitted symbols of the same block experience the

1The time index t is dropped henceforth for the sake of brevity.
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Figure 4.1: The System Model shown for the ad-hoc setup with two SUs and one PR. The

SUs interfere at each other as well as at the PR.

same channel fade, but are independent across blocks and across users.

At the receiver Sn, the SINR of the message signal from the ST transmitted with power

pn is given by

γn =
|hn,n|2 pn

ζn +σ2
n

(4.1)

where ζn = ∑ j �=n ζn, j = ∑ j �=n |hn, j|2 p j, is the total interference experienced at the receiver

of Sn from the other STs. On the other hand, the total interference ξm experienced by the

PR Pm from the STs is given by ξm = ∑N
n=1 ξm,n = ∑N

n=1 |gm,n|2 pn. Under the Gaussian

assumption on the interference, and considering that the corresponding Shannon capacity

can be achieved at all SINRs in any resource slot, the maximum achievable rate Rn of the

SU Sn is given by Rn = log(1+ γn) [11].

Problem Formulation

In this contribution, we propose a distributed algorithm with the objective of maximizing

the achievable sum-rate across the different user pairs in an IFC-CRN, where the follow-

ing constraints are imposed on the STs
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C-1 Maximum transmit power constraint:
pn ≤ pmax

n ∀ n ∈ {1,2, . . . ,N}, and

C-2 Sum interference constraint at PR:

ξm ≤ ξmax
m ∀ m ∈ {1,2, . . . ,M}.

Given the above constraints, the sum rate maximization problem can be mathematically

expressed as

max
{p1,p2,...,pN}

R �
N

∑
n=1

log

(
1+

|hn,n|2 pn

ζn +σ2
n

)
(4.2)

s.t. 0 ≤ pn ≤ pmax
n ∀ n

ξm ≤ ξmax
m ∀ m

4.3 Interference Pricing as Control Mechanism

An increase in the transmitted power of an SU results in an increase in the interference

experienced by the other SUs from this particular SU, subsequently resulting in a fall in

their SINRs and hence their achievable rates. At the same time, this renders an addi-

tional limitation on the transmit powers of other SUs as a result of the sum interference

constraint C-2 at the PRs. We use the term “lost opportunity” to refer to this indirect

constraint on the transmit powers of other SUs due to the transmission of a given SU and

redefine the utility of the SUs such that these effects are properly reflected.

In the absence of centralized control or coordination among the secondary users, SUs

can act selfishly aiming at maximizing only its own utility with disregard to that of other

SUs [12]. In such a situation, a penalty on the utility of an SU proportional to the ‘disu-

tility’ it causes at other SUs through the use of pricing mechanisms can be imposed to

restrain the selfish behavior; and instead achieve some socially beneficial objective. In

this work, two types of prices are considered, one for the interference caused at other

SUs (termed as ‘inter-secondary interference price’, and denoted by μ), and the other for

interference caused at the PRs (termed as ‘relative rate utility’, and denoted by ν).

4.3.1 Inter Secondary Interference Price

The inter-secondary interference price of an SU is a reflection of the loss in its achievable

rate due to the interference it experiences from the other SUs. In this work, we follow
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a similar approach as in [8] and define it for the SU Sn as μn � −∂Rn
∂ζn

. This reflects how

the achievable rate of Sn changes with respect to the sum interference from other SUs.

Using (4.1) and the expression for Rn given earlier, the inter secondary interference price

is obtained as

μn =
|hn,n|2 pn

(ζn +σ2
n)(|hn,n|2 pn +ζn +σ2

n)
. (4.3)

With the knowledge of this inter-secondary interference price, a given SU Sn can estimate

the resultant loss in the achievable rate of another SU S j due to its own transmission with

locally available CSI, which is given by pnμ j|h j,n|2.

In order to restrain the selfish and myopic behavior of individual SUs, let us introduce

the term ‘rate utility’, defined as the difference between an SU’s achievable rate and the

estimated loss in the achievable rates of the other SUs due to the resultant interference

from the SU. This rate utility reflects a more socially beneficial utility compared to the

Shannon-achievable rate defined earlier, and is expressed as

Un(pn) = Rn −
N

∑
j=1, j �=n

μ jζ j,n. (4.4)

4.3.2 Relative Rate Utility

Since our objective is to maximize the secondary sum rate given the tolerable interference

limit at the PRs, we are interested in measuring how the achievable rate changes with

respect to the interference generated at a particular PR. Having defined the rate utility of

an SU, we now introduce the term ‘relative rate utility’, which is a measure of the rate

utility per unit interference caused at the PRs. This relative rate utility νn of SU Sn is

defined as the rate of change in the rate utility of Sn with respect to the interference ξm,n

that it generates at the PR Pm, i.e. νn =
∂Un

∂ξm,n
.

The interference price μn at the SRs can be calculated at and exchanged among the SRs.

However, the same cannot be assumed in the case of the price of interfering at PRs, since

the PRs are considered oblivious to the presence of, and thus can not cooperate with, the

secondary system. Instead, we assume that each SU calculates this interference price νn

and broadcasts it to other SUs.

With multiple PRs, the primary interference price will be different for interfering at dif-

ferent PRs. In that case, a particular ST should be concerned with the PR at which it
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interferes the most. Let this PR be identified as the kth PR, Pk. Hence, for each SU,

kn = argmaxm |gm,n|2. The interference experienced by this PR Pk from the ST Sn is

ξkn,n = pn|gkn,n|2.

Using (4.4) and the definition of the relative rate utility given above, νn can be expressed

as

νn =
|hn,n|2

|gkn,n|2 (ζn +σ2
n)+ξkn,n|hn,n|2 −

∑ j �=n μ j|h j,n|2
|gkn,n|2

. (4.5)

Once this is computed, each ST is assumed to broadcast it in an auction-like manner,

the knowledge of which is then used to allocate resources among the SUs distributedly

according to the algorithm detailed in the next section.

4.4 The Proposed Algorithm

We are now ready to present the proposed relative rate utility based power allocation
algorithm (RUPA) in this section. RUPA is a sequential distributed algorithm that does

not entail any primary-secondary cooperation and only requires minimum information ex-

change among the SUs. Before proceeding, let us define the primary interference matrix
Ξ, whose element in the ith row and jth column is ξi, j. Each ST is assumed to have an

updated local copy of this matrix.

Initialization

The algorithm starts with zero power at each ST. The primary interference matrix Ξ, is

also initialized to zero at each ST.

Successive iterations

Each iteration of the algorithm begins with each ST computing the inter-secondary inter-

ference price μn and sharing it with the other STs. With μ j ∀ j ∈ {1,2, . . . ,N} known,

each ST can compute its relative rate utility νn and broadcast it among all the STs.

In this sequential algorithm only one ST updates its transmission power at each iteration,

which is the ST with the highest relative rate utility νn. At each iteration, the ST with

the highest νn increases its power by an incremental unit Δp, provided it results in an
increase in its utility. Thereafter the ST updates the corresponding column of the primary
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interference matrix Ξ and shares this column among all the STs, so that each ST can

update its own copy of Ξ.

If the maximum transmit power is reached at any ST, it is removed from the list of con-

tending STs in the successive iterations of the algorithm.

Conditions for termination of the algorithm

The above steps of the algorithm are repeated until any of the following termination con-

ditions are reached:

• All STs transmit with maximum transmit power, i.e. pn = pmax
n ∀ n ∈ {1,2, . . . ,N},

• Interference at any PR equals the maximum Interference threshold, ξmax.

• Increasing the transmit power results in a fall in the sum utility of the secondary

systems, indicating that a local maxima is reached.

The algorithm pseudocode is presented in Algorithm 1.

Algorithm 1 Proposed RUPA Algorithm

Initialize: pn = 0 ∀n; Continue = TRUE.
while Continue do

Compute μn according to (4.3), and broadcast;

Compute νn according to (4.5), and broadcast;

ñ = argmaxn νn; pñ = pñ +Δp.

while ξm > ξmax
m for any PR m do

pñ =
Imax
m −∑N

j �=ñ, j=1 ξm, j

|gm,ñ|2
end while
Update Ξ and broadcast

if pñ = pmax
n then

remove Sñ from list of potential STs.

end if
Compute R(l)

ñ =: Rate of ST Sñ at this iteration (l).
if pn = pmax

n ∀ n OR ξm = ξmax
m for any PR OR R(l)

ñ < R(l−1)
ñ then

Continue = FALSE

else
Continue = TRUE

end if
end while
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4.4.1 Discussions on the algorithm

The optimality of the proposed algorithm and other related issues are briefly discussed in

this section.

Performance of the algorithm

Having presented the algorithm, it is natural to ask “How well does the algorithm per-

form?”. The problem setup constitutes an IFC, the performance of which is very difficult

to analyze theoretically [2]. Instead, we attempt at answering this question by comparing

the achievable rate performance of the algorithm with the maximum achievable rate ob-

tained by brute-force or exhaustive search. Such brute-force methods have been used in

the literature to compare the performance of resource allocation techniques in an IFC [1].

Comparative sum rate performance for a scenario with two PRs and two STs is presented.

The maximum achievable rate is found by searching through the entire feasible region

by taking very small steps at each iteration. The achievable sum rate found through this

search method is presented and compared with the sum-rate performance of the algorithm

in Figure 4.2. Four different cases are considered based on the relative mean power gain

of the direct channel (ST to intended SR), the SU interference channel (ST to interfered

SRs), and the primary interference channel (ST to PR). The different cases are presented

in Table 4.1, where SNR is the mean power gain of the direct channel. A Rayleigh fading

channel is assumed and an interference threshold equal to the noise power is considered

for the simulations.

In all the four cases, the performance of the proposed algorithm is observed to be very

close to the maximum achievable rate found through exhaustive search. The achievable

rates flatten out at higher SNRs in the interference-limited region, as is common with

IFCs [12, Ch 6]. Furthermore, the achievable rates for Case 2 and Case 3 are almost

the same. This implies that the sum achievable rate of the secondary system is affected

by the interference threshold at the PR more than the inter-secondary interference for the

considered scenario. The presented comparison is an indication of the performance of

this algorithm, though no claims are made about its optimality. Due to the non-convex

nature of the optimization problem under consideration, an analytical investigation giving

insights to optimal resource allocation techniques is not straightforward even though it

would be an important and strongly desired extension of this work.
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Table 4.1: Table showing the different test cases for Figure 4.2

Cases Description E[h2
i,k] (i �= k) E[g2

i, j] (for any i, j)
Case 1 weak interference E[h2

k,k]/10 E[h2
k,k]/10

Case 2 strong interference 10×E[h2
k,k] 10×E[h2

k,k]

Case 3 weak SU interference, strong PR interference E[h2
k,k]/10 10×E[h2

k,k]

Case 4 strong SU interference, weak PR interference 10×E[h2
k,k] E[h2

k,k]/10

Usefulness of the relative rate utility measure

The performance of the proposed RUPA algorithm in terms of the achievable sum rate of

the secondary system is presented in Figure 4.3, and compared with the sum-rate maxi-

mizing Distributed Interference Pricing (DIP) algorithm from [8] (with an added interfer-

ence temperature constraint). The convergence of the DIP algorithm is only guaranteed

for certain utility measures, for example the high SINR approximation of the Shannon-

rate given by R = log(γ). Therefore, a scenario with weak inter-secondary interference

is considered when comparing the proposed RUPA with DIP algorithm. The monte-carlo

simulation results presented in Figure 4.3 are for a scenario where E[|hk,k|2] = 0 dB,

E[|hi,k|2] =−15 dB (for i �= k) and E[|gi, j|2] =−5 dB (for any i, j), where E[X ] is the ex-

pectation operator over the statistics of the random variable X . The max transmit power

pmax
n = 15 dB and the noise power σ2

n = σ2 = 1∀n. The maximum interference threshold

at the PRs is assumed ξmax
m = σ2+10 dB ∀m. Significant gain is observed in the rate per-

formance of the proposed RUPA, demonstrating the usefulness of the proposed relative

rate utility measure. It must also be noted here that, unlike the DIP algorithm, the conver-

gence of proposed RUPA is not limited by the utility measure, though the performance is

not optimal.

Sequential Gradient update vs one shot update

One may question the rationale behind proposing such a sequential gradient update algo-

rithm, where the utility function given (4.4) is concave in pn, and hence the optimum pn

can be solved for at each iteration. The reasons are two fold: convergence, and interfer-
ence constraint at PR. Firstly, convergence of iteratively updating the power by maximiz-

ing the utility function as that given in (4.4) depends on the choice of the rate function.

A sufficient condition for the convergence depending on the choice of the rate function is

given in terms of the coefficient of relative risk aversion. This coefficient, which is used
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Figure 4.2: Secondary system sum rate performance of the proposed algorithm compared

with maximum achievable sum rate obtained through exhaustive search across the entire

feasible region. Two SU and two PRs are considered with ξmax
m = σ2∀m.

in economics, is a measure of the relative concavity of a rate function, and is defined by

CRk(γ) =−R′′
n(γ)γ

R′
n(γ)

, where R′
n(γ) and R′′

n(γ) are respectively the first and second derivative

of the rate function with respect to its argument. The sufficient condition for convergence

in iterative update is that CRk(γ)≥ 1 for all feasible SINRs, which unfortunately does not

hold for the Shannon rate function considered in this problem [8].

Therefore, we opt for the sequential gradient based update of this algorithm instead of

solving for pn in order to guarantee the convergence of the algorithm. Moreover, the

multiple interference-temperature constraints imposed by the PRs do not lend themselves

to be easily translated to the said optimization problem.

Convergence Analysis

The rate of convergence of the above algorithm is shown in Figure 4.4 for a scenario

with 5 SUs and 5 PRs under different interference scenario as described in Table 4.1

with SNR = 10 dB. The case “moderate interference” refers to a scenario where the the
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SU interference channel and the primary interference channel have average power gain

equal to that of the SU direct channel. The incremental power step at each iteration of

the algorithm is set at Δp = 0.125pmax
n . It is observed that the algorithm converges fast

to a solution, and hence is suitable for distributed implementation over slowly varying

channels.
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Figure 4.4: Rate of convergence of the proposed algorithm with 5 SUs and 5 PRs under

different interference scenario with Δp = 0.125pmax
n and pmax

σ2 = 10 dB with E[h2
k,k] = 1

and ξmax
m = σ2∀m.

Scalability with Network Size

Scalability in the context of a wireless network can be defined as its ability to accommo-

date an increasing number of elements or nodes and/or spatial network size [14]. In this

paper, we have considered a secondary system that coexists geo-spectrally with a primary

system, where the communication between the nodes takes place over a single-hop. The

spatial range of such single-hop systems is limited by the radio-coverage of the nodes, and

hence, consideration for scalability with spatial size of the network is beyond the scope of

this contribution. The issue of scalability with node size is discussed in the next section.
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Signaling Overhead Analysis

At each iteration, each ST broadcasts μn and νn, and the selected ST, Sñ, broadcasts

ξm,ñ∀m. Hence, each of the N SUs have to broadcast 2 single byte information mes-

sages, in addition to the selected ST broadcasting M-byte information message at each

iteration as explained below. Thus, there are 2N +M byte broadcast messages in total at

each iteration.

The broadcasted pricing messages are quantized scalar variables from a continuous, rather

than discrete distribution. This naturally introduces some quantization noise, raising the

question of accuracy of the control information. Note here that, the pricing information

is used by each SU to calculate its relative rate utility. These utilities are then compared

against each other to choose the ‘selected SU’ at each iteration, but are not directly used

in the power allocation step. Hence, as long as these sets of information at the different

SUs are at the same level of accuracy, the quantization error does not effect the end-

performance. Thus, we have assumed that representing the pricing information by a byte

length message gives reasonable accuracy.

In contrast, having full channel knowledge at all SUs would require an (M+N)-byte in-

formation message broadcast by each SU. This leads to N(M+N) information exchanges

in total, which scales quadratically with the size of the network, in comparison with the

linear scaling in the proposed algorithm.

The typical size of a physical layer broadcast message symbol is around 3−6 bytes [15]

which includes header, information about sender, and the actual message. But this sig-

naling overhead is insignificant compared to the gain in achievable rate obtained by ex-

changing this information as shown in Figure 4.3 and further discussed in Section 4.5.

Moreover, the broadcasting of price information can take place over a separate channel

that is not subject to the interference temperature constraint so as to enhance the cover-

age area of the broadcast messages, as is commonly considered in underlay CRNs. For

example, the signaling broadcast can be over a dedicated narrowband licensed channel or

the publicly available unlicensed ISM band.

Other Issues

In this algorithm, we assume the SUs are ‘honest’ and cooperate fully with other SUs.

Incentive issues that may occur in networks with non-cooperating users, such as users

announcing wrong price information in order to increase its own utility at the expense of
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the overall network utility, are ignored. There are ways to control these issues, for exam-

ple, by making the algorithm fixed and inaccessible such that it cannot be manipulated.

However, such a discussion is beyond the scope of this paper.

4.5 Numerical results

Matlab R© based Monte-carlo simulation results evaluating the performance of the pro-

posed algorithm in terms of the achievable sum rate under different scenarios are pre-

sented in this section. Results are obtained by averaging over many runs (50,000 −
500,000 depending on the scenario and required runtime) of the algorithm. A Rayleigh

fading channel is assumed for all the presented cases.

4.5.1 Impact of network size

The Secondary system sum rate performance for different numbers of STs and PRs is

plotted against pmax/σ2 in Figure 4.5. The same interference threshold is considered at

all the PRs, and is 10 dB higher than the noise power. For this given interference threshold,

we observe that at low transmit power, there is almost no impact of increasing the number

of PRs on the sum rate. However, at higher SNRs, the impact of the constraint imposed

by the PRs on the transmission powers of the STs become evident. This is because the

interference threshold constraint becomes tighter as the number of PRs are increased.

Furthermore, the impact of the inter-secondary interference on the sum rate is manifested

in the flattening of the sum rate curve at higher SNRs, as also observed previously. In

addition, a peak in the sum rate is observed for a large number of STs at moderate SNR

values, after which the sum rate falls due to the dual effect of the increased received power

constraint at the PRs and the increased inter-secondary interference from other STs.

4.5.2 Impact of interference threshold

The impact of the interference threshold for different channel scenarios is presented in

Figure 4.6, where the secondary sum rate is plotted against the interference threshold

(normalized by noise power) for five PUs and five SUs with pmax/σ2 set at 20 dB. The

SU direct channel average power gain is varied between 0 dB and −10 dB with different

combinations of the average power gain of the inter-secondary and secondary-primary

interference channels.
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The most notable observation from these curves is the behavior at high and low interfer-

ence thresholds. At high interference thresholds, which correspond to a relaxed received

power constraint, there are virtually no impact of the interference temperature constraint

on the secondary performance and the secondary system behaves like a non-cognitive

network with the inter-secondary interference becoming the limiting factor in the per-

formance. On the other hand, at very tight interference constraint, the performance is

severely bottlenecked by the interference temperature constraint at the PRs.
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Figure 4.6: Secondary system sum rate performance for different channel conditions plot-

ted against interference threshold at PR (normalized by noise power) with five PRs and

five STs.

In order to demonstrate the interference condition at the different PRs, a bar chart repre-

senting the distribution of the interference at different PRs is illustrated in Figure 4.7 for

the strong interference scenario with 5 STs and 5 PRs. It is readily observed that there are

no cases of the interference constraint being violated at any of the PR, while on average

the max interference is reached at each PR for about 20% of the cases. This figure shows

conclusively that the interference temperature constraint indeed does protect the primary

users from the interference, keeping the interference power below the pre-specified ac-

ceptable level.
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4.6 Concluding Remarks

In this contribution, we have proposed a sequential distributed power allocation algorithm

for an underlay CRN that tries to maximize the secondary sum rate by maximizing the

rate utility per unit primary interference for each SU. By comparing our proposed al-

gorithm with a similar algorithm which only takes the primary interference temperature

constraint into consideration, but not the relative rate utility of the SUs, we demonstrate

the effectiveness of the proposed algorithm and the usefulness of the introduced relative
rate utility measure. It is also shown that the proposed algorithm, which only requires

some information exchange among the SUs, performs close to the maximum achievable

rate found by exhaustive search with global channel knowledge for certain scenarios.
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Chapter 5

Generalized Hierarchical Spectrum
Usage under Spatio-orthogonal
Co-existence Policy

Nurul Huda Mahmood and Geir E. Øien

Abstract - Different interference management techniques for multi antenna systems under a

hierarchical spectrum usage policy, where different systems access the same wireless channel

under different operating conditions, are investigated in this work. More specifically, we propose

an scheduling scheme for the MISO case, and study different transmit precoder design principles

for the MIMO case, considering an opportunistic wireless systems accessing the spectrum of a

legacy system under a strictly “no interference” policy. The proposed transmit precoder design

techniques are evaluated using computer based Monte-Carlo simulations, and have been found to

result in a considerable sum rate performance of the opportunistic system without affecting the

operation of the incumbent system.

Keywords – Interference Alignment, zero forcing beamforming, interference nulling.

5.1 Introduction

The wireless channel is inherently broadcast in nature, where multiple links interfere

with each other. Such broadcast nature of the wireless channel has traditionally been

viewed as a disadvantage which was addressed by carefully designing systems to avoid

the interference. General interference avoidance techniques involve orthogonalizing re-
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sources, e.g. in time, frequency, space, or codes. Recently however, there have been a

paradigm shift from interference avoidance to interference rejection in dealing with in-

terference, where advanced receiver-based processing such as beamforming, Interference

Rejection Combining (IRC), iterative decoding etc. are employed to mitigate the inter-

ference between co-existing wireless links. Interference exploitation is another emerging

interference management principle through which different interfering sources coordinate

their transmission to induce exploitable structure to the interference at the interfered re-

ceiver [1]. On a different but related note, hierarchical spectrum usage has recently been

proposed to facilitate heterogeneous access to the spectrum by different systems, possibly

with different access priorities [2]. Macro-femto coexistence [3] and Dynamic Spectrum

Access (DSA) in Cognitive Radio Networks (CRNs) [4] are specific examples of such

hierarchical spectrum usage.

In this work, we address the problem of mitigating the interference at a set of legacy

receivers in a generalized hierarchical spectrum usage scenario, where the opportunistic

users are allowed to share the legacy spectrum under a strict policy of “no-interference at
legacy receiver”. More specifically, we investigate two different interference avoidance/

coordination strategies for an opportunistic system to hierarchically utilize the spectrum

of a legacy system. In the first investigation, we consider an Multiple-Input Single-

Output (MISO) opportunistic system that avoids interference at the undesired receivers

by employing transmit beamforming techniques to null the interference; and propose a

scheduling scheme that improves the sum rate at the intended receivers by selecting mu-

tually (semi)-orthogonal users. Secondly, we study different transmit precoder design

principles for a Multiple-Input Multiple-Output (MIMO) opportunistic system whereby

the transmitters cooperate to ‘pack’ the interference into a subspace of the received space

at the interfered receiver, through IA techniques.

Transmit and/or receive beamformers provide a versatile form of spatial filtering. A

beamformer applied at the transmitter shapes the transmission direction to place nulls

at the interfered co-channel receivers [5], thus allowing the transmitters to coexist with

the interfered receivers in the same tempo-spectral domain. Various beamforming tech-

niques for different hierarchical spectrum usage scenarios have been investigated in [6–8]

among others. The authors in [6] consider a Cognitive Radio (CR) system coexisting

with a legacy system; and proposes transmit beamforming solutions for the CR user that

nulls the interference at the Primary Receivers (PRs). The proposed scheme is enabled

by the legacy user’s sharing of its Channel State Information (CSI). Reference [7] studies

a similar problem from a different approach, whereby the authors formulate the prob-

lem in a game theoretical framework, and characterize transmission strategies that results
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in Pareto optimal operation points for the CR system. Interestingly, it is noted that the

Pareto boundary can be achieved as the outcome of a non-cooperative game by imposing

certain null shaping constraints at the transmitters. In [8], the authors present a cross-

layer optimized cooperative beamforming technique to forward messages in busy time

slots without causing interference to the Primary Users (PUs). The proposed coopera-

tive scheme can achieve cooperative diversity gain and improve Quality of Service (QoS)

for the Secondary Users (SUs) without consuming additional idle time slots or temporal

spectrum holes.

Interference, unlike noise, can potentially be pre-shaped to give it an exploitable struc-

ture, as in IA techniques. The main idea in IA is to align the transmission of signals from

different transmitters such that all the unwanted interference at a particular interfered re-

ceiver overlap in the same signal sub-space. This allows a transmitter-receiver pair to

communicate interference-free over the remaining dimensions. Each user in a fully con-

nected K user wireless interference channel can, in theory, communicate reliably at rates

approaching one half of the rates the user can achieve in a single user (interference free)

channel by employing IA principles [9]. Due to the natural separation of the interference

and the information signal subspaces, IA naturally lends itself to systems like the CRN

where SUs seek to avoid/seggregate the interference generated at the PRs.

Interference Alignment (IA) in a CR environment is studied in [10,11] among others. The

Opportunistic Interference Alignment (OIA) scheme is introduced in [10], which consid-

ers a single MIMO SU harmlessly coexisting with a single MIMO PU. The authors in

this work, propose a power allocation and an IA scheme for the SU such that the inter-

ference at the PR does not spill into the PU’s desired direction of communication; while

simultaneously maximizing the SU rate. On the other hand, the concept of constrained

interference alignment is introduced in [11], where the authors derive an outer bound on

the Degree of Freedom (DoF) of the SUs in the presence of a MIMO PU that maximizes

its own rate. In addition, an iterative cognitive IA algorithm achieving the derived DoF is

presented.

We built on the above referred and other related works to explore efficient orthogonal

coexistence strategies between an existing legacy system and an opportunistic system.

In particular, we explore strategies whereby an entrant system share the time-frequency

resource of the legacy system by orthogonalizing its operation in the space domain. We

present our findings in the context of a CRN coexisting with a primary system. How-

ever, the proposed techniques are equally valid for other general hierarchical spectrum

usage scenarios as well. More specifically, in this work we propose: i) a semi-orthogonal
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scheduling scheme that improves the secondary system’s opportunistic access of the pri-

mary spectrum by judiciously scheduling SUs to control the inter-secondary interference;

and ii) different beamformer design principles for an ‘interference aligned’ cognitive ra-

dio system. The proposed schemes are found to result in secondary system performance

improvement in terms of the sum rate, even under the strictly zero interference constraint

at the PRs.

The remainder of this paper is organized as follows. The system model is elaborated

in Section 5.2. The semi-orthogonal scheduling scheme for the null steering based co-

existence strategy is proposed and evaluated in Section 5.3. In Section 5.4, different

secondary beamformer design principles are investigated and analyzed for the Interfer-

ence Alignment (IA)-based coexistence strategy. Finally, concluding remarks are drawn

in Section 5.5.

Notations

Vectors are represented by a lower case bold face letter (a), and matrices by the upper

case bold face letter (A). In represents the n×n identity matrix. det{A}, rank{A}, sp{A},

N {A} and AH denote the determinant, rank, range, kernel (or nullspace) and Hermitian

transpose of the matrix A respectively. ‖x‖ denotes the L2-norm of the vector x, E{·}
denotes the mathematical expectation operation, and (x)+ = max(x,0). The eigenvalues

of the matrix A corresponding to its l maximum (minimum) eigenvalues are denoted by

νmax(min)
l (A).

Degrees of Freedom

The term DoF is commonly used in the literature as an important capacity approximation

that is accurate in the high SNR. It also represent the maximum multiplexing gain of a

generalized MIMO system. Following the definition used in [9] and [11], we define the

DoF as the number of interference free signaling dimension of a user and denote the DoF

of the user k by dk.

5.2 System Model

We consider a scenario where there is a secondary system operating in the spectrum of a

primary system. Both the systems are assumed to be peer to peer networks, where each
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transmitter communicates with its designated receiver. We assume there are K users in to-

tal, of which Kp are PUs and Ks are SUs. Let the set I � {1,2, · · · ,Kp}, J � {1,2, · · · ,Ks}
and K � {1,2, · · · ,K} represent the indices of the PUs, the SUs and all the users respec-

tively. All nodes are assumed to possibly have multiple antennas. An example of the

system model is shown in Figure 5.1.

Figure 5.1: General System Model under investigation

Let the number of transmit and receive antennas at the kth user pair be Mk and Nk re-

spectively. The received signal at the kth receiver at the nth channel use can be written as

yk(n) = ∑
i∈K

Hki(n)xi(n)+ zk(n), (5.1)

for all k ∈ K and n ∈ Z. In the above, yk(n) ∈ C
Nk×1 is the output signal of the kth

receiver, xk(n)∈C
Mk×1 is the input signal at the kth transmitter, Hi j(n)∈C

Ni×M j contains

the channel fade coefficients between transmitter i and receiver j, and z j(n)∈C
Nk×1 is the

circularly symmetric Additive White Gaussian Noise (AWGN) term at the kth receiver; all

at the nth time instant. All noise terms are assumed independent and identically distributed

(i.i.d.) with zero mean and unit variance. The elements of all channel matrices Hi j are

also assumed i.i.d and drawn from a continuous distribution. The transmit power of the

kth transmitter at the nth time instance is E[‖xk(n)‖2] = Pk(n). The channel use index n is

omitted hereafter for the sake of brevity.

The inter-primary interference is assumed taken care of. This can be done by making

147



the PUs’ transmission orthogonal to each other using orthogonal frequencies, orthogonal

codes, or by sharing the codewords to allow each user to decode and remove any unwanted

information. However the PUs are interfered by the secondary system and vice versa.

At each transmission slot, each user can communicate over dk parallel streams of infor-

mation signal where dk is upper bounded by the minimum of its transmit and receive

antennas, i.e. dk ≤ min(Mk,Nk). At each transmitter, let the dk-dimensional information

message signal to be transmitted be x̃k. This message is transmitted through the Mk anten-

nas by mapping it onto an Mk-dimensional signal xk using a Mk ×dk-dimensional unitary

transmit precoder Vk. Thus, xk = Vkx̃k.

At the receiver end, the Nk-dimensional message signal received through the Nk antennas

is yk. This received message signal is post-processed using an Nk × dk-dimensional re-

ceiver post-coder Uk to extract the dk-dimensional received information signal ỹk, yielding

ỹk = UH
k yk. Thus, the received information signal at the kth receiver is given by

ỹk = UH
k HkkVkx̃k + ∑

j∈K , j �=k
UH

k Hk jV jx̃ j +UH
k zk. (5.2)

With this signal model, and with the earlier made assumption about the inter-primary

interference, the Signal-to-Interference-plus-Noise Ratio (SINR) γi at the PR i is given

by [12]

γi = PiUH
i Hiixi

(
Idi + ∑

j∈J
PjUH

i Hi jV jVH
j HH

i jUi

)−1

xH
i HH

ii Ui. (5.3)

Similarly, the SINR γ j at the SR j is given by

γ j = PjUH
j H j jx j

(
Id j + ∑

k∈K ,k �= j
PkUH

j H jkVkVH
k HH

jkU j

)−1

xH
j HH

j jU j. (5.4)

Assuming a capacity-achieving code is used, and under a Gaussian assumption on the

interference, the achievable rate of user k for a given SINR at a given resource slot, Rk, is

given by Rk = log2 det
[
Idk + γk

]
[13].

Channel State Information Exchange

In this work, we assume that there are some degrees of cooperation between the primary

and secondary network, as materialized by the PUs’ sharing of their complete CSI with
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the secondary systems. Such an assumption remains valid for use cases where an opera-

tor introduces ‘low-priority, low-cost’ secondary service on top of the existing network in

order to maximize revenues. It can also be achieved with the help of external agents, for

example a dynamic frequency broker [14]. Moreover, the primary system may have an in-

centive to share its CSI in exchange of a no-interference guarantee from the opportunistic

system.

5.3 Null Steering Based Solution

Let us consider a scenario where all SUs have full channel knowledge at all time instant

including that of the PUs’ channel gains; and the SUs are allowed to use the primary spec-

trum as long as the desired DoF of all the PUs are not compromised. Given this setting, we

would like to investigate how the secondary system can communicate opportunistically

while guaranteeing the primary systems’ DoF requirement. In this section we present a

solution to the above-raised problem inspired by beamforming/null steering techniques.

Let the requested DoFs of the PUs be di∀i ∈ I . With “no-interference guarantee from the
STs”, and with inter-primary interference assumed taken care of, the capacity achieving

transmission scheme for each PU is to choose the preprocessing matrix at the transmitter

Vi, and postprocessing matrix at the receiver Ui, such that the primary channel matrix Hii

is diagonalized [12, Ch. 7]. Hence the columns of Vi and Ui are respectively given by

the right and left singular vectors of the channel matrix Hii corresponding to its largest di

singular values. Thus, the received signal after post-processing at PUi is given by

ỹi = UH
i HiiVix̃i + ∑

j=J
UH

i Hi jV jx̃ j︸ ︷︷ ︸
secondary interference

+UH
i Zi. (5.5)

Transmit Pre-coder design at Secondary Transmitters

Given the above, the transmit pre-coders design problem at each ST SUj can be stated as

Choose V j s.t. UH
i Hi jV j = 0,∀ i ∈ I . (5.6)

Recall that for any given matrix A, AX = 0∀X ∈ N (A) [15]. Therefore, to fulfill the

condition in (5.6), the transmit precoder at each ST should lie in the nullspace of UH
i Hi j ∀i.
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Equivalently, this implies that for each ST S j,

V j ∈ N
(
UH

1 H1 j
)∩N

(
UH

2 H2 j
)∩ . . .∩N

(
UH

Kp
HKp j

)
.

Using the principle that N (A)∩N (B) = N (C), where C = [AH BH ]H [15], and the

assumption that UH
i Hi j ∀i is known at each ST, the transmit precoder at each ST fulfilling

the condition in (5.6) is given by

V j ∈ N
(
H̃ j
)
, ∀ j ∈ J , (5.7)

where the matrix H̃ j is defined as

H̃ j =

[(
UH

1 H1 j
)H (UH

2 H2 j
)H

. . .
(

UH
Kp

HKp j

)H
]H

.

Receive Post-processor design at the SRs

The receive post-processor matrix at the SRs can readily be designed with different ob-

jectives such as maximizing the SINR or minimizing the mean squared error (MSE) at

the receiver [16]. In this work, we have implemented the max-SINR receiver, which

maximizes the SINR at the intended receiver, as given by [16]

U′
k =

C−1
Rk

HkkVk

‖C−1
Rk

HkkVk‖
, (5.8)

where CRk is the received interference covariance matrix defined as

CRk � (∑
i�=k

HkiViVH
i HH

kiPi + IMs)

.

Feasibility of Transmit Pre-coder design

The matrix H̃ j at a given ST has dimension (∑i∈I di)×M j. Its rows are complex weighted

row-sum of the channel matrix between that ST and the corresponding PR. Under the

continuous distribution assumption for the channel fading gains, the matrix H̃ j has lin-

early independent rows for each ST, and hence the nullity of the matrix H̃ j is given by

(M j −∑i∈I di)
+. Thus, it can be stated that for a given ST to have a non-zero transmit
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precoder matrix (which implies the matrix H̃ j has non-zero nullity) it is required that

M j > ∑i∈I di. This can be expressed by the following Proposition:

Proposition 5.1 A ST can communicate without creating any interference in the received
direction at any PRs iff it has more antennas than the sum of the requested DoFs of all
PUs.

When the nullity of H̃ j is greater than 1, the STs have greater flexibility in the pre-coder

design and can fulfill additional objectives, as discussed next.

5.3.1 Semi-Orthogonal User Selection Algorithm

Wireless transceiver optimization in MIMO communication has been extensively studied

under the non-CR setup with different design criteria (see e.g. [12,13,17], and references

therein). The capacity of MIMO Broadcast Channels (BCs) can be achieved by Dirty

Paper Coding (DPC) [18], although it is difficult to implement in a practical system. For

an asymptotically large number of users, similar performance can be achieved with the

much simpler zero-forcing beamforming strategy by judiciously scheduling the group of

users that are (semi)-orthogonal to one another for concurrent transmissions [19].

In this section, we adopt and modify the semi-orthogonal user selection algorithm pre-

sented in [19] for application to our considered scenario. Let the secondary system con-

stitute a MISO BC with the Ks SUs served by a SBS. Let the number of transmit antennas

at the SBS be M, with M > Kp, and let all the receivers be single antenna terminals. The

columns of the matrix V give the set of possible transmit precoders that will ensure zero

interference at the PRs, where V = N
(
H̃ j
)
.

Semi-Orthogonal User Groups

The considered algorithm groups users into semi-orthogonal sets so as to reduce the mu-

tual interference among the SUs. A particular beam vector (say, v j) is considered orthog-

onal to a given user (say, with channel vector hi with the assigned beam vector vi) if the

interference power from unintended beam is a fraction α (or less) of its power gain with

the assigned beam vector, i.e.
|vH

i hi|2
|vH

j hi|2
≤ α,

where α ∈ (0,1) is a design parameter; and α = 0 implies perfect orthogonality.
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For the proposed algorithm, the set of semi-orthogonal users offering the highest sum of

the log of their respective gains on the assigned beam vectors are selected via combina-

torial search through the space of all feasible semi-orthogonal user groups. Once a set of

users are selected, the traditional water-filling algorithm is used to allocate the transmit

powers across the different users.

Numerical Results

Secondary system sum rate curves with the above semi-orthogonal user selection algo-

rithm with α = 0.01 is presented in Figure 5.2. Simulation results are presented for i.i.d.

Rayleigh fading environment with all channels having the same mean power gain (de-

noted by SNR). Different numbers of primary and secondary users are considered, all

with dk = 1. A SBS with four transmit antennas are considered. Performance results are

also presented for the case when the maximum number of SUs (which is M−Kp) with the

best gains are assigned to each of the available beam vectors without any consideration

for orthogonality. Moreover, results are also presented for the case when only a single

user with the best gain is scheduled with full power. Note that, only one SU can operate

for the scenario when Kp = 3, which is simply the user with the strongest channel gain.
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Figure 5.2: Secondary Sum Rate with Semi-Orthogonal User Selection Algorithm. α =
0.01 and M = 4.
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General Discussions

The feasibility of the proposed IA scheme does not depend on the number of primary

antennas, and is applicable even when the PUs are single antenna devices. Cooperation

among the SUs is not required too. In the proposed scheme, each SU independently null-

steers the interference at all PRs’ receive directions. However, the STs may cooperate

to bring more benefit to the secondary system, such as forming a large virtual MIMO

transmitter. Moreover, the proposed scheme can also be used in a cellular CRN with the

base station having multiple antennas. The main drawback of this proposed beamforming

based solution is that it requires a large number of transmit antennas be available at the

STs. To overcome this problem, we proposed Interference Alignment based solutions in

Section 5.4.

The presented algorithm relies on the inherent diversity in the independent channel gains

of different users in order to determine the set of “semi-orthogonal” user groups. There-

fore the sum rate performance improves with increasing number of SRs. Due to the

zero-forcing beam vector design at the SBSs, the possible number of active SRs is upper

bounded by the nullity of the secondary-primary channel matrix. Therefore, for meaning-

ful secondary operation, the transmit antennas at the SBSs has to be more than than the

number of interfered PRs, i.e. M > Kp. However, such consideration is not unrealistic for

the assumed underlay CR system due to its limited interference range. Moreover, when

M ≤ Kp, a subset K′
pof the PRs that are most harmed by the SBS can be considered as

active PRs such that M > K′
p. Such a consideration can provide a tradeoff between in-

terference suppression at the PRs and meaningful opportunistic access of the secondary

system.

Lastly, the algorithm design parameter α provides a tradeoff between the number of ac-

tive SRs and the mutual interference among them. The impact of the choice of α on the

secondary sum rate is presented in Figure 5.3. It is observed that at lower SNRs (i.e. in

the power limited regime), a larger value α is preferred as it accommodates more users,

thereby leading to a better sum rate. On the other hand, at higher SNRs (i.e. in the in-

terference limited regime), a smaller value of α results in better performance by ensuring

interference minimization among the SUs.
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SNR of secondary channels
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Figure 5.3: Impact of the choice of α on the secondary sum rate. M = 4, Kp = 1,Ks = 5.

5.4 Interference Alignment Based Secondary System De-
sign

In this section, we would like to investigate applications of IA techniques in a CRN with

multiple primary and multiple secondary users under different design considerations. For

the sake of tractability, let us consider two symmetric PUs with Mp transmit and receive

antennas and one requested DoFs per PU; and two symmetric SUs with Ms transmit and

receive antennas and one requested DoFs per SU. Let the indices 1,2 denote the PUs,

while the indices 3,4 denote the SUs.

The received signal after post-processing at the PR i , yi, is given by

yi = uH
i Hiivix̃i + ∑

j∈J
uH

i Hi jv jx̃ j +uH
i zi. (5.9)

The IA condition at the PRs require the transmit precoders at the STs be designed such

that the interference signal from the two STs overlap at each of the PRs. Then each PR

will be able to cancel the interference signal, and hence receive its information signal

interference free over the remaining dimensions. Mathematically, the IA condition can be
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written as

Choose v3,v4 such that: sp(Hi3v3) = sp(Hi4v4) ,∀ i ∈ {1,2}. (5.10)

5.4.1 Transmit Precoder design at Secondary Transmitters

The condition in (5.10) states

Choose v3,v4 such that: H13v3 = c1H14v4 and H23v3 = c2H24v4,

for any arbitrary constants c1 and c2. After some simple algebraic manipulation, we find

that the above conditions can be met by first designing the transmit precoder v j to be any

arbitrary vector of unit L2-norm; and then choosing the other transmit precoder, vi, to

satisfy

vi =

(
Ĥi
)−1 Ĥ jv j∥∥∥(Ĥi
)−1 Ĥ jv j

∥∥∥ , (5.11)

for {i, j} ∈ {3,4}, i �= j, and where the matrix Ĥi is defined as Ĥi =
[

H1i
H2i

]
.

The relation between the transmit precoders of the two secondary users are given by

(5.11). Thus the IA condition stipulated in (5.10) can be met by arbitrarily designing one

of the transmit precoders, and then choosing the other precoder according to (5.11).

5.4.2 Considerations for Transmit Pre-coder design

The fact that one of the transmit precoders can be arbitrarily chosen provides some flex-

ibility in its design; and hence this precoder can be designed to fulfill some additional

design objective. In this section, we lay out three such design principles.

pro-primary transmission
The secondary transmit precoder that can be arbitrarily chosen is designed to min-

imize the overlap of the secondary interference signal with the primary signal of

interest at all the PRs.

competitive transmission
Competitive transmission illustrates the PRs’ choice of precoder design to maxi-

mize its own rate after complying by the IA condition of (5.10). Thus, the first ST
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precoder is designed to maximize the received information signal at the intended

receiver.

cooperative transmission
In contrast to the principle above, the arbitrary precoder can also be designed to

minimize the interference signal power at the unintended receiver. The term ‘coop-

erative transmission’ is used to illustrate this design principle.

The implementation of the above presented principles are discussed below.

Pro Primary Transmission

IA technique shapes the transmission direction to result in overlapping interference sig-

nals at an unintended receiver. However, this condition does not guarantee that part of

the signal of interest will not overlap with the interference signal. In fact, because of this

reason, at low or moderate SNRs, IA does not generally maximize utility [20].

To mitigate this problem, we propose to design the arbitrary transmit precoders at the

STs such that the overlap of the secondary interference signal with the primary signal of

interest is minimized at all the PRs. Without loss of generality, let v3 be the secondary

transmit precoder to be arbitrarily designed. The power, P(i)
overlap, of the primary signal

overlapping with the interference signal at the PR i from this ST is readily given by

P(i)
overlap =

(
(Hiivi)

HHi3v3

)H (
(Hiivi)

HHi3v3

)
. (5.12)

Let gi = HH
i3Hiivi(hence P(i)

overlap = vH
3 gigH

i v3). Since this power has to be minimized at

both PRs, the problem of minimizing the overlap power can be formulated as

v3 = argmin
v j

vH
j Gv j, (5.13)

where G = ∑i∈I gigH
i . This can be solved using Rayleigh’s principle [15], and the corre-

sponding transmit precoders are given by

v(pro)
3 = νmin

1 (G) ,and

v(pro)
4 =

(
Ĥ4

)−1 Ĥ3v(pro)
3

‖(Ĥ4

)−1 Ĥ3v(pro)
3 ‖

. (5.14)
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Competitive Transmission

It is well known that the received signal power at the intended receiver will be maximized

when the transmit precoder corresponds to the maximum right singular vector of the direct

channel matrix, which in this case is H33 [17]. The two secondary transmit precoders are

therefore straightforwardly given by

v(cmp)
3 = νmax

1

(
HH

33H33

)
,

v(cmp)
4 =

(
Ĥ4

)−1 Ĥ3v(cmp)
3

‖(Ĥ4

)−1 Ĥ3v(cmp)
3 ‖

. (5.15)

Transmit Precoder design - Cooperative Transmission

In contrast to the principle above, the objective of the arbitrary precoder design can instead

be to minimize the interference signal power at the unintended SR. It is easy to note that

the received secondary interference power at the unintended SR is given by

P(4)
SU−int = P3v3

(
HH

43u4uH
4 H43

)
v3. (5.16)

On a first look, one may consider that v3 minimizing P(4)
SU−int is straightforwardly given

by the least dominant eigenvector of the interference covariance matrix HH
43u4uH

4 H43.

However, a close look at (5.16) reveals that the knowledge of the receive precoder at the

unintended secondary receiver, u4, is required to solve for v3 in this way. Some receiver

precoder design principles are function of the transmit precoder, including that of the

interfering transmitters, such as the max-SINR precoder considered in this investigation.

Such a receive precoder makes the problem of choosing v3 to minimize P(4)
SU−int much

more complex than it may seem in hind sight.

Iterative updating of the transmit and receive precoder until convergence is one possible

way of overcoming this difficulty. However, it takes time and requires to and fro informa-

tion exchange between the transmitter and the receiver, resulting information overhead.

Note that, since full information is assumed available at each terminal, the transmitter can

solve for the receive precoder and estimate it at the transmitter itself, if the receive pre-

coder design principle is known. This will overcome the need for information exchange,

though the time and processing overhead for iterative update will remain.

In this problem, we have taken at alternative approach, which solves for v3 in a single step

and does not require information exchange among the transmitters and the receivers. The
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approach involves ‘assuming’ the receive precoder to be designed according to any of the

well known design principles that does not require knowledge of transmit precoder. In that

case, the transmit precoder can be solved for using the Rayleigh’s principle, and is given

by the least dominant eigenvector of the corresponding interference covariance matrix.

In this particular example, u4, ũ4 is considered to be the Equal Gain Combining (EGC);

which is given by ũ4 =
1√
Ms
[1,1, · · · ,1]H . This particular receive precoder choice is mo-

tivated by the fact that it is the optimum precoder in the absence of channel information

when the channel fading distribution follows the zero mean spatially white (ZMSW) chan-

nel gain model [13, Ch. 10].

With this assumption on the receive precoder, the transmit precoders at the STs are given

by

v(cpr)
3 = νmin

1

(
HH

43ũ4ũH
4 H43

)
,

v(cpr)
4 =

(
Ĥ4

)−1 Ĥ3v(cpr)
3

‖(Ĥ4

)−1 Ĥ3v(cpr)
3 ‖

. (5.17)

5.4.3 Numerical Results

In this section, we present some numerical results for the performance of the secondary

and as well as primary system where the ST precoders follow the different design prin-

ciples outlined in the preceding sections. The secondary terminals are all equipped with

four antennas, while the primary terminals are all two-antenna devices; i.e. Mp = 2 and

Ms = 4. The receiver precoder at the PRs are assumed to be zero-forcing precoders that

nulls the the received interference signal from the STs. All channel fades are modeled

by the Rayleigh fading distribution, and all presented results are averaged over at least

10,000 realizations to ensure statistical accuracy.

Simulation results for the weak interference scenario (mean interference channel SNRs

are 10 dB less than the direct channel mean SNR) is presented in Figure 5.4 followed by

the strong interference scenario (mean interference channel SNRs are 10 dB higher than

the direct channel mean SNR) in Figure 5.5. The power of the sum interference power

from the SUs at the PRs are also presented in the figure. It is found to be zero, which

shows that interferences from the STs are perfectly aligned and zero forced at the PRs.

Each user has a requested DoF of one, which results in comparable primary and secondary

system sum rate. Within the primary system, the pro-primary design of the STs result in

a higher sum-rate. In one sense, this can be seen as an example of the overlay CR model,

158



0 5 10 15 20 25 30
0

5

10

15

20

25

SNR (in dB)

N
o
rm

a
li
z
e
d
R
a
te

(b
p
s/

H
z
)

 

 

Sum rate of PUs

Sum rate of SUs

Sum Interference at PRs

Competit ive and Cooperat ive

Competit ive and Pro Primary

Pro Primary

Cooperat ive

Figure 5.4: Performance of Interference Alignment technique in Cognitive Radio Net-

work with different design considerations under weak interference scenario
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where the PTs share message side information with the coexisting STs in order to benefit

from cooperation with the STs [21].

When it comes to the secondary sum rate, the competitive transmission outperforms the

cooperative strategy for the strong interference scenario, and vice versa. Thanks to the

generous available degrees of freedom at the STs, the max-SINR receive beam-former

can readily cancel the interference signal from the signal of interest, thereby enabling the

high sum rate even in the presence of strong interference. Therefore, it can be observed

that it is more beneficial for SUs with multiple antennas to use part of the available DoF

to mitigate the inter-secondary as well as secondary-primary interference.

5.4.4 Discussions on the Proposed Interference Alignment Schemes

The proposed IA based beamforming technique requires each PU to have at least di trans-

mit antennas. At the receiver end, each PU requires at least di +max j∈J d j, so as to ac-

commodate aligning and subsequent zero-forcing of the secondary signals. On the other

hand, the requirement on the SU terminals is not straightforwardly derived. The presented

IA solution involves a matrix inversion, and hence we have chosen the secondary termi-

nal size to be such that the matrices to be inverted are square matrix. Investigation of the

general case, with non-square matrix inversions is left as a future extension of this work.

5.5 Conclusion and Future Works

We have presented two interference mitigation techniques for the generalized hierarchical

spectrum usage between an opportunistic system and a legacy system. The proposed tech-

niques are presented in the context of an underlay CR system coexisting with a primary

system under a strict interference temperature constraint, and are inspired by interference

nulling schemes, and IA techniques. The proposed schemes rely on utilizing the multiple

antennas at the STs to “steer” the secondary transmission away from the PRs. Both of the

proposed schemes represents various design tradeoffs.

The different investigated interference coordination schemes are generally found to fa-

cilitate satisfactory secondary sum-rate performance in addition to ensuring interference-

free communication of the PUs. However, accurate and instantaneous knowledge of the

secondary-primary as well and secondary-secondary channel gains are assumed known

in most of the considered cases. It would be interesting to investigate robust interference
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coordination techniques that are more CSI-insensitive than those presented in this work.

Furthermore, generalized interference coordination techniques for random network den-

sity with random terminal sizes is a natural topic for extension of this preliminary inves-

tigation.
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