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1 Problem description

QuietPro is a hearing protection device that allows for radio communication between the users.
It has earlier been shown that the system maintains good sound localization performance in quiet
environments [28], and it is desirable to achieve localization ability when the radio system is in
use under noisy conditions as well.

The task is to investigate various approaches for auralization in the QuietPro system, and test
their performance in the horizontal plane. A theoretical and experimental study of auralizations
will be carried out, to discover possibilities and limitations of the system.
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3 Abstract

In this report various techniques used to estimate head related impulse responses are compared.
The purpose is to investigate the effectiveness of presenting auralization via the QuietPro system’s
earplugs, and see if sound localization in the horizontal plane is possible. In addition, a theoretical
study to relate pinna dimensions to features found in measured head related impulse responses is
described.

In the theoretical part, impulse responses for 33 left ears found in the CIPIC database were inves-
tigated, as an attempt to relate reflection coefficients and time delays associated with reflections
from the pinna to physical dimensions of the ear. Unfortunately, no clear connection was found.

In the listening test, the participants were sitting in the middle of a circle, surrounded by 36
numbered pieces of paper (either standing on top of e.g loudspeakers or attached to microphone
stands) that indicated possible sound directions. 14 subjects performed sound localization tests by
listening to three consecutive noise bursts of 150 ms duration with 100 ms silence between. Prior
to the experiment, measurements of the subject’s head were made and used for customization of
the models. The task was to determine which of the 36 possible directions the sound was meant
to come from. Seven simulation conditions were evaluated, each including 33 stimuli. Four test
stimuli were also presented, resulting in a total of 235 noise bursts for each subject.

The results show that the presented methods provide directionality to the stimuli, and that sound
localization is possible. However, a significant reduction in localization performance compared to
what could be expected for normal hearing conditions is observed. A high number of front/back
confusion is reported, and even some instances of left/rigth confusion. Accuracy of the results was
not predicted by model complexity, and in some cases it turned out that adding more features
significantly degraded the performance.
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4 Sammendrag

I denne rapporten blir ulike teknikker som benyttes til å beregne head related impulse responser
sammenliknet. Målet er å undersøke hvor gode resultater man kan oppnå når man presenterer
auraliseringer gjennom øreproppene som hører til systemet QuietPro, og om lokalisering i horison-
talplanet er mulig. I tillegg presenteres en teoretisk studie som har til hensikt å relatere størrelser
i det ytre øre til ulike observerte hendelser i målte head related impulse responser.

I den teoretiske delen ble 33 ører fra CIPIC databasen gransket. Man ønsket å relatere refleksjoners
tidsforsinkeler (observert i ulike head related impulse responser) til ørets dimensjoner. Refleksjon-
skoeffesienter ble også undersøkt. I dette tilfellet ble dessverre ingen sammenheng oppdaget.

En praktisk lyttetest ble gjennomført ved at papirark nummerert fra 1 til 36 ble plassert i en
ring med 10 graders mellomrom (arkene stod oppå høyttalere eller var festet på mikrofonstativ),
og indikerte mulige retninger for lydkilden. 14 personer deltok i testen, som gikk ut på å lytte
til tre 150 ms lange støysekvenser med 100 ms mellomrom. Før eksperimentet startet ble ulike
størrelser relatert til forsøkspersonens hode målt, og på den måten kunne man tilpasse modellene
til hver enkelt deltaker. Sju simuleringsmetoder ble undersøkt ved at forsøkspersonen oppga hvor
han eller hun trodde lyden kom fra, og 33 signaler ble testet i hver simuleringsmetode. Det ble
også presentert fire test-signaler, så totalt 235 støysekvenser ble avspilt for hver deltaker.

Det viste seg at det gikk an å få lyden til å bli oppfattet fra ulike vinkler, og det var tydelig
at deltakerene til en viss grad var i stand til å retningsbestemme den. Auralisering ved bruk
av øreproppene i QuietPro systemet er altså mulig. En reduksjon i lokaliseringsevne ble påvist,
siden større og flere feil enn hva man kan forvente under normale omstendigheter ble observert.
Lyd som skulle vært oppfattet foran ble i flere tilfeller registrert bak, og noen tilfeller av kildere-
versering mellom høyre og venstre side forekom. Det var ingen sammenheng mellom hvor godt
en metode fungerte og grad av kompleksitet. I enkelte tilfeller ble faktisk resultatene dårligere da
flere komponenter ble lagt til.
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5 Introduction

Our hearing provides us with important information about the environment, and enables efficient
communication with the humans around us. Mechanical pressure waves are translated into elec-
trical impulses the brain can interpret, and makes it possible for us to enjoy music and detect
potential danger. Humans are quite skilled in discriminating between different sounds, and pitch,
sound level and sound direction are easily detected. This is a natural part of our daily lives, and
although the process is highly complex, most people don’t even notice it.

In many contexts, the ability to accurately localize sound sources is especially useful, e.g when
crossing a road. The time it takes from the sound wave reaches one ear until it arrives at the
second, as well as the level difference experienced by the two ears, reveal information about where
a sound source is located. The sound specter will provide additional cues, which are crucial for
discriminating between sounds from the front and the back, and determining source elevation.

It is utterly important to protect the hearing from exposure to excessive noise, as hearing damage
in many cases are permanent. Unfortunately, this is a fact a lot of people become aware of after
the damage has occurred. Some ways to avoid the risk of hearing loss include wearing simple
foam plugs, and all together avoid situations where high sound levels will occur. A perhaps more
sophisticated way is the use of specially developed electronic hearing protectors, like the QuietPro
system.

The QuietPro system was primary developed for military purposes, but recently also the oil
industry has become interested in the benefits of this hearing protection device. It consists of a
digital signal processing (DSP) unit and two earplugs. Sound from the environment is recorded
and played back to the person via the earplugs, and the system is designed to let all signals that
are not considered harmful pass through. Radio communication between the users is also possible.
It has previously been shown [28] that the system maintains directional information in low-noise
conditions, i.e when recorded sound is played back. However, during radio communication, no
localization cues are provided. This could be beneficial in a number of situations, e.g when
interacting with more than one person at a time. The purpose of the study is to explore the
possibility of auralization in the QuietPro earplugs, and several simulation methods are compared
in listening tests.

In chapter 6 necessary background information is presented. An overview of the ear is given, and
mechanisms involved in directional hearing are described. The most important features of the
QuietPro system are outlined. The theory behind the calculation methods is given in section 7
and 8. Section 7 also provides details from the investigation of the CIPIC database. In chapter 9,
the laboratory set-up is shown and information about the subjects, stimuli and practical aspects
regarding the listening test is given. Chapter 10 presents the results from the listening tests and
two different statistical analyses. In section 11, possible explanations for the findings presented in
chapter 10 are provided. The results are discussed, and suggestions for further studies are given.
Chapter 12 sums up the most important results. Matlab code, various plots and all details from
the statistical analyses are found in the appendices.
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6 Background

In this chapter, an overview of the ear is provided, and mechanisms involved in sound localization
are described. Background information about the QuietPro system is given, and applied coordinate
system in the listening test is defined. The "optimal" choice of sphere radius for the simulation
methods is also presented.

6.1 The ear

Sound consists of pressure waves that are transmitted through an elastic medium, e.g air or water.
The ears transform the pressure waves to signals the brain can understand, and consist of the
outer, middle and inner ear.

6.1.1 The outer ear

The outer ear is separated from the middle ear by the tympanic membrane (the ear drum), and
includes the pinna and the ear canal. Figure 1 shows various parts of the human pinna.

Figure 1: Human pinna. Fig-
ure found in [1].

The shape and size of the pinna affect the spectral content of the
incoming sound wave, and provide important cues for localization
of sound sources. There is great variability in pinna details for
different people.

Battau argued that when the wavelength is small compared to
the pinna dimensions, sound waves are reflected, and interference
between the direct and the reflected path leads to notches in the
resulting spectrum [46]. If the time delay for the reflection T is
known, the frequencies for the notches are separated by 1

T . Many
researchers have argued that these spectral notches are crucial for
determining source elevation [16]-[20]. Attempts have been made
to determine the notches from measured responses [14] [15], and
from pinna anthropometry [21] [23].

The frequency response of the pinna was studied by Edgard Shaw
and his coworkers [1]-[7], and it was found that the concha acts as a resonator. The resonant
frequencies and Q factors seem to be independent of incidence angle, but the magnitude of the
responses are highly dependent of direction. Different resonant modes in pinna cavities were
identified, and five of these are shown in figure 2.

Figure 2: Resonant normal modes in pinna (average of ten subjects). Circles indicate relative
degrees of excitation and arrows show directions of maximum response at grazing incidence. Nodal
surfaces are shown as broken lines, and relative pressures are given by numerals. Figure found in
[1].
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The primary resonance of the concha is located at 4.3 kHz. For this mode, there is a uniform
pressure distribution which is equally excited from all incidence angles. The other modes display
zones with pressure distributions in opposite phase, separated by nodal surfaces. As seen in figure
2, mode 2 and 3 have greatest response at about 75 degrees elevation (grazing incidence), and
mode 4 and 5 are strongly excited from the front.

6.1.2 The middle ear

The middle ear is shown in figure 3, and consists of the tympanic membrane, the ossicles and the
oval window. Here, the pressure waves are converted into mechanical vibrations, and transmitted
to the fluid-filled inner ear.

Figure 3: The middle
ear. Three small bones
transmit vibrations from
the ear drum to the oval
window. Figure found in
[25].

The ossicles constitute a chain of three movable bones, and are called
the malleus, incus, and stapes. It is also common to refer to them as
the hammer, the anvil and the stirrup. The malleus is attached to the
tympanic membrane, and transmits the vibrations to the stapes via the
incus. The stapes is connected to the oval window, which is the opening
to the vestibule of the inner ear.

In this process, the pressure is amplified about 25 times, enabling energy
transmission from the ear canal to the fluid in the inner ear. The
tympanic membrane is about 20 times the size of the the oval window,
and rotational motion of the ossicles provide additional amplification.
Certain muscles control the movement of the ossicles, and it is believed
that they can protect the inner ear from very loud noises by reducing
the responses when needed [26] [30].

6.1.3 The inner ear

The inner ear includes two main functional parts, the cochlea and the
vestibular system. The cochlea coverts the signals received from the
middle ear into neural signals that are transmitted to the brain, whereas
the vestibular system is involved in the process of controlling balance.

The cochlea is coiled and consists of three parallel chambers filled with
liquid, the scala vestibuli, the scala media and the scala tympani (see
figure 4). The scala vestibuli and the scala media are separated by a
very thin membrane, the Reissner’s membrane. The basilar membrane
is found between the scala media and the scala tympani, and this is also
where the organ of Corti is located. This organ is an important part of the cochlea, and contains
between 15 000 and 20 000 auditory sensory cells. The cells are often referred to as "hair cells" ,
because they have thin "hairs" that are connected to the tectorial membrane. The scala vestibuli
starts at the oval window, and the scala tympali terminates at the round window. At the end of
the spiral (the apex), the scala vestibuli and the scala tympani are connected. The scala media
has a different ion concentration and is separated from the other chambers.

6



Figure 4: The cochlea is coiled and consists of three parallel chambers filled with liquid. The
organ of Corti contains between 15000 and 20000 auditory sensory cells. Figure found in [26].

Figure 5 shows a "folded out" version of the cohclea. When an impulse is received at the oval
window, the fluid at the top of the basilar membrane is displaced. The basilar membrane is pushed
downwards, and the membrane at the round window bends out. The displacement results in a
wave that propagates down the basilar membrane, causing the "hairs" on the hair cells to bend.
The basilar membrane becomes wider and softer towards the apex, and resonates close to the base
at high frequencies, and near the apex at low frequencies.

Figure 5: A wave propagates down the basi-
lar membrane. Figure found in [26].

When the "hairs" on the inner hair cells are bent,
ion gates are opened, and positively charged ions
flow into the cell. These ions depolarize the cell, and
the resulting receptor potential opens voltage gated
calcium channels. Calcium ions enter the cell, and
the cell releases neurotransmitters that bind to re-
ceptors and trigger transmission of electrical nerve
signals. When the basilar membrane is pulled in the
opposite direction, the ion gates close, and trans-
mission stops. Up to 1-2 kHz, the nerve impulses
track the positive parts of the waveform, and the
hearing is phase-locked. Above this area, the enve-
lope, rather than the waveform is followed, so the
transients of the signals are detected [10] [33].

The resonance area on the basilar membrane for
a single frequency is narrow, and only a few sen-
sory nerve fibers are affected. This makes hu-
mans capable of differentiating between sounds with
slightly different pitches. The outer hair-cells nar-
rows the resonance area by attenuating responses
on the sides, and amplifying the main signal. The amplification of quiet sounds is greater than
the amplification of sounds with high intensity, which is advantageous for perceiving weak sounds.
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6.2 Directional hearing

Humans are quite skilled in figuring out where sounds come from. Best localization ability is found
in the frontal direction, where displacements as small as one degree can be detected. Towards the
sides, the angular resolution decreases to about ten degrees. Because of this, one of the most
effective ways to determine the sound direction is turning the head. Other, maybe obvious,
important factors are how familiar the sound is and whether the sound source is visible.

Besides from this, there are three main features that are believed to contribute to the process of
sound localization. These are interaural level difference (ILD), interaural time difference (ITD) and
spectral content. Whereas the two first mechanisms are based on binaural information, spectral
information can reveal placement of sound sources from monaural cues. See [32] and [33] for more
information.

6.2.1 Interaural level difference

Interaural level difference is the difference between the sound levels at the two ears. For sound
incidence from the side, the head causes an acoustical "shadow zone" by blocking the sound path.
The effect is hardly noticeable below 500 Hz, but for higher frequencies differences as large as 20
dB can be observed.

6.2.2 Interaural time difference

Interaural time difference is the time it takes from a sound wave reaches the first ear, until it
hits the second ear. The largest difference occurs when a sound is presented directly from one
side, and corresponds to a ITD of about 700 µs. A certain time delay in the range 1-2 Hz
can provide ambigious directional information, and because of this, the localization ability for
stationary sounds is limited in this area. Below approximately 100 Hz, the time difference leads
to a very small phase difference, which the auditory system is unable to detect.

6.2.3 Spectral cues

Earlier, ITD and ILD were assumed to be the only localization cues humans employed. It was
believed that the time difference dominated the process at low frequencies, whereas for high
frequencies, the level difference was most significant. This is commonly know as the duplex theory,
and was first introduced by Lord Rayleigh [8]. Indeed, ITD and ILD provide useful information for
localization of sounds in the horizontal plane (zero degrees elevation). However, the theory cannot
explain how discrimination between directions with identical cues take place. These directions are
often referred to as "cones of confusion" (see figure 6).

Figure 6: "Cone of confusion" is a term used to denote directions with identical ITD and ILD
cues. Figure found in [34].
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The third known localization technique is retrieving information from the spectral content. Diffrac-
tion around the head, as well as reflections from e.g the shoulders and the pinna will cause modifi-
cations in the sound spectrum. As mentioned in section 6.1.1, the pinna is essential for determining
source elevation.

Langendijk and Bronkhorst [16] studied the effect of spectral cues on sound localization by re-
moving information from different frequency bands, varying in bandwidth and center frequency.
The experiment revealed that the most important cues for discrimination between up and down
are likely to be found in the area 5.7-11.3 kHz. Similarly, the frequency band 8-16 kHz seem to
provide information about localization in the front and the back. The results also indicated that
frequency content below 4 kHz has little effect on localization performance.

6.2.4 Head Related Transfer Functions

The effect of all localization cues can be completely described by head related transfer functions
(HRTFs). These are defined in [36] as "a specific individual’s left- or right-ear far-field frequency
response, as measured from a specific point in the free field to a specific point in the ear canal".
Their time-domain counterparts are called head related impulse responses (hrirs), and are obtained
by taking the inverse Fourier transform of the HRTFs [37].

Figure 7 illustrates how many of the previously mentioned mechanisms involved in localizing can
be seen from HRTFs and hrirs.

(a) hrir (b) HRTF

Figure 7: Hrir and HRTF for KEMAR’s right ear. Each column represents an impulse response
at a specified azimuth angle, and the colors of the plot show the strength of the responses. Many
of the mechanisms involved in sound localizing can be seen from HRTFs and hrirs. Figure found
in [13].

Figure 7(a) shows hrirs measured on the right ear (located at 90 degrees) of the KEMAR man-
nequin [11] [12]. Here, each column represents an impulse response at a specified azimuth angle,
and the colors of the plot show the strength of the responses. The arrival time varies as the source
moves closer to and further away from the ear, and several echoes can be observed after the initial
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pulse. The effect of head shadow is also visible, as the response grows weaker when the angle
approaches 270 degrees.

Figure 7(b) displays the magnitude responses of the HRTFs that correspond to the impulse re-
sponses in 7(a). Also here, the head shadow can be observed, since the magnitudes are smaller
around 270 degrees. The plot shows that a resonance around 5 kHz exists, and a "pinna notch"
can be seen around 9 kHz.

When measuring sets of HRTFs, every direction of interest has to be considered. This demands for
special equipment, and includes time-consuming measurement procedures. Research has shown
that use of individualized HRTFs give fewer front/back reversals, and also improves localization
ability [41] [42]. Because of this, efforts to simplify the process have been made, e.g by developing
more efficient measurement techniques, interpolation of databases that already exist, numerical
methods, and by use of physical and structural filter models. More information about these
simplification methods can be found in [21].

6.3 Interaural coordinate system

For the rest of this report, the interaural coordinate system will be used (see figure 8), unless
otherwise is stated. The angles on the left hand side are considered negative, and the angles on
the right hand side positive. Variation in elevation is not included in the study.

Figure 8: Interaural coordinate system. The angles on the left hand side are considered negative,
and the angles on the right hand side are considered positive. Figure found in [38].

6.4 Sphere radius

Kuhn studied ITD in the azimuthal plane [31], and found that measured ITDs in many cases
correspond well to calculated values for sound incidence on a rigid sphere. One advantage of
modeling the head as a sphere is that it is possible to adapt the sphere radius to the head dimensions
of the subjects, thus allowing for customization. The chosen head radius will affect localization
performance, and should be carefully selected. Algazi, Avendano and Duda [38] found that the
best predictors for the head radius that gives the smallest amount of localization error are the
head width and the head depth (x1

2 and x3

2 in figure 9)
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Figure 9: Anthropometric measures. Figure found in [13].

Consequently, the following formula is used to calculate the "optimal" sphere radius (in mm)

ropt = 0.51 · x1
2

+ 0.18 · x3
2

+ 32 (1)

6.5 The system

The QuietPro Intelligent Hearing System is a communication and hearing protection device pro-
duced by Nacre AS, Norway. The system consists of a digital signal processing unit and two
earplugs, and was originally developed for military purposes. Sound from the environment is cap-
tured by a microphone on the outside of the earplugs, and played back to the user via a loudspeaker
located on the inside. When the sound level exceeds a certain threshold, the system blocks out the
noise that is considered harmful. This happens if the impulse or the average level exceeds a certain
threshold, and the system monitors the environment automatically. Active noise reduction is also
provided, to achieve large attenuation. On the inside of the earplugs, a microphone is located,
allowing for radio communication between users in noisy conditions. In the current experiment,
only the earplugs will be examined.

The frequency responses of the earplugs were measured using a Coupler ear simulator. 0.1 volt
rms white noise was applied, and the set-up is shown in figure 10. The measurement chain was
calibrated, and the following instruments were used:

• Rohde & Schwarz audio analyzer, HJ 2043

• Patch panel

• Brüel & Kjær microphone type 4190, 1054924

• Brüel & Kjær microphone preamplifier type 2619, 545579

• Brüel & Kjær measurement amplifier type 2636, CB 4046

• Coupler ear simulator type 4157, 1054924

• Brüel & Kjær calibrator type 4231

11



Figure 10: Set-up for measuring frequency responses of the ear plugs.

The resulting frequency responses are shown in figure 11.
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Figure 11: Frequency responses for the earplugs used in the experiment.
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7 The structural model

As mentioned in section 6.2.4, HRTFs can be represented by a combination of filters, where the
different components correspond to anatomical structures. This representation method was first
introduced by Genuit [40]. Structural models are relatively simple, and it is possible to adjust
the model parameters to individual listeners. This makes it an attractive approach, which has
provided promising results [27] [9].

Typically, reflections from different directions are ignored, as well as interaction effects. However,
it has been shown that a good approximation of the KEMAR HRTF can be obtained as the
product of the mannequin without a pinna attached and a HRTF that accounts for the effect of
the pinna alone (often referred to as a PRTF) [22].

Modeling of the pinna is a challenging task, since it requires great level of detail, and large
person-to-person variations exist. Attempts have been made to connect features in the PRTF to
anthropometry [43] [15] [44], and recently a PRTF database has been made publicly available [45].

The model presented has the structure shown in figure 12 (shoulder reflections are excluded) and
was developed in [9].

Figure 12: Structural model. Figure found in [9].

7.1 Interaural time difference

Normalized frequency can be defined as

µ =
ωa

c
(2)

Here c is the speed of sound (343 m
s ), and a is the effective head radius.

For frequencies where µ>1, the difference between the time the wave arrives at the observation
point and the time it would arrive at the center of the sphere in a free field, ∆T, can be approxi-
mated by

∆T (θ) =

{
−ac cos(θ) if0 ≤ |θ| < π

2
a
c (|θ| − π

2 ) if π2 ≤ |θ| < π
(3)

[32]. θ is the angle between a ray from the center of the sphere to the sound source and a ray from
the center of the sphere to the observation point.
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As µ →0, the relative delay increases to a value that is about 50 % larger than the value this
frequency independent formula predicts.

In order to keep the delays causal, a factor of ac was added for the implementation, giving

Td(θ) =

{
a
c −

a
c cos(θ) if0 ≤ |θ| < π

2
a
c + a

c (|θ| − π
2 ) if π2 ≤ |θ| < π

(4)

7.2 Interaural level difference

To get an ITD that exhibits proper behavior also for lower frequencies, and to include the effects
of head shadowing, the following head shadow filter was implemented:

HH(ω, θ) =
1+j αω2ω0

1+j ω
2ω0

, 0 ≤ α(θ) ≤ 2 (5)

where f is frequency, ω = 2πf , ω0 = c
a and

α(θ) = (1 +
αmin

2
) + (1− αmin

2
)cos(

θ

θmin
180◦) (6)

It is the value of α that determines the shape of the frequency response. When α < 1 higher
frequencies are damped, and when α = 2 a 6 dB increase can be observed in the same region (see
figure 13(b)).

Figure 13(a) shows the frequency response of an ideal, rigid sphere plotted against µ, and figure
13(b) gives the frequency response of the filter with the values αmin=0.1 and θmin = 150◦. These
values for αmin and θmin were used in the study.

(a) Ideal rigid sphere (b) Filter given by equation 5 and 6

Figure 13: There is good correspondence between the two frequency responses. Figures found in
[9].

As can be seen from figure 13(a) and 13(b), there is good correspondence between the two re-
sponses.

The group delay becomes

Tg =
1− α
2ω0

=
1

2
(
a

c
)(1− α) (7)

as ω → 0.
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At θ = 0◦, this filter gives a 50 % larger low-frequency delay than the delay calculated by (3).

Together with the ITD, the resulting filter becomes

HH(ω, θ) =
1 + j α(θ−θear)ω2ω0

1 + j ω
2ω0

e−jωTd(θ−θear) (8)

where Td is given by (4) and θear is the angle the ear is located.

7.3 Pinna model

The effect of the pinna is approximated with series of scaled and reflected main pulses. These re-
flections are modeled by FIR-filters, and described by a time delay, τpn, and a reflection coefficient,
ρpn.

7.4 Duda and Brown’s approach

Informal listening tests conducted in [9] indicated that the reflection coefficients could be assigned
constant values without significantly affecting the final result.

The time delays τpn were computed by the following formula

τpn(θ, φ) = Ancos(
θ
2 )sin[Dn(90◦ − φ)] +Bn, −90◦ ≤ θ ≤ 90◦, −90◦ ≤ φ ≤ 90◦ (9)

An, Bn and Dn are the constants for the n’th reflection, θ is azimuth angle and φ is elevation.

Table 1: Values for coefficients in Duda and Brown’s study

n ρpn An Bn Dn1 Dn2

2 0.5 1 2 1 0.85
3 -1 5 4 0.5 0.35
4 0.5 5 7 0.5 0.35
5 -0.25 5 11 0.5 0.35
6 0.25 5 13 0.5 0.35

Brown and Duda included five reflections in the study in [9]. The coefficients were determined
by inspecting the subject’s own measured impulse responses. It turned out that Dn was the only
coefficient that needed adjustment. Dn1 was used for two of the subjects, whereas Dn2 was used
for the last person. All the values are given in table 1. This method is tested in one of the
conditions in the listening test in the current study, but only with the coefficients An, Bn and
Dn1.

7.5 Alternative approach

Although Brown and Duda’s approach is appealing, there is one major draw-back. Measured im-
pulse responses are required to determine the coefficients used in the model. One of the remaining
tasks is to link the values to anthropometric measures, e.g. dimensions of the ear. An attempt
at doing this was made by studying hrirs found in the CIPIC database [13], and compare with
corresponding ears.
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7.5.1 Finding delays and reflection coefficients

33 of the subjects were included in this theoretical study, and only left ears were examined.
Elevation angle was set to 0◦, since only azimuthal dependence was studied. For 25 angles ranging
from −80◦ to 80◦, number of samples (τpn) from the main pulse to the first six following tops or
bottoms were counted, and reflection coefficients (ρpn = An

A1
, where An is the amplitude of the

n’th top or bottom and A1 is the amplitude of the main pulse) were calculated.

Figure 14: Head related impulse responses (plotted against number of samples) were inspected
visually before the tops and bottoms were selected. ’*’ marks the main pulse, and ’x’ shows the
tops and bottoms found. In this case reflection 1, 2, 3, 4, 7 and 10 were chosen, to preserve the
overall shape of the curve.

7.5.2 Reflection delays

Two different equations were explored to relate τpn to θ, one trigonometric and one polynomial.

In equation (9), τpn is a function of both azimuth and elevation, but in the current study the
elevation was held constant. So in fact, only two coefficients for each reflection needed to be
determined. In the following these two coefficients are denoted Atn and Btn, giving the expression
τpn = Atncos

θ
2 +Btn.

Various τpns were plotted against θ, and there seemed to be a decent fit between the data points
and curves on the form Aθ2+Bθ+C. Because of this As, Bs and Cs for second degree polynomials
were calculated. These coefficients are called Apn, Bpn and Cpn.

The goal was to find the coefficients that resulted in the smallest error (ε) when all angles were
considered.

ε =

√√√√ 25∑
i=1

(τi − τ̂i)2 (10)

Here τi is the actual number of samples and τ̂i is the estimated number of samples for the i’th
angle.

First the coefficients were allowed to vary freely, but based on the observation that the total error
changed very little after a certain point, the range shown in table 2 was finally chosen. The
coefficients could take on any value inside this interval, and the best combinations were saved.
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Table 2: Range for selected coefficients. The coefficients could take on any value inside this
interval, and the combinations resulting in smallest error were saved.

Atn Btn Apn Bpn Cpn
Minimum value -40 0 -3 -2 0
Maximum value 0 80 10 10 20
Step size 0.1 0.1 0.1 0.1 0.1

This gave 198 sets of coefficients (33 subjects and six reflections). Figure 15 shows the data points
plotted together with the two curves found for the third reflection of subject 3. The coefficients
are Atn=-12.2, Btn=17.1, Apn=1.5, Bpn=1, Cpn=4.9.

Figure 15: Data points with fitted curves. εpolynomal = 7.77, εtrigonometric = 8.6 [samples]

In general, the polynomial equation produced results with smaller errors than the trigonometric
equation. This may be due to the fact that it is not dependent on symmetric variation around
the center, as the trigonometric function is. An example of when the polynomial equation gives a
more accurate result is shown in figure 16. Also, the error increased with reflection order.
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Figure 16: In general, the polynomial equation produced results with smaller errors than the
trigonometric equation. In this case εpolynomal = 3.17 and εtrigonometric = 6.4 [samples].

Table 3 shows mean εtrigonometric and εpolynomial for the 33 subjects.

Table 3: Mean ε as function of method and reflection order

Reflection εtrigonometric εpolynomial
1 4.84 4.35
2 6.45 5.71
3 7.49 5.94
4 10.37 7.85
5 12.72 9.94
6 12.86 9.71

After finding the coefficients, attempts to relate them to ear dimensions were made. The ear
measures for the selected subjects were found in the CIPIC database, and figure 17 shows the
available quantities.

Figure 17: Ear dimensions available in the CIPIC database. Figure found in [13].
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In addition to testing the connection between the coefficients and d3, d6 and d8 alone, the quanti-
ties d3

d1 , d1· d3· d8,
d6
d5 ,

d3
d1+d2+d4 ,

d6
d1+d2+d4 and d3

d6 were examined. Unfortunately, no relationship
was detected. Some of the resulting normalized plots are shown in figure 18(a) - 18(e).
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Figure 18: Coefficients plotted against ear dimensions shown in figure. No relation was found
between the coefficients and anthropometric measures. 17

Since the attempt to relate the coefficients to ear dimensions gave discouraging results, the mean
values and standard deviations for the τs were calculated. These results are shown in figure 19.
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Figure 19: Mean reflection delays and standard deviations

The results are asymmetric around zero degrees, especially for reflections of higher order. Because
of this, second degrees polynomials were found (as before) to approximate the data. The resulting
coefficients and errors are displayed in table 4.

Table 4: Coefficients and errors for τ approximation

Reflection A B C ετ
1 1 0 1.6 1.46
2 1.3 0.2 2.9 1.68
3 1.5 1 5 1.27
4 1.9 1.6 7.1 1.77
5 2.5 1.8 8.7 2.52
6 2.5 2 10.9 2.30

The polynomials correspond well to the mean values. This is shown in figure 20.

20



−1.5 −1 −0.5 0 0.5 1 1.5
0

5

10

15

20

25

T
a
u
 1

Angle [radians]

 

 

Approximation

Mean tau

(a) τ1

−1.5 −1 −0.5 0 0.5 1 1.5
0

5

10

15

20

25

T
a
u
 2

Angle [radians]

 

 

Approximation

Mean tau

(b) τ2

−1.5 −1 −0.5 0 0.5 1 1.5
0

5

10

15

20

25

T
a
u
 3

Angle [radians]

 

 

Approximation

Mean tau

(c) τ3

−1.5 −1 −0.5 0 0.5 1 1.5
0

5

10

15

20

25

T
a
u
 4

Angle [radians]

 

 

Approximation

Mean tau

(d) τ4

−1.5 −1 −0.5 0 0.5 1 1.5
0

5

10

15

20

25

T
a
u
 5

Angle [radians]

 

 

Approximation

Mean tau

(e) τ5

−1.5 −1 −0.5 0 0.5 1 1.5
0

5

10

15

20

25

T
a
u
 6

Angle [radians]

 

 

Approximation

Mean tau

(f) τ6

Figure 20: Mean reflection delays and polynomial approximations. There is a good fit between
the data and the approximations.

This is the response for the left ear only. In order to find the results for the right ear, it was
assumed that the head is symmetrical, and that these relations are valid for the right ear as well.
The responses had to be mirrored around 0 degrees, and this was done simply by multiplying the
Bpns with -1.
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7.5.3 Reflection coefficients

A similar analysis was carried out for the reflection coefficients, but no attempts were made to
relate them to anthropometric measures. Instead, the mean values and standard deviations were
calculated right away, and their azimuthal dependence was explored.
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Figure 21: Mean reflection coefficients and standard deviations

As seen in figure 21(a)-21(f), the mean values could be approximated with second degrees poly-
nomials.

The resulting coefficients and errors are given in table 5, and figure 22(a)-22(f) shows the results.

Table 5: Coefficients and errors for ρ approximation

Reflection A B C ερ
1 -0.1 0.3 -0.1 0.48
2 -0.2 0.3 0.6 0.48
3 0.3 0.1 -1 0.43
4 0.2 -0.1 0 0.52
5 0.2 0 -0.6 0.46
6 -0.2 -0.1 0.4 0.37
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Figure 22: Mean reflection coefficients and polynomial approximations.

To find responses for the right ear, the B values were multiplied with -1, as in the case for the
polynomial approximation for the reflection delays.
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8 Analytical solution

The other model presented is simply the analytical solution of the wave equation for a plane wave
incident on a rigid sphere, and is given by

psphere = p0ΣNl=0(2l + 1)iljl(kr)Pl(cosθ) + ΣNl=0Alhl(kr)Pl(cosθ) (11)

where jl is the spherical Bessel function, Pl is the Legrende function of order l, i is
√
−1,

Al = −p0(2l + 1)il
ljl−1(ka)− (l + 1)jl+1(ka)

lhl−1(ka)− (l + 1)hl+1(ka)
(12)

and Hl is the spherical Hankel function of the first kind of order l.

This was derived by Lord Rayleigh in [35]. In section 7.2, responses for various incidence angles
are shown in figure 13(a).
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9 Methods

In the sound localization experiment, seven simulation methods were tested on 14 subjects. One
stimulus consisted of three short noise bursts that were presented to the participants via the
QuietPro earplugs. The subjects’ task was to identify the sound source location. Each condition
included 33 stimuli, and additional four test stimuli were provided, to make sure the subjects were
ready and had completely understood the instructions. This resulted in a total of 235 series of
noise bursts for each person. The test session lasted about one hour, and included measuring head
dimensions, as well as performing the localization test. However, six subjects needed to come back
for an additional session, after an error was discovered.

Prior to the experiment, an audiometry was performed, to check for hearing damage.

9.1 Subjects

14 subjects in the age range from 23 to 27 years were selected to participate in the experiment.
This group included three females and eleven males. The subjects will be referred to as subject 1
to 14 for the rest of the report.

Before the experiment, a pure-tone audiometry for 125 Hz, 250 Hz, 500 Hz, 1 kHz, 2 kHz, 4 kHz
and 8 kHz was conducted on every subject. The instructions for the procedure are found in [29].

Two criterions were stated. The subjects should not display a difference of more than 15 dB in the
two measured hearing thresholds, and not exceed a hearing threshold of more than 20 dB above
the minimum audibility curve for any of the frequencies tested.

Results from the audiometry are found in appendix A.

Subject 2 has normal hearing for the frequency range from 125 Hz to 4 kHz, but at 8 kHz a hearing
loss of 40 dB on the left ear, and 25 dB on the right ear is observed. For subject 8, at 8 kHz,
the hearing threshold is 30 dB above the minimum audibility curve the left hand side, and 25 on
the right. Subject 11 displays a 20 dB difference between the left (20 dB) and the right (0 dB)
ear at 1 kHz. All the subjects are still included in the study, in order to ensure a good statistical
foundation.

Each person was supposed to complete a one-hour session that covered necessary preparations, as
well as the localization test. However, after six sessions were finished, an error in the code for two
of the conditions (low-pass filtered an unfiltered "average" pinna model developed in section 7.5)
was discovered, and these subjects had to come back and perform another test. This time, the
session lasted between 15 and 20 minutes. This included subject 2, 4, 7, 8, 9 and 11.

9.2 Stimuli

The stimuli consisted of three 150 ms noise bursts with 100 ms silence between. Generally, broad
band noise provides good localization accuracy. To avoid an overemphasis of high frequency
content, pink noise was applied instead of white noise.

The sound level was measured using the same equipment as when obtaining the frequency responses
of the earplugs. The maximum RMS value averaged over 0.1 s was 81 dB for both ear plugs. The
results were consistent when the measurement was repeated.
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9.3 Experimental set-up.

The listening tests were conducted in the Aura lab at NTNU. 36 paper sheets were placed with 10
degrees spacing in a circle with a radius of two meters. The sheets were numbered from 1 (directly
in front) to 36 (10 degrees to the left), and placed on top of loudspeakers and chairs, or hung on
microphone stands. The subjects were seated in the middle of the ring, looking straight forward.
Figure 23 shows a sketch of the experimental set-up.

Figure 23: Experimental set-up. Each number indicates a possible sound direction.

The noise bursts were generated by Matlab on a MacBook 5,1, and presented to the participants
via QuietPro ear plugs. A patch panel was used to send the signals to the earplugs. The set-up is
shown in figure 24.

Figure 24: Generation and presentation of stimuli
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9.4 Experimental conditions

The theoretical foundation for the simulation methods was presented in section 7 and 8. Low-pass
filtering at 8 kHz was applied in two conditions, since this will happen when the DSP unit in the
QuietPro system is included in the signal chain.

Analytical solution of the wave equation for a plane wave incident on a rigid sphere was the first
method explored (see section 8), and resulted in two experimental conditions. One version was
tested without modifications, and the other was low-pass filtered.

The second approach was based on the structural model developed by Brown and Duda in [9]
(details are given in section 7), where the time difference between the two ears was calculated
using equation 3. The response of sound scattering on a rigid sphere was imitated by the pole-zero
filter to account for the interaural level difference.

Performance of the "average" pinna model developed in section 7.5 was tested, along with the
pinna model applied for two subjects in [9]. This resulted in seven experimental conditions:

1. Analytical solution of the wave equation

2. Low-pass filtered version of analytical solution of the wave equation

3. Time delay

4. Time delay and head filter

5. Time delay, head filter and pinna filter (Duda‘s version)

6. Time delay, head filter and pinna filter (version found from CIPIC database)

7. Low-pass filtered version of time delay, head filter and pinna filter (version found from CIPIC
database)

In the following, the term "spherical model" refers to the analytical solution of the wave equation.
Hopefully, this will not be a confusing denotation, although all the models in some ways are
"spherical". The pinna model developed from the CIPIC database will be called "alternative
pinna model". The time delay and head shadow filter are included in both versions of the pinna
models.
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9.5 Experimental procedure

Before the listening tests, the required head dimensions were measured (see equation 1) using
three rulers attached as shown in figure 25. The ear angle was found by using a piece of string
and a pen. The ear locations were marked before measuring the string length around the head.
The total length was divided by 360, and the result multiplied by the distances from the front to
the ears. The mid point of the ear canal was chosen as the point defining "ear angle". The results
were used as input to the models, and Matlab calculated the individualized impulse responses for
all simulation methods.

Figure 25: Equipment used for obtain-
ing head dimensions.

After the measurements, an inspection of the ears was
carried out, to determine correct size of the foam plugs.

Before the test started, the subjects were instructed to
at all times keep their gaze at paper number 1 during
playback. After the stimulus was done, the participants
were free to turn their heads to see the number on the
paper in the perceived sound direction.

The participants kept the Mac Book in their laps. They
gave responses by typing in the number found on the note
located in the registered sound direction. The answers
were saved in Matlab, along with "correct" source angle.

Subject 2,4,7,8, 9, 11 and 12 received the stimuli in the
following order:

1. Time delay and head filter

2. Duda’s pinna model

3. Low-pass spherical (analytical)

4. Time delay

5. Alternative pinna model

6. Low-pass alternative pinna model

7. Spherical (analytical)

All these participants, except subject 12, had to come back for the additional test session. In this
case the low-pass filtered version of the alternative pinna model was presented before the unfiltered
alternative pinna model.

The rest of the subject were exposed to the stimuli in following order:

1. Alternative pinna model

2. Low-pass spherical (analytical)

3. Time delay

4. Time delay and head filter

5. Spherical (analytical)

6. Duda’s pinna model

7. Low-pass alternative pinna model

The sounds were presented in blocks of 33, i.e all stimuli belonging to the same simulation method
were presented sequentially, but the angles were randomly chosen. Once presented, It was not
possible to repeat the stimuli. All simulated directions were located in front of the subjects, and
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included the following angles: ±80, ±60, ±40, ±20, ±10 and 0 degrees. No breaks were scheduled,
but the subjects controlled the progress themselves by requesting the next noise sequence.

9.6 Statistical analysis

To see if statistically significant differences existed between the simulation methods, two different
statistical analyses were conducted. In the first, comparisons of responses for each angle were
made. This was done to examine where differences are most pronounced. In the second analysis,
total error was investigated, serving as a measure of overall performance.

To compare the means, analysis of variance (ANOVA) was performed in SPSS [52]. Conducting
several t-tests would increase the chances of committing a type I error, i.e falsely reject the null
hypothesis that no differences between mean errors exist.

However, for the results to be valid, the following requirements must be fulfilled:

• Response variable have to be normally distributed

• Samples need to be independent

• Population variances must be equal

Because of this, Levene’s test of homogeneity was applied prior to the analyses. The test statistic
is defined as

W =
(N − k)Σki=1Ni(Zi.− Z..)2

(k − 1)ΣNii=1(Zij − Zi.)2
(13)

Here W is the result of the test, k is the number of groups, N is the total number of samples,
Ni is the number os samples in the ith group, Yij is the value of the jth sample from the ith
group, Zij = |Yij − Y i|, Y i is a mean of ith group, Z.. = 1

NΣki=1ΣNij=1Zij is the mean of all Zij
and Zi = 1

Ni
ΣNij=1Zij is the mean of the Zij for group i [39].

If the variances were found unequal, a Welch test was conducted. This is an approximate test
of equality of means, and the condition of homoscedasticity does not have to be fulfilled to get
reliable results. In the case of equal variances, the ANOVA was applied.

The criterion for equal variances also applied to the post-hoc tests. When a statistically significant
result (α<0.05) was discovered by either of the first tests, it was interesting to find out which of the
simulation conditions were involved. For this purpose, multiple comparison tests were carried out.
These tests check for statistically significant differences between the means of all groups. In the
case of equal variance, a Tukey’s honestly significant difference test was conducted. For unequal
variances, a Games-Howell test was applied. More information about the calculation algorithms
can be found in the "help" feature of [52].
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10 Analysis and Results

In this section, the results from the experiments will be presented. First, the effects of source
reversals are discussed. One of the subjects was eliminated from the analysis, and the reason for
this is explained in detail. It will also become clear why special care in interpreting some of the
data is required.

In the final part, the results from the two statistical analyses are given.

10.1 Left/right confusion

A left/right confusion occurs when a simulated sound from the right is perceived as coming from
the left, or vice versa. Left/right reversals were observed in all experimental conditions, and turned
out to be highly dependent on person and applied simulation method.

Table 6: Left/right confusion for each subject.

Subject number 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Low-pass filtered alternative pinna 1 6 3 0 7 0 0 0 0 0 0 0 0 3
Time delay 0 0 3 1 1 0 0 1 0 0 0 1 2 0
Low-pass filtered spherical model 0 0 0 0 0 0 0 3 5 0 0 0 0 0
Duda‘s pinna 0 0 3 1 0 0 0 0 0 0 0 0 0 0
Spherical model 0 0 1 0 0 0 0 0 6 0 0 0 0 0
Alternative pinna 0 15 0 0 4 0 0 0 0 0 0 0 1 1
Time delay + head shadow filter 0 0 0 0 3 0 0 0 0 1 0 0 1 0
Total 1 21 10 2 15 0 0 4 11 1 0 1 4 4

As can be seen in table 6, subject 2 experienced 21 left/right reversals, and 15 of them occurred
in the alternative pinna model. Visual inspection of the data indicated that the person was
completely unable to localize the sound direction correctly. In addition to a large number of
left/right confusions, sources simulated in front were perceived as far off to the side.

One explanation to this may be found by inspecting this subject’s audiogram. A hearing loss of
45 dB at 8 kHz is reported for the left ear, and 25 dB for the right. This may be the reason for the
poor performance. It is rather surprising that a large effect also can be seen in the low-pass filtered
model, as the subject has a rather normal hearing threshold (10 and 5 dB above the minimum
audibility curve for the left and right ear, respectively) at 4 kHz.

Similar behavior can be observed for subject 5, but to a smaller extent. This person reported a
total of four left/right confusions in the alternative pinna model, and seven in the low-pass filtered
version. However, subject 5 has no significant hearing loss in the high-frquency area.

Since left/right confusions may be the result of regular localization inaccuracy, it is plausible to
assume that this effect is most pronounced for angles close to zero degrees. If a simulated source
direction of 10 degrees results in a response at -10 degrees, there is only 20 degrees difference
between the two directions. This is indeed the case for most simulation conditions (see appendix C
for angular distribution of left/right confusions in every method), and it indicates that the subjects
to some extent are capable of identifying correct source directions. In the alternative pinna and
the low-pass filtered alternative pinna model, subject 2 experienced 57 % of the confusions for
angles with an absolute value of 40 degrees or more.

Based on this, subject 2 is eliminated from the rest of the analysis, as the responses in these
two conditions seem to be randomly chosen. Another explanation could be that this person
possesses ears that deviate from the "average" to such an extent that correct localization with
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the alternative pinna method is impossible, but based on the large differences observed in the
audiogram this seems unlikely.

Figure 26 shows the angular distribution of left/right confusions in the experiment, with and
without subject 2.
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Figure 26: Left/right confusions as a function of simulated source direction, with and without
subject 2.

10.2 Front/back confusion

The other type of source reversal encountered in the study is called front/back confusion, and is a
common and well-documented phenomenon [9]. If the simulated sound direction is 10 degrees, but
the source is perceived to be located at e.g 160, 170 or 180 degrees, it is an instance of front/back
confusion. This is also the case if the simulated sound is supposed to come from behind, but the
subject thinks that it arises from the front.

As earlier mentioned, all the simulated source directions were located in front of the subject. In
order to quantify the degree of front/back confusion a method introduces, one approach could be
to count all the responses with magnitudes greater than 90 degrees. However, for large incidence
angles, the same effect that was discussed for left/right confusions at angles close to zero degrees
applies. If a subject thinks a sound comes from the back, it might be because the person is
unable to localize the sound direction correctly, and it is impossible to know whether this is due
to front/back confusion or just "regular" localization inaccuracy.

Figure 27(a)-27(f) show all given responses for angles on the left hand side in the experimental
condition with the analytical spherical head model. For zero and -10 degrees (figure 27(a) and
27(b)), distinct groups of responses are observed, and it is easy to separate localization error from
front/back confusion. For -20 and -40 degrees (figure 27(c) and 27(d)), the groups seem to have
moved closer together, and for -60 to -80 (figure 27(e) and 27(f)) degrees they completely overlap.
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Figure 27: Histograms showing given responses for all angles in the spherical method. Front/back
confusions are clearly distinguished from regular localization "blur" for small angles. For large
angles, the two areas overlap, and it is impossible to separate one effect from the other. Only the
left hand side is shown, since both sides display similar behavior.

The consequence of this is that angles with absolute value greater than or equal to 60 degrees are
eliminated from the analysis of front/back confusion. It could be argued that the groups in -20 and
-40 degrees also are too closely spaced, but at 40 degrees, the non-overlapping area is 50 degrees.
This means that localization errors up to 50 degrees both for the reversed and the unreversed
version are included. There is a sliding transition from two groups to one, and the boundary at 40
degrees is only introduced to be able to analyze the results. Although some mistakes may occur,
it is assumed that the main effects can be captured at these angles. Consequently, for angles
ranging from -40 to 40 degrees, the responses with absolute values above 90 degrees are considered
front/back reversals.
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Figure 28: Total front/back confusion

Figure 28 shows front/back confusions as a function of subject and simulation method. Clearly,
there is large variation between the different individuals (figure 28(a)). Subject 6 perceived all
the sounds as coming from behind, whereas subject 7 experienced this for about 15 percent of the
stimuli. These are the extreme values, and the majority of the subjects are located in the range
from 30 to 70 percent.

Also when examining front/back confusion as a function of chosen method, variation is observable
(see figure 28(b)). The low-pass filtered pinna model has the lowest amount, around 42 percent.
For the case with head shadow filter and time delay, the share of sounds perceived from the back
is as high as 65 percent. The remaining methods display front/back confusion for 45 to 55 percent
of the responses. This is a large number, and clearly, it is hard to discriminate front from back.
Since the share is located around 50 % it can be assumed that the subjects, at least to to some
degree, were guessing when deciding between the two directions.

10.3 Scatter plots

For simulated source angles at ±40, ±20, ±10 and zero degrees, localization accuracy will be
examined after front/back confusion is removed. This is done by converting the responses in the
back to the corresponding angles in the frontal hemisphere (e.g a response at -160 degrees becomes
-20 degrees, and a response at 150 degrees becomes 30 degrees). Thus, only angles ranging from
-90 to 90 degrees will be considered. The remaining responses (at ±60 and ±80 degrees) are left
unaltered, unless otherwise is stated.

A scatter plot shows the relation between given and "correct" responses. Scatter plots for all
the subjects in each condition are displayed in figure 29. The sizes of the dots reflect number of
responses, and the red line marks "correct" answer.
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Figure 29: Scatter plots for all conditions. The red line indicates "correct" responses, and the sizes
of the blue dots reflect number of given responses. Perceived source location is often found further
to the side (i.e to the left on the left hand side, and to the right on the right hand side) than the
simulated source location. Note that front/back reversals are removed for simulated source angles
between -40 and 40 degrees.

Generally, there is good correspondence between simulated direction and responses at zero degrees.
Apparently, it is harder to differentiate between the other incidence angles, and there is a tendency
to perceive sources further to the side than what is simulated. In the negative half of the plots,
the majority of the responses can be found below the red line. To the contrary, most responses in
the positive half are located above the line.

10.4 Localization error

Localization error is defined as response - simulated direction on the left hand side and for zero
degrees (-90<θ≤0), and simulated direction - response on the right hand side (0<θ≤90). A
positive localization error indicates that the absolute value of the perceived angle is smaller than
the simulated angle, and a negative error reveals the opposite. For zero degrees, a response to the
right leads to a positive error, and a response to the left gives a negative value. Two definitions are
necessary, because of the chosen coordinate system, and since the filters are symmetric around zero
degrees (it is assumed that they perform equally well on both sides). Consequently, if a negative
error was defined as e.g a response to the left of simulated source direction, the responses would
most likely cancel out, and resulting mean error become zero degrees.

10.4.1 Personal localization error

Mean localization error with standard deviation for every subject in each condition are displayed
in figure 30. In this analysis, responses for ±60 and ±80 degrees are excluded, since degree of
front/back confusion is unknown (see section 10.2). Responses for zero degrees are also left out,
since they would affect the mean value of localization error.
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(d) Alternative pinna
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(e) Low-pass filtered pinna
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Figure 30: Average localization error for every subject

The majority of the subjects display negative mean values, as expected from the results in section
10.3. Large variations in localization ability exist, and it is apparent that a person’s performance
depends on presented method. Subject 9 has the biggest standard deviation for both conditions
involving the spherical model, with a maximum of more than 50 degrees for the unfiltered version.
However, for e.g the method with time delay and filter, there is little difference between this person
and the other subjects. Subject 6 stands out as a good "localizer", with mean errors close to zero
degrees and relatively small standard deviations in all the methods.

10.4.2 Intersubject variability

Since localization performance varied across subjects, it was interesting to examine how consistent
they were in giving responses. If a person had judged a stimulus to come from one direction,
would the same person respond in the same manner the next time the sound was presented?

In the first part of the investigation, the three responses for ±40, ±20 and ±10 degrees in each
method were grouped together (after front/back confusions were removed), and means and vari-
ances were calculated. Responses for zero degrees were again left out, to avoid affecting the mean
value. This gave a total of 42 (6 angles · 7 methods = 42 values) means and variances. In table
7 the mean of these values are found ("Mean" and "Variance 1") together with corresponding
standard deviations ("Std 1"). The mean value shows the tendency to perceive stimuli closer
to (positive mean) or further away from (negative mean) zero degrees than the simulated source
direction. The mean variance is a measure of consistency between the subject’s responses.

In the second part, simulated source direction at ±60 and ±80 degrees were examined, and only
variances ("Variance 2") were considered. As before, a low value indicates consistency, but now a
high value can reveal source reversals in the responses given for the same angle, since front/back
confusions are preserved. For most subjects, the second variance is smaller than the first, but for
subject 4 and 5, an increase is observed.
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Table 7: Intersubject variability

Subject Mean Variance 1 Std 1 Variance 2 Std 2
1 -22.14 263.49 16.23 227.21 15.07
3 -18.73 532.54 23.08 379.59 19.48
4 -15.63 335.71 18.32 695.24 26.37
5 -15.95 681.75 26.11 2027.90 45.03
6 0.56 39.68 6.30 34.01 5.83
7 -21.19 236.51 15.38 116.33 10.79
8 -12.38 394.44 19.86 178.23 13.35
9 -15.71 320.63 17.91 210 .20 14.50
10 -19.05 269.84 16.43 67.35 8.21
11 -25.87 318.25 17.84 74.83 8.65
12 -23.89 211.90 14.56 91.16 9.55
13 -13.49 175.40 13.24 123.13 11.10
14 -32.86 373.02 19.31 100.68 10.03

In both conditions, subject 5 displays most variation in given responses. This is also the person
with the highest number of left/right confusions, since subject 2 was removed from the analysis. It
may be assumed that this subject is inconsistent when discriminating front from back, due to the
high variance in the second part. The majority have average standard deviations in the range from
10 to 24 degrees, which means there probably is a random component involved in their decision
making.

Subject 6 shows remarkable consistency, and is also the subject with smallest deviation (0.56
degrees to the right) from "correct" values. It is interesting to note that this is the only person
with 100 % front/back reversals. The other subjects have mean values ranging from -12 to -33
degrees.

10.4.3 Method variability

A similar analysis as the one described as part one in section 10.4.2 was conducted for the separate
methods as well. The three responses for each angle in each model were grouped together, and
the means and variances were calculated. This resulted in a total of 78 means and variances for
each method (6 angles · 13 participants = 78 values). The mean of these values are shown in table
8 with corresponding standard deviations.

Table 8: Method variability

Mean Variance Resulting standard devation
Low-pass filtered alternative pinna model -6.22 446.15 21.12
Time delay -6.27 238.00 15.43
Low-pass filtered spherical model -5.04 96.74 9.84
Duda‘s pinna model -5.64 293.47 17.13
Spherical model -5.45 143.12 11.96
Alternative pinna model -6.13 144.29 12.01
Time delay and head shadow filter -6.78 130.54 11.43

There is little variation in the mean values found in each method, with only two degrees separating
the smallest and largest deviation from simulated source direction. The low-pass filtered alternative
pinna model has the largest standard deviation (21.12 degrees), whereas the lowest value is found
in the low-pass filtered spherical model (9.84 degrees).
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10.5 Statistical analysis

Two statistical analyses were carried out in SPSS [52], in order to evaluate the performance of the
methods. First, responses for each angle were compared, and then total error (eliminating angular
dependence) was examined. However, in order to include ±60 and ±80 degrees, some assumptions
were made.
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Figure 31: Front/back confusion as a function of angle

Figure 31 shows total front/back confusion for every angle in each method. As there was no
obvious way to predict number of front/back confusions for larger angles, the mean of the values
at ±40 degrees was found. Then the corresponding number of responses were randomly chosen
from ±60 and ±80 degrees, and considered front/back confusions. The resulting values are found
in table 9.

Table 9: Calculated front/back confusion for ±60 and ±80 degrees

Front/back confusion [%]
Low-pass filtered alternative pinna model 50.8
Time delay 46.2
Low-pass filtered spherical model 67.9
Duda‘s pinna model 61.5
Spherical model 59.0
Alternative pinna model 68.0
Time delay and head shadow filter 65.4

10.6 Angular dependence of localization error

As earlier described, a Levene’s test of homogeneity of variances was conducted for every angle,
to see if the responses from the groups had significantly different variances. This was done to
determine if an ANOVA could be applied, or a Welch test should be carried out instead. A
significance level of α=0.05 was chosen. Table 10 shows the result for every angle. Significant
values were found for -80, -60, 0 and 10 degrees.
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Table 10: Levene’s statistic

Angle Levene‘s statistic p value
-80 F(6,266)=3.05 0.007
-60 F(6,265)=2.769 0.013
-40 F(6,266)=1.314 0.251
-20 F(6,266)=1.77 0.105
-10 F(6,266)=0.417 0.867
0 F(6,266)= 3.665 0.002
10 F(6.266)= 2.513 0.022
20 F(6,266)=1.158 0.329
40 F(6,266)=0.888 0.504
60 F(6,264)=1.399 0.215
80 F(6,266)=0.279 0.946

After determining appropriate approach, it was time to see if statistically significant differences in
mean error existed. As can be seen from table 11, this was the case for certain angles. Post-hoc
tests were carried out only for statistically significant different results, i.e -20,-10,10, 20 and 80
degrees.

Table 11: Results from ANOVA and Welch test

Angle Method F p value
-80 Welch F(6,117.222)=1.455 0.2
-60 Welch F(6,116.746)=1.683 0.131
-40 ANOVA F(6,266)= 1.095 0.365
-20 ANOVA F(6,266)=4.265 0.00...
-10 ANOVA F(6,266)=8.086 0.00...
0 Welch F(6,117.554)=1.56 0.165
10 Welch F(6,117.589)=2.798 0.014
20 ANOVA F(6,266)=6.681 0.00...
40 ANOVA F(6,266)=1.032 0.405
60 ANOVA F(6,264)=1.854 0.089
80 ANOVA F(6,266)=2.225 0.041

For -20, -10, 20 and 80 degrees a Tukey HSD test was conducted, since the first test applied was
an ANOVA. The only direction with a statistically significant result found in the Welch’s test was
10 degrees, so for these responses a Games-Howell test was applied.

Table 12 shows the results from this analysis. Also here only statistically significant results are
included. The rest of the analysis can be found in appendix E.
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Table 12: Results from the post-hoc tests. For -20, -10, 20 and 80 degrees a Tukey HSD test was
conducted, and for 10 degrees a Games-Howell test was carried out.

Angle Method 1 Mean 1 ± st.d [deg] Method 2 Mean 2 ± st.d [deg] p value
-20 LP pinna -14.62 ± 21.74 LP spherical -31.03 ± 17.29 0.017
-20 LP pinna -14.62 ± 21.74 Spherical -31.03 ± 22.10 0.017
-20 Time delay -13.03 ± 24.83 LP spherical -31.03 ± 17.29 0.006
-20 Time delay -13.03 ± 24.83 Spherical -31.03 ± 22.10 0.006
-10 LP pinna -2.56 ± 19.43 LP spherical -16.15 ± 18.01 0.041
-10 LP pinna -2.56 ± 19.43 Spherical -28.97 ± 20.49 0.00....
-10 Time delay -2.82 ± 17.16 LP spherical -16.15 ± 18.01 0.048
-10 Duda’s pinna -14.10 ± 20.09 Spherical -28.97 ± 20.49 0.017
-10 Alternative pinna -12.82 ± 19.86 Spherical -28.97 ± 20.49 0.006
-10 Time delay -2.82 ± 17.16 Spherical -28.97 ± 20.49 0.00...
-10 Time delay + filter -14.87 ± 22.46 Spherical -28.97 ± 20.49 0.029
10 LP spherical 1.28 ± 29.04 Duda’s pinna -19.49 ± 21.02 0.01
10 LP spherical 1.28 ± 29.04 Alternative pinna -20.51 ± 24.49 0.01
10 LP spherical 1.28 ± 29.04 Time delay + filter -16.67 ± 16.75 0.023
20 LP spherical -5.13 ± 22.35 Duda’s pinna -32.82 ± 25.23 0.00...
20 LP spherical -5.13 ± 22.35 Alternative pinna -29.23 ± 32.15 0.001
20 LP spherical -5.13 ± 22.35 Time delay + filter -25.9 ± 20.48 0.009
20 Spherical -8.46 ± 32.24 Duda’s pinna -32.82 ± 25.23 0.001
20 Spherical -8.46 ± 32.24 Alternative pinna -29.23 ± 32.15 0.009
20 Time delay -11.79 ± 23.16 Duda’s pinna -32.82 ± 25.23 0.008
80 Time delay + filter 0.77 ± 27.28 Alternative pinna 17.95 ± 17.95 0.023

As seen in table 12 statistically significant differences exist for certain directions. It could be
expected that the methods would perform equally well for angles with the same absolute value,
but this was not the case.

Figure 32(a)-32(g) show the average results for all conditions plotted together with 95 % confidence
intervals.
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(e) Low-pass filtered alternative pinna model
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(f) Low-pass filtered spherical model
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Figure 32: Mean values for every angle plotted with 95% confidence intervals
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10.7 Total error

The goal of the experiment was to determine whether any of the simulation conditions gave overall
significantly better results than the other approaches. This was investigated by examining total
error in every method.

If the angles in this analysis had been the same as in the analysis described in section 10.4.3,
the same mean values would have been obtained (except small deviations, due to removed out-
liers). However, in the final analysis, all the responses except for the ones given for zero degrees
were included. For angles ranging from -40 to 40 degrees, all front/back confusions were inverted,
whereas for -80, -60, 60 and 80 degrees, responses treated as front/back confusions were randomly
chosen, as described in section 10.5.

Table 13: Mean, standard deviation and standard error for total error in every method.

Method N Mean Standard deviation Standard error
Low-pass filtered alternative pinna model 388 -10.70 27.12 1.38
Low-pass filtered spherical model 389 -9.0 24.27 1.23
Duda‘s pinna model 390 -13.82 23.96 1.21
Alternative pinna model 390 -10.85 27.59 1.40
Spherical model 390 -13.92 27.53 1.39
Time delay 390 -6.23 24.02 1.22
Time delay and head shadow filter 390 -14.28 23.56 1.19

The Levene‘s test of homogeneity of variances indicated that the variances of the groups were un-
equal (F(6,2720)=2.692, p<0.05), so a Welch test was applied to check if a statistically significant
difference between the methods existed. The test gave a positive result (Welch’s F(6,1208,268)
= 5.859, p< 0.05), and a Games-Howell post-hoc test was conducted to further investigate the
differences.

According to this post-hoc test, there is a statistically significant difference in the mean error
between the model with time delay only (-6.23±24.02 degrees) compared to the spherical model
(-13.92±27.53 degrees, p=0.001), Duda’s pinna model(-13.82±23.96, p=0.000...) and the model
with time delay and head filter (-14.28±23.56, p=0.000...). There is also a statistical difference
between the low-pass filtered spherical model (-9.0±24.27 degrees ) and the model with time
delay and filter (-14.28± 23.56 degrees, p=0.034). There are no statistically significant differences
between the other methods. Figure 33 shows mean values plotted together with 95% confidence
intervals. The rest of the results from the analysis can be found in appendix E.
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Figure 33: Mean total error with 95 % confidence intervals. The approach with mean value closest
to zero degrees is also the "simplest" simulation method, and involves just a time delay. This
method performs statistically significant better (α=0.05) than the method with time delay and
filter, the analytical spherical model and Duda’s pinna model.
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11 Discussion

This section provides possible explanations for the observed results from the previous chapters.
Potential sources of error in the experimental design are identified, and suggestions for further
studies are given. Some practical implications of the findings are also explored.

11.1 Theoretical study

Although it was not possible to relate features in the hrirs to pinna dimensions, some interesting
results were obtained. The mean value of the reflection coefficients were not independent of
azimuth angle, but could be well approximated with second degree polynomials. However, the
perceptual relevance of this is unclear.

Accuracy in describing the time delays seems crucial in order to achieve better localization ability,
and applying an "average" model does not enhance model performance. In fact, by inspecting
figure 32, it may seem like the extra information leads to a higher degree of confusion. However,
a significant quality reduction occurred when introducing the head shadow filter, and since this is
included in all the conditions involving pinna models, it is hard to separate the effects.

11.2 Left/right confusion

Left/right confusions were observed in all experimental conditions, and since the time delay alone
should provide enough information to distinguish left from right, this is an unexpected result. Sub-
ject 2 was removed from the analysis, due to very poor performance in two conditions, probably
resulting from significantly different hearing thresholds at 8 kHz. Of the remaining participants,
subject 5 experienced the largest amount of left/right confusion, with a share of 6.5%. As pre-
viously mentioned, this is also the person that displayed the highest level of variance in both
conditions in section 10.4.2, which indicates that the responses to some degree were randomly
chosen. The high number of left/right confusion in both versions of the alternative pinna model
is reflected by large standard deviations in figure 30(d) and 30(e).

Some of the left/right confusions may be explained as regular localization inaccuracy. It was
expected that many of these source reversals would occur for angles with small absolute values.
This is true for all conditions, except for the approaches including the alternative pinna model.
In appendix C, angular dependence of left/right confusions for every method are shown.

Subject 2 was completely unable to determine source location in the alternative pinna model, and
had also trouble localizing in the low-pass filtered version. It can be assumed that some important
information has not been perceived, and very different hearing thresholds will especially affect ILD
cues.

After subject 2 was removed, some instances of left/right confusions for incidence angles with
large absolute values remained. Reasons for this are unknown, but it may be suspected that the
subjects in some cases were distracted or unfocused when the sound was played. They were asked
to assess 235 stimuli, which is a rather high number, and it was not possible to repeat the stimuli.
Other explanations may be misleading ITDs, due to inaccurate estimations, or contradicting time
delays and spectral cues.

11.3 Front/back confusion

A high level of front/back confusion occurred in the study, and a number of the participants
reported that they were guessing when deciding between the two directions. Some also perceived
the sound as coming from the inside of their head.
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As mentioned in section 9, the subjects were not allowed to move their head while the stimuli
were presented, eliminating an instinctive and effective way to determine source location. Thus,
the participants had to fully depend on spectral information to resolve front/back ambiguities. As
Langendijk and Bronkhorst [16] study showed, the frequency range from 8-16 kHz is important in
this process. Inspection of the ear plugs’ frequency responses reveals that the high-frequency area
is significantly damped (30 dB or more for frequencies above 8 kHz compared to the response at
1 kHz, see section 6.5). It can be assumed that the attenuation of information in this range may
be one of the causes for the large number of source reversals.

It has earlier been shown that only a small contribution of high-frequency content can enhance
localization performance. This was investigated in [50] for speech signals, and it was found that
even after a 40 dB attenuation, the 8 to 16 kHz frequency band provided some localization in-
formation. Highly accurate modeling techniques are required to capture these features, and in
this study no attempts for customization of pinna models were made. Consequently, it can be
expected that the subjects experienced presence of unfamiliar high-frequency information, which
might have caused front/back confusion.

Some subjects seemed to have a strong preference for one direction. An obvious example is subject
6, who perceived all the sounds as coming from behind. There is reason to believe that the stimuli
included spectral information that corresponds well to this persons localization cues for sources in
the back.

Another factor that is hard to control is the effect of previously presented stimuli. A few of the
participants said that once they had located a stimulus e.g from the front, there was a tendency
to continue perceiving this direction, until they "remembered" that the sounds were presented
independently.

11.4 Localization accuracy and consistency

For most subjects, mean localization error is located between zero and -30 degrees, with variable
standard deviations (figure 30). This confirms the finding of many other studies [41] [42] [47], that
people are best at localizing when listening through their own ears. Better accuracy could have
been expected if the HRTFs were measured, instead of estimated. Even if the "optimal" radius
of a sphere for this purpose can be found, there is no guarantee that a sphere in fact is a good
representation of a head.

Subject 9 experienced a number of left/right confusions in both conditions of the analytical spher-
ical method, and displays the largest standard deviation in figure 30. However, from the analysis
in section 10.4.2, it can be seen that the consistency between the responses is similar to what is
observed for most of the other subjects. In table 7, subject 5 has the largest variance, and it
can be assumed that a spherical head model does not provide necessary localization cues for this
person. Subject 6 showed overall good localization performance (figure 30), and displayed a high
level of consistency in the responses, compared to the other participants (table 7).

The method that was shown to provide highest consistency was the low-pass filtered spherical
model, with a standard deviation of 9.84 degrees. However, low-pass filtering the alternative
pinna model, caused the variance to increase considerably. This again shows that even small
contributions of frequencies above 8 kHz can affect the localization process, also for azimuthal
angles.
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11.5 Angular dependence of localization error

In figure 32, the tendency to assume angles located too far to the sides is evident, as almost all
the curves display negative values for angles between -10 and -60 degrees, and 10 and 60 degrees .
At -80 and 80 degrees the opposite effect is seen, and the subjects seem to become "conservative"
in their estimations. The results for angles with absolute values larger than 40 degrees should,
however, be considered less certain, since degree of front/back confusion was only estimated.

Best localization ability is in most cases found at zero degrees, where the confidence intervals are
small, and mean values located close to zero degrees. For the model with time delay and the
analytical spherical model, simulated sources at zero degrees are perceived as slightly to the right.

Almost all statistically significant differences discovered are located between -20 and 20 degrees,
i.e at small incidence angles. This is the area where humans have best localization ability, and it
can be assumed that ambiguous cues will have larger effect on localization performance here than
further to the sides, where angular resolution naturally is poorer.

It was expected that most of the methods would function equally well for both sides, but this is not
always the case. The most obvious examples are the two versions of the analytical spherical model,
that seem to work better for small incidence angles to the right than the left. Some differences can
be observed in other conditions as well. In section 10.4.2 it was concluded that all the subjects to
a certain degree were guessing when determining source direction, and some of the variation may
be explained by lack of consistency in the given answers.

11.6 Total error

The method that stands out when inspecting figure 33 includes just a time delay, and this outcome
might be a little surprising. However, the model does not provide results that are statistically
significant better than the results from neither of the versions of the alternative pinna model nor
the low-pass filtered spherical model.

The addition of a head shadow filter to the time delay reduces the model’s performance. Since
the time delay is the same in both conditions, it can be assumed that the degrading factor is
found in the sound spectrum. One possible explanation could be that diffraction of a plane wave
around a rigid sphere is not an optimal way to represent sound propagation around a human head.
Indeed, the unfiltered analytical spherical model displays similar results as the model with time
delay and head shadow filter. The statistical analysis revealed that no significant improvement
was achieved by including the alternative pinna model, and adding Duda’s pinna model did not
affect the outcome noteworthy either.

Very little difference exist between the low-pass filtered and the unfiltered alternative pinna model.
However, for the spherical model, larger variations can be observed, and the addition of a low-pass
filter seems to enhance the performance. Although there is no statistically significant difference
between the two analytical models, the low-pass filtered version perform statistically significant
better than the time delay and filter model.
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11.7 Practical implications

From the results in the previous sections it is apparent that auralization in the QuietPro system
is possible with the methods explored in this study. Localization performance will, however, be
affected. This is most likely due to inaccuracies in the simulation models, but also limitations in
the signal’s bandwidth.

The method with just a time delay was found statistically significant better than three other
approaches, and being the simplest model explored, this may seem like a good choice for achieving
directionality. Some of the other models performed better regarding consistency between the
answers, but the differences are rather small. When inspecting figure 32, it becomes clear that
the method with time delay is the only approach with mean absolute errors located less than 15
degrees from zero for all simulated directions.

In the experiment, front/back confusions were encountered many times. Some participants said
it was hard to tell the difference between the two directions, and that they felt uncertain in their
decision making. However, there is a strong coupling between the sight and the hearing, and it
can be assumed that the degree of front/back confusion would significantly decrease if the sound
source had been visible. In many practical applications, this condition will be fulfilled (e.g when
speaking to another person nearby), and the user will have no trouble detecting source location.

It should also be noted that none of the subjects had previously worn QuietPro earplugs, and
that the experimental setting was unfamiliar to them. There is a possibility that localization
performance might have been improved if more sessions had been carried out. Most of the subjects
who completed the experiment two times did not perform noticeably better the second time. An
improvement can be observed for subject 8 (in the two alternative pinna conditions in figure 7),
but this may also be a coincidence.

11.8 Sources of errors in the experimental design

In this section, a few issues regarding the experimental design are discussed.

One obvious source of error is that the subjects only were instructed to look directly ahead, but
there was nothing preventing them from moving the head during the experiment. This would
severely affect perceived source direction, since head tracking was not implemented in the current
design. The subjects also had to turn around in order to see the numbers on the papers, and this
might have lead to small variations in head orientation from one trial to the next.

As seen in section 6.5 the earplugs introduce their own frequency responses, and high frequencies
are significantly damped. The cues located in the this area might have been hard to perceive, or
even inaudible, and an equalization should have been carried out to compensate for this. Frequency
content located in lower areas may also have been affected, since the responses are non-flat.

It may seem like a sphere is not the best way to represent the shape of the head, but it is also
important to consider the accuracy of the input values of the models. Exact measurements of
head dimensions are hard to obtain. For instance, it is not straight-forward to locate the exact
mid-point of the back of the head (when measuring ear location), and the device used to find head
dimensions introduces small uncertainties. If the estimated head size is too small, the range of
azimuth angles the subject is able to localize will decrease. Conversely, the subject will find it
difficult to perceive the direction of the sound source if the calculated head size gives ITD cues
that are much larger than what the person normally experiences [19]. As mentioned in section 6.2,
the angular resolution in frontal direction is as high as one degree, which corresponds to an ITD
of 10 µs. [32]. So, only a small deviation from the person’s own head measures will be perceivable.

The notes showing the numbers in the frontal hemisphere were standing on loudspeakers, whereas
the rest were held up by microphone stands and placed on top of chairs. This resulted in a more
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homogenous visual impression in the front than in the back. The effect this has on localization
ability is unknown, but in this context, it can be mentioned that the person that gave the most
consistent responses of all the subjects, is the one with 100% front/back reversals. The set-up was
identical for all conditions, so if any disturbance was introduced, it was the same for every method
tested.

The effect of having two test sessions is uncertain. Ideally, all subjects should have conducted the
procedure only once. The subjects’ abilities to concentrate may have differed from the first time to
the next, as well as degree of experienced fatigue or stress. Since it was not possible to repeat the
stimuli, it was crucial that the subjects paid attention the whole time during the sessions.These
are factors that will affect the results, but unfortunately are hard to control. In addition, the fact
that they had already attended this type of experiment before, and the difference in time it took
to complete the sessions, may have influenced their performance.

Finally, the importance of randomizing the stimuli should be emphasized, although this was done
in the experiment. As mentioned in section 11.3, the previous stimuli influence the perception
of the next, and this is also true when it comes to discriminating incidence angles close to zero
degrees from those further to the sides. One of the subjects even stated that this was one of the
most important factors in the decision making.

11.9 Suggestions for further studies

A natural extension of the current study is to include elevation effects in future models. For this
purpose, accurate representation of the features found in PRTFs will be especially important.

It is assumed that at the time delays for reflections found in hrirs are affected by dimensions of
the outer ear. One reason that the theoretical investigation failed to discover any relation could
be that the impulse responses in the CIPIC database also includes effects of the head. It would be
interesting to study the influence of the pinna alone, and this is possible with the database given
in [45]. This database was not considered in the current study, since it only contains PRTFs in
the median plane (see figure 8).

Another important step is to implement a head tracking system. Head tracking and dynamic
updating of the sound signals allow the participants to move around during playback, which
is advantageous for avoiding the feeling of a sound source placed inside the head, and almost
eliminates localization errors [37]. For use in the QuietPro system, it is also necessary to include a
feature that monitors the position of the other users, in order to select correct pairs of hrirs. One
example of an implementation algorithm for a head tracking system can be found in [48].

It could also be interesting to see if other modeling techniques would provide more accurate
results. As earlier mentioned, there are many possible approaches, ranging from interpolation of
a few measured directions [49], finding the "best fit" from an existing database [47] and numerical
solution of the wave equation [51], to name a few. Still, the method that has been proven most
effective is the use of individualized HRTFs.
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12 Conclusion

The purpose of the study was to examine if auralization in the QuietPro system is possible and
which limitations exist. To do this, different simulation methods with varying degree of complex-
ity were tested and presented via the system’s earplugs. All models originated from two main
approaches, both based on the assumption that the head can be approximated by a rigid sphere.
In total, seven conditions were examined.

The results reveal that the subjects in general were able to perceive simulated sound direction.
However, localization ability was significantly reduced compared to what can be expected for
normal hearing conditions. For all angles except ±80 degrees, there was a tendency to perceive
the sound sources located further to the sides than what was simulated, and this effect was seen
in all the models. Best localization ability was in many cases found at zero degrees.

A high level of front/back reversals occurred in all conditions, and it can be assumed that this
was due to missing or ambiguous information in the frequency area above 8 kHz. Some subjects
reported that they felt like the sound came from the inside of their head. The implementation of a
functional auralization feature in the QuietPro system will require the inclusion of head-tracking,
since the users move around. This is known to reduce front/back confusions, and can provide
enhanced externalization. A visible sound source will also decrease number of source reversals.

A model’s complexity is not always a good predictor of accuracy of the results it produces, and
this was clearly shown in the experiment. For a pinna model to be effective, the parameters need
to be carefully adjusted to the specific subject.

Simply introducing a time delay gave statistically significant better results than applying the
same time delay together with a head shadow filter, using a method that included the pinna
model developed in [9] and analytically solve the wave equation for a plane wave incident on a
rigid sphere.

Since the model with time delay is the simplest method to implement, and also provided promising
results, this is the recommended simulation approach for use in the QuietPro system. However,
in this context a few factors that might have influenced the analysis have to be be mentioned.
Equalization to compensate for the frequency responses of the earplugs was not performed, and
this affected especially the high-frequency area. It should also be noted that the analysis of total
error rests on the validity of the assumptions made about front/back confusions. It can be assumed
that the outcome would have been different if the actual number of front/back reversals to a large
extent differ from the estimated values.

In this study, only localization in the horizontal plane was considered, and a simple time delay
turned out to be sufficient to approximately localize the source direction. However, if elevation
effects later will be included, it can be assumed that a greater level of detail is required. The issue
of developing perceptually satisfactory models occupies many researchers, but to this date, best
performance is achieved by use of individualized HRTFs.
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A Audiograms
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Figure 34: Audiogram
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B Front/back confusion
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Figure 35: Front/back confusion for every subject
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C Left/right confusion

Subject 2 is included in this analysis.
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Figure 36: Left/right confusion for every angle
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D MATLAB

In this section, only some of the code is given. The rest can be found in the zip file.

1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 %%% Find c o e f f i c i e n t s , brute f o r c e %%%
3 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
4
5 %func t i on [ final_A final_B final_D e r r o r final_Ap final_Bp final_Cp er ro rp ]=Brute_force (n

)
6 %c l e a r a l l ; c l c ;
7 e r r o r=i n f ; e r ro rp=i n f ;
8
9

10 theta=[−80 −65 −55 −45 −40 −35 −30 −25 −20 −15 −10 −5 0 5 10 15 20 25 30 35 40 45 55 65
80 ]∗ p i /180 ;

11 %n=[1 4 3 5 2 3 4 5 6 7 6 8 9 5 4 3 2 5 3 4 6 8 3 4 5 ] ;
12 %n=s in ( p i /6) ∗ cos ( theta /2)+2;
13
14 f i na l_sva r=ze ro s (198 ,8 ) ;
15
16 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
17 A1=−40.0;An=0;
18 B1=0;Bn=80;
19
20
21 dA=0.1;dB=0.1;
22
23 Ap1=−3;Apn=10;
24 Bp1=−2; Bpn=10;
25 Cp1=0;Cpn=20;
26
27 dpA=0.1;dpB=0.1;dpC=0.1;
28
29
30 f o r gag = 1 : 1 : l ength ( Hele )
31 n=Hele ( gag , : ) ;
32 e r r o r=i n f ; e r ro rp=i n f ;
33
34 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
35 %%% Trigonometr ic approach %%%
36 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
37
38
39 f o r A=A1 :dA:An
40 f o r B=B1 :dB :Bn
41
42 Y=A∗ cos ( theta /2)+B;
43 P=sqr t (sum( (Y−n) .^2) ) ;
44
45 i f (P < e r r o r )
46
47 f inal_A=A;
48 f inal_B=B;
49
50 e r r o r=P; %Absolute e r r o r in samples
51
52
53 end
54 end
55 end
56
57
58 f i na l_sva r ( gag , 1 )=final_A ;
59 f i na l_sva r ( gag , 2 )=final_B ;
60 f i na l_sva r ( gag , 4 )=e r r o r ;
61
62 % svar=final_A∗ cos ( theta /2) . ∗ s i n ( final_D∗ pi /2)+final_B ;
63 % svarp=final_Ap ∗( theta ) .^2+ final_Bp ∗( theta )+final_Cp ;
64 %
65 % f i g u r e (1 )
66 %
67 % plo t ( theta , svar , ’ r ’ , theta , svarp , ’ b ’ )
68 % hold on
69 % plo t ( theta , n , ’+ ’ )
70 % legend ( ’ Trigonometr ic so lu t i on ’ , ’ Polynomal so lu t i on ’ , ’Data points ’ )
71 % ax i s ([− pi /2 p i /2 min (n) −0.5 max(n) +0.5 ] )
72 % y labe l ( ’ Delay [ samples ] ’ )
73 % x labe l ( ’ Angle [ degree s ] ’ )
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74 % hold o f f
75 end

MATLAB/Brute_force_n_ref2.m

1 f unc t i on [ y_pinna_l y_pinna_r]= generate_time_pinna_f i l ter ( a , theta_s , theta_ear_l ,
theta_ear_r )

2
3 x=importdata ( ’ Pinknoise3 . mat ’ ) ;
4
5 % a=8;
6 % theta_s=−90;
7 % theta_ear_r=90;
8 % theta_ear_l=−90;
9

10 a=a /100 ;
11
12 %source ang le in degrees , assuming p o s i t i v e to the r i gh t and negat ive to the l e f t
13
14
15 c=343;
16
17 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
18 %Finding Td( angle between source and ear ) f o r both ea r s
19
20
21 theta_r=theta_ear_r−theta_s ;
22 theta_l=theta_ear_l−theta_s ;
23
24 i f ( abs ( theta_r )<=180)
25 theta_r=abs ( theta_r ) ;
26
27 e l s e
28 theta_r=360−abs ( theta_r ) ;
29 end
30
31
32 i f ( abs ( theta_l )<=180)
33 theta_l=abs ( theta_l ) ;
34
35 e l s e
36 theta_l=360−abs ( theta_l ) ;
37 end
38 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
39
40 %Find Td
41
42 i f ( theta_r <90 && theta_r>=0)
43
44 theta_r=(theta_r∗ pi ) /180 ; %Radians
45 Td_r=(a/c )−(a/c ) ∗ cos ( theta_r ) ;
46
47 e l s e
48 theta_r=(theta_r∗ pi ) /180 ; %Radians
49 Td_r=(a/c )+((a/c ) ∗( abs ( theta_r )−(p i /2) ) ) ;
50 end
51
52
53 i f ( theta_l <90 && theta_l >=0)
54
55 theta_l=(theta_l ∗ p i ) /180 ;
56 Td_l=(a/c )−(a/c ) ∗ cos ( theta_l ) ;
57
58 e l s e
59 theta_l=(theta_l ∗ p i ) /180 ;
60 Td_l=(a/c )+((a/c ) ∗( abs ( theta_l )−(p i /2) ) ) ;
61 end
62
63
64 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
65 %Constants
66
67 Nf f t =1024;
68 Fs=44100;
69
70 f =(0: Nf f t /2) ∗(Fs/ Nf f t ) ;
71 f=transpose ( f ) ;
72 w=2∗pi ∗ f ;
73
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74 w0=c/a ;
75 alpha_min=0.1;
76
77
78 theta_min=(150∗ pi ) /180 ; %Radians
79 theta_ear l=−(100∗pi ) /180 ;
80 theta_earr =(100∗ pi ) /180 ;
81
82
83 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
84
85 %Calcu la te the two a lphaes and f i l t e r s
86 alpha_r=(1+(alpha_min /2) )+(1−(alpha_min /2) ) ∗ cos ( ( ( theta_r∗ pi ) /theta_min ) ) ;
87 alpha_l=(1+(alpha_min /2) )+(1−(alpha_min /2) ) ∗ cos ( ( ( theta_l ∗ p i ) /theta_min ) ) ;
88
89 HH_L=((1+(( alpha_l ∗w) /(2∗w0) ) ∗1 j ) ./(1+(w/(2∗w0) ) ∗1 j ) ) . ∗ exp(−1 j ∗w∗Td_l) ;
90 HH_R=((1+(( alpha_r∗w) /(2∗w0) ) ∗1 j ) ./(1+(w/(2∗w0) ) ∗1 j ) ) . ∗ exp(−1 j ∗w∗Td_r) ;
91
92 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
93 %Plot f i l t e r s in f requency domain
94 %
95 % f i g u r e (1 )
96 % subplot (2 , 1 , 1 )
97 % semi logx (20∗ log10 ( abs (HH_L) ) )
98 % %xlabe l ( ’ f ’ )
99 % y labe l ( ’dB ’ )

100 % %ax i s ( [ 0 21000 −25 20 ] )
101 % t i t l e ( ’ Head f i l t e r , l e f t ’ )
102 %
103 % subplot (2 , 1 , 2 )
104 % semi logx (20∗ log10 ( abs (HH_R) ) )
105 % %xlabe l ( ’ f ’ )
106 % y labe l ( ’dB ’ )
107 % %ax i s ( [ 0 21000 −25 20 ] )
108 % t i t l e ( ’ Head f i l t e r , r i ght ’ )
109 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
110 % Transform to time domain
111 hh_l = r e a l ( i f f t (2∗HH_L, Nf f t ) ) ;
112 hh_r = r e a l ( i f f t (2∗HH_R, Nf f t ) ) ;
113
114 % f i g u r e (1 )
115 % subplot (2 , 1 , 1 )
116 % plo t ( hh_l )
117 % subplot (2 , 1 , 2 )
118 % plo t (hh_r)
119
120
121 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
122 %Pinna model
123 %Set va r i ab l e s , l e f t
124
125 theta_s=theta_s∗ pi /180 ; %Radians
126
127 n1_l=theta_s ^2+1.6;
128 rho1_l=−0.1∗( theta_s ^2)+0.3∗ theta_s −0.1;
129
130 [ nsamples1_l delay1_l ]= interpo late_pinna (hh_l , n1_l ) ;
131 delay1_l=delay1_l ∗ rho1_l ;
132
133
134 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
135
136 n2_l=1.3∗( theta_s ^2)+0.2∗ theta_s +2.9;
137 rho2_l=−0.2∗( theta_s ^2)+0.3∗ theta_s +0.6;
138
139 [ nsamples2_l delay2_l ]= interpo late_pinna (hh_l , n2_l ) ;
140 delay2_l=delay2_l ∗ rho2_l ;
141
142 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
143
144 n3_l=1.5∗( theta_s ^2)+theta_s+5;
145 rho3_l =0.3∗( theta_s ^2)+0.1∗ theta_s −1;
146
147 [ nsamples3_l delay3_l ]= interpo late_pinna (hh_l , n3_l ) ;
148 delay3_l=delay3_l ∗ rho3_l ;
149
150 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
151
152 n4_l=1.9∗( theta_s ^2)+1.6∗ theta_s +7.1;
153 rho4_l =0.2∗( theta_s ^2) −0.1∗ theta_s ;
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154
155 [ nsamples4_l delay4_l ]= interpo late_pinna (hh_l , n4_l ) ;
156 delay4_l=delay4_l ∗ rho4_l ;
157
158 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
159 n5_l=2.5∗( theta_s ^2)+1.8∗ theta_s +8.7;
160 rho5_l =0.2∗( theta_s ^2) −0.6;
161
162 [ nsamples5_l delay5_l ]= interpo late_pinna (hh_l , n5_l ) ;
163 delay5_l=delay5_l ∗ rho5_l ;
164
165 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
166
167 n6_l=2.5∗( theta_s ^2)+2∗theta_s +10.9;
168 rho6_l=−0.2∗( theta_s ^2) −0.1∗ theta_s +0.4;
169
170 [ nsamples6_l delay6_l ]= interpo late_pinna (hh_l , n6_l ) ;
171 delay6_l=delay6_l ∗ rho6_l ;
172
173 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
174
175 hh_pinna_l1=ze ro s ( l ength ( hh_l )+nsamples6_l , 1 ) ;
176
177 hh_pinna_l1 ( 1 : l ength ( hh_l ) ,1 )=hh_pinna_l1 ( 1 : l ength ( hh_l ) ,1 )+hh_l ( : , 1 ) ; %Main s i g n a l
178
179 hh_pinna_l1 ( 1 : l ength ( delay1_l ) ,1 )=hh_pinna_l1 ( 1 : l ength ( delay1_l ) ,1 )+delay1_l ( : , 1 ) ; %

F i r s t echo
180
181 hh_pinna_l1 ( 1 : l ength ( delay2_l ) ,1 )=hh_pinna_l1 ( 1 : l ength ( delay2_l ) ,1 )+delay2_l ( : , 1 ) ;
182
183 hh_pinna_l1 ( 1 : l ength ( delay3_l ) ,1 )=hh_pinna_l1 ( 1 : l ength ( delay3_l ) ,1 )+delay3_l ( : , 1 ) ;
184
185 hh_pinna_l1 ( 1 : l ength ( delay4_l ) ,1 )=hh_pinna_l1 ( 1 : l ength ( delay4_l ) ,1 )+delay4_l ( : , 1 ) ;
186
187 hh_pinna_l1 ( 1 : l ength ( delay5_l ) ,1 )=hh_pinna_l1 ( 1 : l ength ( delay5_l ) ,1 )+delay5_l ( : , 1 ) ;
188
189 hh_pinna_l1 ( 1 : l ength ( delay6_l ) ,1 )=hh_pinna_l1 ( 1 : l ength ( delay6_l ) ,1 )+delay6_l ( : , 1 ) ;
190 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
191 %Set va r i ab l e s , r i g h t
192
193 n1_r=theta_s ^2+1.6;
194 rho1_r=−0.1∗( theta_s ^2) −0.3∗ theta_s −0.1;
195
196 [ nsamples1_r delay1_r ]= interpo late_pinna (hh_r , n1_r ) ;
197 delay1_r=delay1_r∗rho1_r ;
198
199
200 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
201
202 n2_r=1.3∗( theta_s ^2) −0.2∗ theta_s +2.9;
203 rho2_r=−0.2∗( theta_s ^2) −0.3∗ theta_s +0.6;
204
205 [ nsamples2_r delay2_r ]= interpo late_pinna (hh_r , n2_r ) ;
206 delay2_r=delay2_r∗rho2_r ;
207
208
209 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
210
211 n3_r=1.5∗( theta_s ^2)−theta_s+5;
212 rho3_r=0.3∗( theta_s ^2) −0.1∗ theta_s −1;
213
214 [ nsamples3_r delay3_r ]= interpo late_pinna (hh_r , n3_r ) ;
215 delay3_r=delay3_r∗rho3_r ;
216
217 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
218
219 n4_r=1.9∗( theta_s ^2) −1.6∗ theta_s +7.1;
220 rho4_r=0.2∗( theta_s ^2)+0.1∗ theta_s ;
221
222 [ nsamples4_r delay4_r ]= interpo late_pinna (hh_r , n4_r ) ;
223 delay4_r=delay4_r∗rho4_r ;
224
225 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
226
227 n5_r=2.5∗( theta_s ^2) −1.8∗ theta_s +8.7;
228 rho5_r=0.2∗( theta_s ^2) −0.6;
229
230 [ nsamples5_r delay5_r ]= interpo late_pinna (hh_r , n5_r ) ;
231 delay5_r=delay5_r∗rho5_r ;
232
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233 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
234
235 n6_r=2.5∗( theta_s ^2)−2∗theta_s +10.9;
236 rho6_r=−0.2∗( theta_s ^2)+0.1∗ theta_s +0.4;
237
238 [ nsamples6_r delay6_r ]= interpo late_pinna (hh_r , n6_r ) ;
239 delay6_r=delay6_r∗rho6_r ;
240
241 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
242
243
244 hh_pinna_r1=ze ro s ( l ength (hh_r)+nsamples6_r , 1 ) ;
245
246 hh_pinna_r1 ( 1 : l ength (hh_r) ,1 )=hh_pinna_r1 ( 1 : l ength (hh_r) ,1 )+hh_r ( : , 1 ) ; %Main s i g n a l
247
248 hh_pinna_r1 ( 1 : l ength ( delay1_r ) ,1 )=hh_pinna_r1 ( 1 : l ength ( delay1_r ) ,1 )+delay1_r ( : , 1 ) ; %

F i r s t echo
249
250 hh_pinna_r1 ( 1 : l ength ( delay2_r ) ,1 )=hh_pinna_r1 ( 1 : l ength ( delay2_r ) ,1 )+delay2_r ( : , 1 ) ;
251
252 hh_pinna_r1 ( 1 : l ength ( delay3_r ) ,1 )=hh_pinna_r1 ( 1 : l ength ( delay3_r ) ,1 )+delay3_r ( : , 1 ) ;
253
254 hh_pinna_r1 ( 1 : l ength ( delay4_r ) ,1 )=hh_pinna_r1 ( 1 : l ength ( delay4_r ) ,1 )+delay4_r ( : , 1 ) ;
255
256 hh_pinna_r1 ( 1 : l ength ( delay5_r ) ,1 )=hh_pinna_r1 ( 1 : l ength ( delay5_r ) ,1 )+delay5_r ( : , 1 ) ;
257
258 hh_pinna_r1 ( 1 : l ength ( delay6_r ) ,1 )=hh_pinna_r1 ( 1 : l ength ( delay6_r ) ,1 )+delay6_r ( : , 1 ) ;
259 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
260
261 t =0.005;
262
263
264
265 hh_pinna_l=ze ro s ( c e i l ( t ∗Fs ) ,1 ) ;
266 hh_pinna_r=ze ro s ( c e i l ( t ∗Fs ) ,1 ) ;
267
268 i f ( l ength ( hh_pinna_r ) > length ( hh_pinna_r1 ) )
269 hh_pinna_r ( 1 : l ength ( hh_pinna_r1 ) ,1 )=hh_pinna_r ( 1 : l ength ( hh_pinna_r1 ) ,1 )+hh_pinna_r1 ( : , 1 )

;
270 e l s e i f ( l ength ( hh_pinna_r1 ) > length ( hh_pinna_r ) )
271 hh_pinna_r ( : , 1 )=hh_pinna_r1 ( 1 : l ength ( hh_pinna_r ) ,1 )+hh_pinna_r ( : , 1 ) ;
272 end
273
274
275 i f ( l ength ( hh_pinna_l ) > length ( hh_pinna_l1 ) )
276 hh_pinna_l ( 1 : l ength ( hh_pinna_l1 ) ,1 )=hh_pinna_l ( 1 : l ength ( hh_pinna_l1 ) ,1 )+hh_pinna_l1 ( : , 1 )

;
277 e l s e i f ( l ength ( hh_pinna_l1 ) > length ( hh_pinna_l ) )
278 hh_pinna_l ( : , 1 )=hh_pinna_l1 ( 1 : l ength ( hh_pinna_l ) ,1 )+hh_pinna_l ( : , 1 ) ;
279 end
280
281
282 y_pinna_l=conv (x , hh_pinna_l ) ;
283 y_pinna_r=conv (x , hh_pinna_r ) ;

MATLAB/generate_time_pinna_filter.m

1 %Plot svar −80 deg
2 degree s =[ −180 :10 :170 ] ;
3
4 cho i s e=no2_all_sorted_sphere3 ;
5
6 %Matrise med a l l e grader nedover i t r e ko lonner
7 %−80
8
9 f o r i =1:3

10 temp ( : , i )=cho i s e ( i , : ) ;
11 end
12
13 %−60
14
15 f o r i =4:6
16 temp ( : , i )=cho i s e ( i , : ) ;
17 end
18
19 %−40
20
21 f o r i =7:9
22 temp ( : , i )=cho i s e ( i , : ) ;
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23 end
24
25 %−20
26 f o r i =10:12
27 temp ( : , i )=cho i s e ( i , : ) ;
28 end
29
30 %−10
31 f o r i =13:15
32 temp ( : , i )=cho i s e ( i , : ) ;
33 end
34
35 %0
36 f o r i =16:18
37 temp ( : , i )=cho i s e ( i , : ) ;
38 end
39
40 %10
41 f o r i =19:21
42 temp ( : , i )=cho i s e ( i , : ) ;
43 end
44
45 %20
46 f o r i =22:24
47 temp ( : , i )=cho i s e ( i , : ) ;
48 end
49
50 %40
51 f o r i =25:27
52 temp ( : , i )=cho i s e ( i , : ) ;
53 end
54
55 %60
56 f o r i =28:30
57 temp ( : , i )=cho i s e ( i , : ) ;
58 end
59
60 %80
61 f o r i =31:33
62 temp ( : , i )=cho i s e ( i , : ) ;
63 end
64
65
66 m80deg=[temp ( : , 1 ) ; temp ( : , 2 ) ; temp ( : , 3 ) ] ;
67 m60deg=[temp ( : , 4 ) ; temp ( : , 5 ) ; temp ( : , 6 ) ] ;
68 m40deg=[temp ( : , 7 ) ; temp ( : , 8 ) ; temp ( : , 9 ) ] ;
69 m20deg=[temp ( : , 1 0 ) ; temp ( : , 1 1 ) ; temp ( : , 1 2 ) ] ;
70 m10deg=[temp ( : , 1 3 ) ; temp ( : , 1 4 ) ; temp ( : , 1 5 ) ] ;
71 m0deg=[temp ( : , 1 6 ) ; temp ( : , 1 7 ) ; temp ( : , 1 8 ) ] ;
72 p10deg=[temp ( : , 1 9 ) ; temp ( : , 2 0 ) ; temp ( : , 2 1 ) ] ;
73 p20deg=[temp ( : , 2 2 ) ; temp ( : , 2 3 ) ; temp ( : , 2 4 ) ] ;
74 p40deg=[temp ( : , 2 5 ) ; temp ( : , 2 6 ) ; temp ( : , 2 7 ) ] ;
75 p60deg=[temp ( : , 2 8 ) ; temp ( : , 2 9 ) ; temp ( : , 3 0 ) ] ;
76 p80deg=[temp ( : , 3 1 ) ; temp ( : , 3 2 ) ; temp ( : , 3 3 ) ] ;
77
78
79
80 f i g u r e (1 )
81 h i s t (m80deg , degree s )
82 ax i s ([−180 180 0 15 ] )
83 t i t l e ( ’−80 degrees ’ )
84 g r id on
85 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;
86
87 f i g u r e (2 )
88 h i s t (m60deg , degree s )
89 ax i s ([−180 180 0 15 ] )
90 t i t l e ( ’−60 degrees ’ )
91 g r id on
92 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;
93
94 f i g u r e (3 )
95 h i s t (m40deg , degree s )
96 ax i s ([−180 180 0 15 ] )
97 t i t l e ( ’−40 degrees ’ )
98 g r id on
99 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;

100
101 f i g u r e (4 )
102 h i s t (m20deg , degree s )
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103 ax i s ([−180 180 0 15 ] )
104 t i t l e ( ’−20 degrees ’ )
105 g r id on
106 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;
107
108 f i g u r e (5 )
109 h i s t (m10deg , degree s )
110 ax i s ([−180 180 0 15 ] )
111 t i t l e ( ’−10 degrees ’ )
112 g r id on
113 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;
114
115 f i g u r e (6 )
116 h i s t (m0deg , degree s )
117 ax i s ([−180 180 0 15 ] )
118 t i t l e ( ’0 degrees ’ )
119 g r id on
120 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;
121
122 f i g u r e (7 )
123 h i s t ( p10deg , degree s )
124 ax i s ([−180 180 0 15 ] )
125 t i t l e ( ’10 degrees ’ )
126 g r id on
127 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;
128
129 f i g u r e (8 )
130 h i s t ( p20deg , degree s )
131 ax i s ([−180 180 0 15 ] )
132 t i t l e ( ’20 degrees ’ )
133 g r id on
134 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;
135
136 f i g u r e (9 )
137 h i s t ( p40deg , degree s )
138 ax i s ([−180 180 0 15 ] )
139 t i t l e ( ’40 degrees ’ )
140 g r id on
141 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;
142
143 f i g u r e (10)
144 h i s t ( p60deg , degree s )
145 ax i s ([−180 180 0 15 ] )
146 t i t l e ( ’60 degrees ’ )
147 g r id on
148 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;
149
150 f i g u r e (11)
151 h i s t ( p80deg , degree s )
152 ax i s ([−180 180 0 15 ] )
153 t i t l e ( ’80 degrees ’ )
154 g r id on
155 s e t ( gca , ’ YTick ’ , 1 : 1 5 ) ;

MATLAB/Make_hist_fb3.m

1 f a s i t =[−80 −80 −80 −60 −60 −60 60 60 60 80 80 8 0 ] ;
2 f a s i t=transpose ( f a s i t ) ;
3
4 error_LP_pinna=ze ro s (12 ,13) ;
5 error_LP_sphere=ze ro s (12 ,13) ;
6 error_duda_pinna=ze ro s (12 ,13) ;
7 error_pinna=ze ro s (12 ,13) ;
8 error_sphere=ze ro s (12 ,13) ;
9 error_time=ze ro s (12 ,13) ;

10 e r r o r_t ime_f i l t e r=ze ro s (12 ,13) ;
11
12
13 f o r i =3:4
14 f o r j =1:6
15 error_LP_pinna ( j , i )=no2_all_sorted_LP_pinna3_pr ( j , i )− f a s i t ( j ) ;
16 end
17
18 f o r j =7:12
19 error_LP_pinna ( j , i )=f a s i t ( j )−no2_all_sorted_LP_pinna3_pr ( j , i ) ;
20 end
21
22
23
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24 end
25
26 f o r i=4
27 f o r j =1:6
28 error_LP_sphere ( j , i )=no2_all_sorted_LP_sphere3_pr ( j , i )− f a s i t ( j ) ;
29 end
30
31 f o r j =7:12
32 error_LP_sphere ( j , i )=f a s i t ( j )−no2_all_sorted_LP_sphere3_pr ( j , i ) ;
33 end
34
35 end
36
37 f o r i=4
38 f o r j =1:6
39 error_duda_pinna ( j , i )=no2_all_sorted_duda_pinna3_pr ( j , i )− f a s i t ( j ) ;
40 end
41
42
43 f o r j =7:12
44 error_duda_pinna ( j , i )=f a s i t ( j )−no2_all_sorted_duda_pinna3_pr ( j , i ) ;
45 end
46
47 end
48
49 f o r i=4
50 f o r j =1:6
51 error_pinna ( j , i )=no2_all_sorted_pinna3_pr ( j , i )− f a s i t ( j ) ;
52 end
53
54
55 f o r j =7:12
56 error_pinna ( j , i )=f a s i t ( j )−no2_all_sorted_pinna3_pr ( j , i ) ;
57 end
58
59 end
60
61 f o r i=4
62 f o r j =1:6
63 error_sphere ( j , i )=no2_all_sorted_sphere3_pr ( j , i )− f a s i t ( j ) ;
64 end
65
66 f o r j =7:12
67 error_sphere ( j , i )=f a s i t ( j )−no2_all_sorted_sphere3_pr ( j , i ) ;
68 end
69
70 end
71
72 f o r i=4
73 f o r j =1:6
74 error_time ( j , i )=no2_all_sorted_time3_pr ( j , i )− f a s i t ( j ) ;
75 end
76
77 f o r j =7:12
78 error_time ( j , i )=f a s i t ( j )−no2_all_sorted_time3_pr ( j , i ) ;
79 end
80
81 end
82
83 f o r i=4
84 f o r j =1:6
85 e r r o r_t ime_f i l t e r ( j , i )=no2_al l_sorted_time_fi lter3_pr ( j , i )− f a s i t ( j ) ;
86 end
87
88 f o r j =7:12
89 e r r o r_t ime_f i l t e r ( j , i )=f a s i t ( j )−no2_al l_sorted_time_fi lter3_pr ( j , i ) ;
90 end
91
92 end
93
94 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
95 %Lage mean og var i anse matr i se 6∗13
96
97 mean_LP_pinna=find_mean_of_three32 ( error_LP_pinna ) ;
98 mean_LP_sphere=find_mean_of_three32 ( error_LP_sphere ) ;
99 mean_duda_pinna=find_mean_of_three32 ( error_duda_pinna ) ;

100 mean_pinna=find_mean_of_three32 ( error_pinna ) ;
101 mean_sphere=find_mean_of_three32 ( error_sphere ) ;
102 mean_time=find_mean_of_three32 ( error_time ) ;
103 mean_time_filter=find_mean_of_three32 ( e r r o r_t ime_f i l t e r ) ;
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104
105 var_LP_pinna=find_var_of_three32 ( error_LP_pinna ) ;
106 var_LP_sphere=find_var_of_three32 ( error_LP_sphere ) ;
107 var_duda_pinna=find_var_of_three32 ( error_duda_pinna ) ;
108 var_pinna=find_var_of_three32 ( error_pinna ) ;
109 var_sphere=find_var_of_three32 ( error_sphere ) ;
110 var_time=find_var_of_three32 ( error_time ) ;
111 var_t ime_f i l t e r=find_var_of_three32 ( e r r o r_t ime_f i l t e r ) ;
112
113 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
114 %Make 1 colonne , to f i nd mean mean and mean var iance
115
116 tot_mean_LP_pinna=make_colonne32 (mean_LP_pinna) ;
117 tot_mean_LP_sphere=make_colonne32 (mean_LP_sphere ) ;
118 tot_mean_duda_pinna=make_colonne32 (mean_duda_pinna ) ;
119 tot_mean_pinna=make_colonne32 (mean_pinna ) ;
120 tot_mean_sphere=make_colonne32 (mean_sphere ) ;
121 tot_mean_time=make_colonne32 (mean_time ) ;
122 tot_mean_time_filter=make_colonne32 ( mean_time_filter ) ;
123
124 tot_var_LP_pinna=make_colonne32 (var_LP_pinna ) ;
125 tot_var_LP_sphere=make_colonne32 ( var_LP_sphere ) ;
126 tot_var_duda_pinna=make_colonne32 ( var_duda_pinna ) ;
127 tot_var_pinna=make_colonne32 ( var_pinna ) ;
128 tot_var_sphere=make_colonne32 ( var_sphere ) ;
129 tot_var_time=make_colonne32 ( var_time ) ;
130 tot_var_time_f i l ter=make_colonne32 ( var_t ime_f i l t e r ) ;
131
132 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
133
134 mean_mean=ze ro s (7 , 1 ) ;
135 mean_mean(1)=mean( tot_mean_LP_pinna) ;
136 mean_mean(2)=mean( tot_mean_LP_sphere ) ;
137 mean_mean(3)=mean( tot_mean_duda_pinna ) ;
138 mean_mean(4)=mean( tot_mean_pinna ) ;
139 mean_mean(5)=mean( tot_mean_sphere ) ;
140 mean_mean(6)=mean( tot_mean_time ) ;
141 mean_mean(7)=mean( tot_mean_time_filter ) ;
142
143 mean_var=ze ro s (7 , 1 ) ;
144 mean_var (1 )=mean( tot_var_LP_pinna ) ;
145 mean_var (2 )=mean( tot_var_LP_sphere ) ;
146 mean_var (3 )=mean( tot_var_duda_pinna ) ;
147 mean_var (4 )=mean( tot_var_pinna ) ;
148 mean_var (5 )=mean( tot_var_sphere ) ;
149 mean_var (6 )=mean( tot_var_time ) ;
150 mean_var (7 )=mean( tot_var_time_f i l ter ) ;
151
152 save ( ’Method_var_3 ’ , ’mean_mean ’ , ’ mean_var ’ )
153
154 a=mean_var
155 b=sq r t (mean_var )

MATLAB/Intermethodvariability3_high.m

1 f a s i t =[−40 −40 −40 −20 −20 −20 −10 −10 −10 10 10 10 20 20 20 40 40 4 0 ] ;
2 f a s i t=transpose ( f a s i t ) ;
3
4 error_LP_pinna=ze ro s (18 ,13) ;
5 error_LP_sphere=ze ro s (18 ,13) ;
6 error_duda_pinna=ze ro s (18 ,13) ;
7 error_pinna=ze ro s (18 ,13) ;
8 error_sphere=ze ro s (18 ,13) ;
9 error_time=ze ro s (18 ,13) ;

10 e r r o r_t ime_f i l t e r=ze ro s (18 ,13) ;
11
12
13 f o r i =1:13
14 f o r j =1:9
15 error_LP_pinna ( j , i )=no2_all_sorted_LP_pinna3_pr ( j , i )− f a s i t ( j ) ;
16 end
17
18 f o r j =10:18
19 error_LP_pinna ( j , i )=f a s i t ( j )−no2_all_sorted_LP_pinna3_pr ( j , i ) ;
20 end
21
22
23
24 end
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25
26 f o r i =1:13
27 f o r j =1:9
28 error_LP_sphere ( j , i )=no2_all_sorted_LP_sphere3_pr ( j , i )− f a s i t ( j ) ;
29 end
30
31 f o r j =10:18
32 error_LP_sphere ( j , i )=f a s i t ( j )−no2_all_sorted_LP_sphere3_pr ( j , i ) ;
33 end
34
35 end
36
37 f o r i =1:13
38 f o r j =1:9
39 error_duda_pinna ( j , i )=no2_all_sorted_duda_pinna3_pr ( j , i )− f a s i t ( j ) ;
40 end
41
42
43 f o r j =10:18
44 error_duda_pinna ( j , i )=f a s i t ( j )−no2_all_sorted_duda_pinna3_pr ( j , i ) ;
45 end
46
47 end
48
49 f o r i =1:13
50 f o r j =1:9
51 error_pinna ( j , i )=no2_all_sorted_pinna3_pr ( j , i )− f a s i t ( j ) ;
52 end
53
54
55 f o r j =10:18
56 error_pinna ( j , i )=f a s i t ( j )−no2_all_sorted_pinna3_pr ( j , i ) ;
57 end
58
59 end
60
61 f o r i =1:13
62 f o r j =1:9
63 error_sphere ( j , i )=no2_all_sorted_sphere3_pr ( j , i )− f a s i t ( j ) ;
64 end
65
66 f o r j =10:18
67 error_sphere ( j , i )=f a s i t ( j )−no2_all_sorted_sphere3_pr ( j , i ) ;
68 end
69
70 end
71
72 f o r i =1:13
73 f o r j =1:9
74 error_time ( j , i )=no2_all_sorted_time3_pr ( j , i )− f a s i t ( j ) ;
75 end
76
77 f o r j =10:18
78 error_time ( j , i )=f a s i t ( j )−no2_all_sorted_time3_pr ( j , i ) ;
79 end
80
81 end
82
83 f o r i =1:13
84 f o r j =1:9
85 e r r o r_t ime_f i l t e r ( j , i )=no2_al l_sorted_time_fi lter3_pr ( j , i )− f a s i t ( j ) ;
86 end
87
88 f o r j =10:18
89 e r r o r_t ime_f i l t e r ( j , i )=f a s i t ( j )−no2_al l_sorted_time_fi lter3_pr ( j , i ) ;
90 end
91
92 end
93
94 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
95 %Lage mean og var i anse matr i se 6∗13
96
97 mean_LP_pinna=find_mean_of_three3 ( error_LP_pinna ) ;
98 mean_LP_sphere=find_mean_of_three3 ( error_LP_sphere ) ;
99 mean_duda_pinna=find_mean_of_three3 ( error_duda_pinna ) ;

100 mean_pinna=find_mean_of_three3 ( error_pinna ) ;
101 mean_sphere=find_mean_of_three3 ( error_sphere ) ;
102 mean_time=find_mean_of_three3 ( error_time ) ;
103 mean_time_filter=find_mean_of_three3 ( e r r o r_t ime_f i l t e r ) ;
104
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105 var_LP_pinna=find_var_of_three3 ( error_LP_pinna ) ;
106 var_LP_sphere=find_var_of_three3 ( error_LP_sphere ) ;
107 var_duda_pinna=find_var_of_three3 ( error_duda_pinna ) ;
108 var_pinna=find_var_of_three3 ( error_pinna ) ;
109 var_sphere=find_var_of_three3 ( error_sphere ) ;
110 var_time=find_var_of_three3 ( error_time ) ;
111 var_t ime_f i l t e r=find_var_of_three3 ( e r r o r_t ime_f i l t e r ) ;
112
113 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
114 %Make 1 colonne , to f i nd mean mean and mean var iance
115
116 tot_mean_LP_pinna=make_colonne3 (mean_LP_pinna) ;
117 tot_mean_LP_sphere=make_colonne3 (mean_LP_sphere ) ;
118 tot_mean_duda_pinna=make_colonne3 (mean_duda_pinna ) ;
119 tot_mean_pinna=make_colonne3 (mean_pinna ) ;
120 tot_mean_sphere=make_colonne3 (mean_sphere ) ;
121 tot_mean_time=make_colonne3 (mean_time ) ;
122 tot_mean_time_filter=make_colonne3 ( mean_time_filter ) ;
123
124 tot_var_LP_pinna=make_colonne3 (var_LP_pinna ) ;
125 tot_var_LP_sphere=make_colonne3 ( var_LP_sphere ) ;
126 tot_var_duda_pinna=make_colonne3 ( var_duda_pinna ) ;
127 tot_var_pinna=make_colonne3 ( var_pinna ) ;
128 tot_var_sphere=make_colonne3 ( var_sphere ) ;
129 tot_var_time=make_colonne3 ( var_time ) ;
130 tot_var_time_f i l ter=make_colonne3 ( var_t ime_f i l t e r ) ;
131
132 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
133
134 mean_mean=ze ro s (7 , 1 ) ;
135 mean_mean(1)=mean( tot_mean_LP_pinna) ;
136 mean_mean(2)=mean( tot_mean_LP_sphere ) ;
137 mean_mean(3)=mean( tot_mean_duda_pinna ) ;
138 mean_mean(4)=mean( tot_mean_pinna ) ;
139 mean_mean(5)=mean( tot_mean_sphere ) ;
140 mean_mean(6)=mean( tot_mean_time ) ;
141 mean_mean(7)=mean( tot_mean_time_filter ) ;
142
143 mean_var=ze ro s (7 , 1 ) ;
144 mean_var (1 )=mean( tot_var_LP_pinna ) ;
145 mean_var (2 )=mean( tot_var_LP_sphere ) ;
146 mean_var (3 )=mean( tot_var_duda_pinna ) ;
147 mean_var (4 )=mean( tot_var_pinna ) ;
148 mean_var (5 )=mean( tot_var_sphere ) ;
149 mean_var (6 )=mean( tot_var_time ) ;
150 mean_var (7 )=mean( tot_var_time_f i l ter ) ;
151
152 save ( ’Method_var_3 ’ , ’mean_mean ’ , ’ mean_var ’ )

MATLAB/Intermethodvariability3.m

1 %%%Finne p e r s on l i g f e i l , over a l l e hoy t t a l e r e
2
3 f a s i t =[−40 −40 −40 −20 −20 −20 −10 −10 −10 10 10 10 20 20 20 40 40 4 0 ] ;
4
5 f a s i t=transpose ( f a s i t ) ;
6 e r r o r=ze ro s (18 ,13) ;
7
8 method=no2_all_sorted_time3_pr ;
9

10
11 %Lef t s i d e
12 f o r i =1:13
13 e r r o r ( 1 : 9 , i )=method (7 : 1 5 , i )− f a s i t ( 1 : 9 , 1 ) ;
14 end
15
16
17 %Right s i d e
18 f o r i =1:13
19 e r r o r ( 10 : 18 , i )=f a s i t ( 1 0 : 1 8 , 1 )−method (19 : 27 , i ) ;
20 end
21
22 mean_error=mean( e r r o r ) ;
23 std_error=sq r t ( var ( e r r o r ) ) ;
24
25 sub j e c t =1:13;
26
27 p lo t ( mean_error , subject , ’ x ’ )
28 hold on
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29 f o r i =1:13
30 xx=[ i i ] ;
31 yy=[mean_error ( i )−std_error ( i ) mean_error ( i )+std_error ( i ) ] ;
32 p lo t ( yy , xx )
33 hold on
34 end
35
36
37 g r id on
38 x l ab e l ( ’ L o z a l i z t i o n e r r o r [ degree s ] ’ )
39 y l ab e l ( ’ Subject ’ )
40 t i t l e ( ’Time delay ’ )
41 s e t ( gca , ’ Ygrid ’ , ’On’ ) ;
42 s e t ( gca , ’ YTick ’ , 1 : 1 3 ) ;
43 ax i s ([−80 80 0 14 ] )

MATLAB/personlig_feil3.m

1 f unc t i on pres surematr ix = SCATTponspherefromfar ( kvec , a , norder , thetavec )
2 % SCATTponspherefromfar c a l c u l a t e s the sound pre s su r e on a r i g i d sphere
3 % fo r a number o f f r e qu en c i e s and a number o f i n c i d enc e ang l e s .
4 % Plane wave in c id enc e o f amplitude 1 i s assumed .
5 %
6 % Input parameters :
7 % kvec Array o f wave numbers to compute the r e s u l t f o r
8 % a The sphere radius , in meters
9 % norder The h ighe s t order in the t runcate summation

10 % Recommended s t a r t value : 50
11 % thetavec Array o f i n c i d enc e ang l e s to compute the r e s u l t for ,
12 % in rad ians .
13 %
14 % Output parameters :
15 % pres surematr ix Matrix o f complex p r e s su r e s . S i z e [ n f reqs , nang les ] .
16 %
17 % Peter Svensson and Mark Po l e t t i 2007
18 %
19 % pres surematr ix = SCATTponspherefromfar ( kvec , a , norder , thetavec ) ;
20
21 i f kvec (1 ) == 0 ,
22 computedc = 1 ;
23 kvec = kvec ( 2 : end ) ;
24 e l s e
25 computedc = 0 ;
26 end
27
28 n f r eq s = length ( kvec ) ;
29 nangles = length ( thetavec ) ;
30
31 pres surematr ix = ze ro s ( n f reqs , nang les ) ;
32 nvec = [ 0 : norder ] . ’ ;
33 kRvec = kvec ( : ) . ’ ∗ a ;
34 co s the ta = cos ( thetavec ( : ) ) ;
35
36 onesvec1 = ones (1 , nang les ) ;
37 onesvec2 = ones (1 , n f r eq s ) ;
38 onesvec3 = ones ( norder +1 ,1) ;
39
40 % One would b e l i e v e that i t would be f a s t e r to use the f a c t that we need
41 % to compute the d i f f e r e n c e between Bes s e l f unc t i on s o f order n+0.5 and
42 % n−0.5 ,
43 % which means that "n+0.5" could be the "n−0.5" f o r the next n , so to say .
44 % But , such an a l t e r n a t i v e fo rmulat ion does not seem to be any f a s t e r !
45 % That a l t e r n a t i v e fo rmulat ion would be :
46 % nveconeextra = [ 0 : norder +1 ] . ’ ;
47 % Bbig = b e s s e l j ( nveconeextra −0.5 , kRvec ) + i ∗ be s s e l y ( nveconeextra −0.5 , kRvec ) ;
48 % Bbig = Bbig ( : , 1 :N+1) − Bbig ( : , 2 :N+2) . / kRvec ( onesvec3 , : ) . ’ ;
49 % multfac = sq r t ( p i /2 ./ kRvec ) ;
50 % Bbig = Bbig . ∗ mult fac ( onesvec3 , : ) . ’ ;
51
52 Bbig = b e s s e l j ( nvec +0.5 , kRvec ) + i ∗ be s s e l y ( nvec +0.5 , kRvec ) ;
53 Bbig = Bbig . ∗ ( nvec ( : , onesvec2 )+1) . ’ . / kRvec ( onesvec3 , : ) . ’ ;
54 Bbig = b e s s e l j ( nvec −0.5 , kRvec ) + i ∗ be s s e l y ( nvec −0.5 , kRvec ) −Bbig ;
55 multfac = sq r t ( p i /2 ./ kRvec ) ;
56 Bbig = Bbig . ∗ mult fac ( onesvec3 , : ) . ’ ;
57
58 nca l c svec = (2∗ nvec+1).∗(− i ) .^ nvec ;
59 Bbig = nca l c svec ( : , onesvec2 ) . ’ . / Bbig ;
60
61 f o r kn = 0 : norder ,
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62 P = legendre (kn , co s the ta ) ;
63 i f kn > 0 ,
64 P = P( 1 , : ) ;
65 e l s e
66 P = P( : ) . ’ ;
67 end
68 addterm = Bbig ( : , kn+1) ;
69 pres surematr ix = pres surematr ix + addterm ( : , onesvec1 ) . ∗P( onesvec2 . ’ , : ) ;
70 end ;
71
72 multfac = i . / ( kRvec . ’ ) . ^ 2 ;
73 pres surematr ix = pres surematr ix . ∗ mult fac ( : , onesvec1 ) ;
74
75 i f computedc == 1 ,
76 pres surematr ix = [ onesvec1 ; pre s surematr ix ] ;
77 end

MATLAB/SCATTponspherefromfar.m
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