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The word springing from the heart surely carries weight,

Though not endowed with wings, it yet can fly in space.

Pure and spiritual in its essence, it pegs its gaze on high,

Rising from the lowly dust, grazes past the skies.

Dr. Muhammad Iqbal

(1877-1938)
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Abstract

The field of wireless communications has experienced huge growth in the

last decades. Various new user applications have been developed, and

the demand for efficient utilization of resources has increased considerably.

Opportunistic scheduling schemes can provide higher throughput and in-

creased quality-of-service (QoS) in wireless networks by giving priority to

the users with favorable channel conditions.

In this dissertation, one of the main goals is to exploit the channel varia-

tions of the user channels to design the scheduling algorithms for improved

throughput guarantees. Optimization problems are formulated with an

aim at finding optimal scheduling algorithms for maximizing throughput

guarantees in a wireless network. We show how the solution to such prob-

lems can be obtained both when the throughput guarantees are (i) identical

and (ii) different for all the mobile users. We also develop the correspond-

ing adaptive scheduling algorithms, both for the scenarios where single

user is scheduled per time-slot and where multiple users are selected in

each time-slot (e.g. in MIMO systems). The real-world systems based on

Mobile WiMAX, HSDPA, WINNER I and LTE are considered to analyze the

proposed scheduling schemes. Results from simulations show that these

algorithms can improve the throughput guarantees in modern cellular net-

works compared to other well-known scheduling algorithms. Another goal

is to analyze the performance loss of such scheduling schemes in the case

of imperfect channel information at the base station. We also suggest a

rate back-off mechanism to reduce the outage probability in that case. Fur-

thermore, we also propose an approximate expression for the throughput

guarantee violation probability to analyze the performance of opportunis-

tic scheduling algorithms without conducting experimental investigations.

Such an expression can be very useful for the network providers.

Most of the research in joint bandwidth and power allocation for wire-
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less multi-user networks has focused on continuous rate, power, and band-

width allocations in the presence of perfect channel knowledge. However,

this is not the case with practical systems. In this dissertation, we there-

fore also consider the issue of discrete power and bandwidth allocation for

discrete-rate multi-user link adaptation with imperfect channel state infor-

mation. To be more specific, we discuss how the system can be designed

in such a scenario for (i) sum rate maximization and (ii) average power

minimization in a multi-user setting. The results show that with only a

few codes, we can approach the performance of systems that employ con-

tinuous (infinitely many) rates. We have also found that the correlation be-

tween predicted and actual values of the fading envelope affects the system

in the sense that the sum rate is reduced and average power consumption

is increased as the correlation is reduced.
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Chapter 1

Introduction

1.1 Motivation

The field of wireless communications has experienced huge growth in the

last decades. Various user applications have been developed, for example

voice over IP (VoIP), video conferencing and online-banking. These ap-

plications have widely contrasting requirements in terms of throughput,

delay, and reliability. Furthermore, the demand for efficient utilization of

radio resources has also increased considerably. The resources in question

can be, for example, bandwidth, time-slots, frequencies, or code-sequences.

Scheduling is a process of selecting the mobile users that are going to trans-

mit or receive information on the wireless channel in order to efficiently

utilize the radio resources, and fulfill certain quality-of-service (QoS) re-

quirements [Fattah and Leung, 2002]. Practically, it is hard to fulfill all the

requirements when designing a scheduling algorithm. In modern wireless

networks, opportunistic multi-user scheduling has been implemented in order

to obtain a more efficient utilization of the scarcely available radio spec-

trum. Opportunistic scheduling schemes can provide higher throughput

and increased QoS in wireless networks by giving priority to users with fa-

vorable channel conditions. For wireless networks carrying real-time traf-

fic, it is in the interest of both the customer and the network operator to

have more exact QoS measures. One such measure is a throughput guar-

antee, which will be defined formally in Section 1.8.1. Essentially, it is a

guarantee that a user will transmit/receive a certain amount of data within

the time-window. With regard to throughput guarantees, our motivation
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1. INTRODUCTION

in this thesis is to find the answer to the following questions:

• How can we quantify the throughput guarantees for a certain schedul-

ing algorithm without conducting experimental investigations?

• How can we maximize the throughput guarantees offered in wireless

networks with

– identical throughput guarantees for all the users, and/or

– different throughput guarantees for all the users,

when

– a single user is scheduled per time-slot?

– multiple users are selected in a single time-slot?

• What is the impact of imperfect channel information at the base sta-

tion on the offered throughput guarantees?

• How can the outage probability be controlled in the case of imperfect

channel information at the base station?

In practical wireless networks, the available transmission power and

bandwidth are limited resources. Therefore, joint bandwidth and power

allocation for wireless multi-user networks is essential in order to improve

the network performance. Most of the research in joint bandwidth and

power allocation for wireless multi-user networks has focused on continu-

ous rate, power, and bandwidth allocations in the presence of perfect chan-

nel knowledge. However, this is not the case with practical systems. In

this dissertation, we therefore would also like to find the answers to the

following questions:

• How can the system with discrete power and bandwidth allocation

for discrete-rate multi-user link adaptation be designed for

– sum rate maximization, and

– average power minimization?

• What is the impact of imperfect channel prediction on the perfor-

mance of such a system?

2
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The remainder of the chapter is organized as follows. In Section 1.2

and Section 1.3, we briefly discuss the characteristics of cellular wireless

network and wireless channel respectively. Main components of radio re-

source management are described in Section 1.4. Various scheduling algo-

rithms and the criteria to assess their performance are discussed in Sections

1.5-1.8. A brief literature survey is given in Section 1.9. In Section 1.10, an

outline of the rest of the dissertation is provided. A short summary of the

papers not included in this thesis is given in Section 1.11.

1.2 Cellular/Centralized Wireless Networks

A Cellular network architecture is typically divided into small sections

called cells. Within each cell, there is a fixed location transceiver known as

a base station with limited range. A cellular network also consists of mobile

stations, which are served by the base station. The mobile station is a device

used by the user, which can both transmit and receive information – this is

usually a mobile phone, but it can also be, for example, a personal digital

assistant (PDA), a computer, or a wireless sensor. Such an architecture is

often termed as centralized since most of the network activity is managed

by the network infrastructure, i.e., base stations, base station controllers,

and switches. An illustration is given in Figure 1.1.

In such a centralized system, the transmission from the base station to

the mobile users is denoted as downlink transmission and the transmission

from the mobile users to the base station is termed as uplink transmission.

Most communication systems are bi-directional. Duplexing techniques are

used to separate the uplink and downlink transmissions from each other.

In time-division duplexing (TDD), the time-slots are used to separate uplink

and downlink transmission. Another possibility is frequency-division du-

plexing (FDD), which assigns separate frequencies for uplink and downlink

transmission [Goldsmith, 2005].

1.3 Wireless Channel

1.3.1 Main Features

The strength of a wireless signal varies both in time and frequency. This

variation of the signal power can be attributed to the path loss caused by

3
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Base Station

User 1 User 3

User 2

FIGURE 1.1: Centralized Wireless Communication

the attenuation due to distance between the base station and the mobile

user, shadowing caused by signal energy loss due to obstacles e.g. build-

ings, trees etc., and multipath fading which results in rapid fluctuations of

the signal, and is caused by constructive and destructive interference of

multiple signal paths between the base station and the mobile user.

The fading is said to be slow if many successive symbols are affected

by a particular fade level, i.e. the symbol duration Ts [seconds] is much

smaller than the coherence time Tc [seconds] of the channel; otherwise it is

fast fading.

If all the spectral components of the signal are affected in a similar man-

ner, the fading is termed as flat. In this case, the signal bandwidth Bs [Hz] is

much smaller than the coherence bandwidth Bc [Hz] of the channel. On the

other hand, if the spectral components of the signal are affected differently,

the fading is frequency selective [Rappaport, 2002].
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1.3.2 Fading Channel Model

The multipath fading channel model between the base station and user i is

shown in Figure 1.2.

)(txi )(tyi

)(tni)(thi

× +

FIGURE 1.2: Channel Model

The received signal yi(t) can be written as

yi(t) = hi(t) · xi(t) + ni(t), (1.1)

where xi(t) is the complex-valued transmitted signal, ni(t) is complex-

valued additive white Gaussian noise (AWGN), and hi(t) is the complex-

valued channel response. Due to fading, the received carrier amplitude

is modulated by the fading gain gi(t) = |hi(t)|, with expectation Ωi =

E[g2
i (t)]. We define the instantaneous carrier-to-noise ratio (CNR) as [Si-

mon and Alouini, 2005]

γi(t) =
g2

i (t)P

N0W
, (1.2)

and the average CNR as

γ̄i =
ΩiP

N0W
, (1.3)

where P [Watt] is the transmit power, N0 [Watt/Hz] is the one-sided power

spectral density of AWGN noise, and W [Hz] is the transmission band-

width.

The Rayleigh fading model is commonly used to model multipath fading

with no direct line-of-sight (LoS) path. In this case, the probability density

function (PDF) of the CNR γi is given by [Simon and Alouini, 2005]

fγi
(γ) =

1

γ̄i
e
− γ

γ̄i . (1.4)

5



1. INTRODUCTION

The temporal correlation of the channel is both dependent on the speed v

[m/s] of the user and on the carrier frequency fc [Hz] of the channel. For

most of the simulations in this dissertation, we assume (modified) Jakes’

correlation model defined in [Zheng and Xiao, 2003]. The flat Rayleigh fad-

ing channel response hi(t) can in this case be modeled as sum-of-sinusoids,

and is given as

hi(t) = hI(t) + jhQ(t), (1.5)

with

hI(t) =
2

√

Np

Np

∑
m=1

cos(ϕm) cos

(

2π fDt cos

(

π(2m − 1) + θ

4Np

)

+ φ

)

,

hQ(t) =
2

√

Np

Np

∑
m=1

sin(ϕm) cos

(

2π fDt cos

(

π(2m − 1) + θ

4Np

)

+ φ

)

,

where

fD =
v fc

c
Hz (1.6)

is the maximum Doppler frequency shift, c [m/s] is the speed of light, ϕm,

φ and θ are uniformly distributed over [−π, π] for all m, and Np is the num-

ber of propagation paths. In Figure 1.3, typical realizations of the channel

gain g2
i (t) = |hi(t)|2 are plotted for different values of fD. We see that the

channel gain changes much slowly for smaller fD.

1.4 Radio Resource Management

Many different wireless standards have been developed during the last

decades [Freescale Semiconductor, 2007; Nomor Research: White Paper,

2006; Sternad, Svenson, and Klang, 2006; WiMAX Forum, 2006]. The char-

acteristics of these standards depend on the objectives of the wireless net-

work design. For example, the main design objectives for cellular networks

can be high throughput and fulfillment of the QoS requirements of the mo-

bile users. To be able to provide QoS to the users in a wireless network, radio

resource management (RRM) should be implemented. RRM can be defined

as the process of controlling the radio resources with an aim to maximize

the overall system performance [Hasu, 2007; Zander, 1997; Zhang, Hu, and

Fujise, 2007].
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FIGURE 1.3: Channel gain using modified Jake’s model

1.4.1 Static Radio Resource Management

Static radio resource management (SRRM) deals with the management and

planning of fixed system characteristics. Three important fixed characteris-

tics are the system architecture, the available frequency spectrum, and the

access techniques implemented in the system.

1.4.1.1 System Architecture

The main issues to be considered while planning the system architecture

are the location of the base stations, the number and type of antennas per

base station or mobile terminal, the complexity of the equipment, and the

available transmission power.
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1.4.1.2 Frequency Spectrum

In most countries the frequency spectrum is publicly regulated to limit the

interference between different systems. This means that each network op-

erator governs his own share of the frequency spectrum and can deploy

wireless networks that operate on these frequencies. There are also unli-

censed parts of the frequency spectrum that can be used freely.

1.4.1.3 Multi-user Access Schemes

Access schemes are implemented so that multiple users can share the same

physical channel, and they are designed to exploit the architecture and

the available frequency spectrum in the most efficient way. Commonly

used access techniques are ALOHA-based techniques (e.g. CSMA/CA),

time-division multiple access (TDMA), frequency-division multiple access

(FDMA), code-division multiple access (CDMA), or space-division multi-

ple access (SDMA). In TDMA, the users share the resource over time and

only one user transmits or receives at a particular time. In FDMA, the users

transmit and receive simultaneously, but over different frequency bands. In

CDMA the users are not separated in either time or frequency, but by the

use of codes. SDMA uses direction (using directional antennas) which can

be channelized and assigned to different users [Goldsmith, 2005].

1.4.2 Dynamic Radio Resource Management

Due to the temporally and spatially varying channel quality of each of the

mobile users in the network, the efficiency of the network will also vary

with time. In addition, a wireless network in full use will also have a con-

stantly changing number of mobile users, each having changing number

of applications needing to transmit or receive data over the network. Dy-

namic radio resource management (DRRM) is related to the management of

these constantly changing characteristics of the wireless network.

In the following, we discuss some of the parts of the DRRM briefly.

1.4.2.1 Link Adaptation

Link adaptation, or adaptive coding and modulation (ACM), refers to a set

of techniques where the modulation, coding rate, transmit power and/or

other signal parameters are adapted according to the changing channel

8
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conditions. For example, we can adapt the transmit power to have a con-

stant received CNR, or we can transmit at higher data rates when the chan-

nel conditions are more favorable [Goldsmith, 2005].

The base station requires the channel state information (CSI) from all

the mobile users for the process of link adaptation. This information can,

for example, be obtained from the deterministically known pilot-symbols

transmitted in-between the data symbols [Duong and Øien, 2007].

A wide range of link adaptation techniques have been developed dur-

ing the last decades and most modern wireless systems and standards have

implemented such techniques [Alouini and Goldsmith, 2000; Cavers, 1972;

Gjendemsjø, Øien, Holm, Alouini, Gesbert, Hole, and Orten, 2008; Gold-

smith and Chua, 1997; Hole, Holm, and Øien, 2000; Holm, Øien, Alouini,

Gesbert, and Hole, 2003; Svensson, Øien, Alouini, and Sampei, 2007; Tao

and Czylwik, 2011; Webb and Steele, 1995].

1.4.2.2 Call Admission Control

Fulfilling the QoS for all the users in wireless networks is a challenging

problem due to the scarcity of wireless resources and mobility of the users.

Call admission control (CAC) is a mechanism that restricts the access to

the network based on resource availability in order to prevent network

congestion and service degradation for already selected users [Fang and

Zhang, 2002; Ghaderi and Boutaba, 2006]. A new user is not admitted if

there are not enough resources to meet the QoS requirements of the new

user without violating the QoS for already accepted users. This denial of

admission is termed as call blocking [Ghaderi and Boutaba, 2006]. If a user’s

application is degrading the QoS of many other users, this troublesome

user should perhaps be dropped from the network. This procedure is of-

ten called call dropping. In general, call dropping is considered to have a

more negative impact from the user’s point of view than call blocking. A

good CAC scheme should balance the call blocking and the call dropping

in order to provide the desired QoS requirements [Fang and Zhang, 2002].

1.4.2.3 Mobility Management

The goal of the mobility management is to support mobile users enjoying

their calls while simultaneously roaming freely without the disruption of

communications.

9
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There are two main aspects of the mobility management; location man-

agement and handoff management [Sun, Howie, and Sauvola, 2001]. Loca-

tion management concerns how to locate a mobile user, track its movement,

and update the location information. When a mobile user moves from one

cell to another, the call may have to be handed off to another cell. Handoff

management focuses mostly on the issues related to this handoff.

1.4.2.4 Scheduling

In a cellular/centralized network (Figure 1.1), the scheduling decision is

taken by the base station both for the downlink and uplink transmission.

The downlink transmission is carried out by the base station while each

mobile user performs the uplink transmission. Therefore, the base station

needs to distribute the scheduling decision to the scheduled users for each

time-slot in the uplink.

There are two main categories of scheduling, opportunistic and non-

opportunistic, which will be discussed in the Sections 1.5 and 1.6 respec-

tively.

1.5 Non-Opportunistic Scheduling

Non-opportunistic scheduling algorithms do not take channel conditions into

account when selecting a user to transmit or receive in the next time-slot.

A few examples of such algorithms are round robin scheduling, first in first

out scheduling, and largest weighted delay first scheduling.

1.5.1 Round Robin Scheduling

One of the simplest schedulers used in TDMA systems is round robin (RR)

scheduler which schedules the users in a sequence, one after the other.

Thus each user is assigned equal number of time-slots in general. The RR

scheduling algorithm for selecting a single user in each time-slot can be

formulated as follows:

i∗(n) = n mod N, (1.7)

where i∗(n) denotes the index of the selected user at time-slot n, N is the

number of users in the network, and mod is the modulo operator which

returns the remainder of the division of one number by another.

10
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Round robin scheduling is easy to implement and starvation-free. The

disadvantage with this type of scheduling is that if a user has no data to

send, it still gets the channel for fixed number of time-slots and wastes

system resources.

1.5.2 First In First Out Scheduling

First in first out (FIFO) scheduler is another simple scheduler that schedules

the users according to their waiting times. The user i whose head-of-the-

line (HOL) packet has spent the largest time at the base station is selected

for transmission in time-slot n:

i∗(n) = argmax
1≤i≤N

Wi(n), (1.8)

where Wi(n) [seconds] is the HOL packet delay in user i’s buffer at the

beginning of time-slot n. This algorithm can be used both for uplink and

downlink scheduling since Wi can denote the delay of the HOL packets

in either the users’ output buffers on the uplink or the buffers at the base

station containing packets for downlink transmission to each of the mobile

users.

1.5.3 Largest Weighted Delay First Scheduling

In [Stolyar and Ramanan, 2001], largest weighed delay first (LWDF) schedul-

ing algorithm is proposed which selects a user whose weighted delay φiWi(n)

is maximum.

i∗(n) = argmax
1≤i≤N

φiWi(n), (1.9)

where Wi(n) is defined as above, and φi is a constant denoting the priority

given to user i. If all the users are given equal priority, LWDF scheduler

reduces to FIFO scheduler.

1.6 Opportunistic Scheduling

Opportunistic Scheduling algorithms take channel conditions into account

when selecting a user. The mobile user that has the best channel condi-

tions, as measured by some metric, is given priority to transmit or receive

data in the next time-slot. By giving priority to this user, the system per-

formance (based on a certain QoS measure) will improve. This is due to

11
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the multi-user diversity (MUD) effect: when there are many users with inde-

pendently fading channels, at any one time there is a high probability that

one of the users will have a strong channel. By allowing only that user to

transmit, the resources are used in the most efficient manner and the to-

tal system throughput is maximized. The larger the number of users, the

stronger tends to be the strongest channel, and the more the multi-user di-

versity gain [Tse and Viswanath, 2005]. This MUD is inherent in the system

and we do not need to create it in contrast to time, frequency or space di-

versity. The MUD gain arises due to improvement in the channel gain from

gi(n) to maxi gi(n) in time-slot n with N users in the system. However, al-

ways selecting the user with the best channel conditions can result in the

starvation of other users, since channel conditions often change slowly. To

avoid such starvation, it is important to consider different QoS demands of

the users in addition to the channel conditions when designing scheduling

algorithms.

Opportunistic scheduling requires the availability of the CSI at the base

station. However, this information is already available from the link adap-

tation. If it is assumed that all the users’ CSI is available for each time-slot,

the base station can use this information to perform scheduling on a per

time-slot basis.

Some of the well-known opportunistic scheduling algorithms are dis-

cussed below:

1.6.1 Maximum Carrier-to-Noise Ratio Scheduling

The maximum carrier-to-noise ratio scheduling (MCS) algorithm is the sim-

plest opportunistic scheduling algorithm. In time-slot n, the MCS algo-

rithm schedules the user with the highest CNR [Knopp and Humblet, 1995]:

i∗(n) = argmax
1≤i≤N

γi(n), (1.10)

where γi(n) is the CNR of user i in time-slot n. The MCS algorithm max-

imally exploits the MUD in a time-slotted system where only one user is

scheduled at a time. However, this algorithm is not fair and may result in

the starvation of other users, as discussed above.
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1.6.2 Normalized Carrier-to-Noise Ratio Scheduling

The normalized carrier-to-noise ratio scheduling (NCS) algorithm schedules

the user that has the highest ratio of instantaneous to average CNR in the

time-slot n [Yang and Alouini, 2006]:

i∗(n) = argmax
1≤i≤N

γi(n)

γ̄i
, (1.11)

where γ̄i is the average CNR of user i. The NCS algorithm increases the

fairness of the system.

1.6.3 Proportional Fair Scheduling

The proportional fair scheduling (PFS) algorithm is described in [Chapon-

niere, Black, Holtzman, and Tse, 2002; Holtzman, 2001; Viswanath, Tse, and

Laroia, 2002]. The base station keeps track of the average throughput Ti of

each user in an exponentially weighted time-window of length tc [seconds].

Before making a scheduling decision in time-slot n, the base station receives

the requested rates ri(n)s from all the users, and schedules the user i∗(n)
as follows:

i∗(n) = argmax
1≤i≤N

(

ri(n)

Ti(n)

)

(1.12)

For each user i, the average throughput Ti(n) is updated with an exponen-

tially weighted factor, and is given by

Ti(n + 1) =







(

1 − 1
tc

)

Ti(n) +
1
tc

ri(n), i = i∗(n)
(

1 − 1
tc

)

Ti(n), i 6= i∗(n)
(1.13)

When there are many users in a cell, this algorithm ensures both that the

users are scheduled close to their own peak CNR and that they have the

same probability of being scheduled in a randomly picked time-slot [Avi-

dor, Mukherjee, Ling, and Papadias, 2004].

1.6.4 Opportunistic Round Robin Scheduling

In [Kulkarni and Rosenberg, 2003], the idea of opportunistic round robin

(ORR) algorithm was first proposed. This algorithm is stated as an op-

timization problem where the throughput over a time-window of K = N

13
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time-slots has to be maximized, subject to the constraint that all the N users

should get exactly one time-slot each within the time-window.

A practical version of this algorithm is described in [Johansson, 2004],

where the N users are scheduled in a round of K = N time-slots as follows:

In the first time-slot, the user with the highest CNR is selected. This user is

then not considered in the remaining N − 1 time-slots. For the next time-

slot the user with the highest CNR of the remaining users is scheduled. This

procedure is repeated until the Nth time-slot, where the last remaining user

is scheduled. The scheduling process then starts all over again with a new

round of N time-slots.

1.6.5 Normalized Opportunistic Round Robin Scheduling

If the average CNRs of the users are spread far apart, the ORR algorithm

will become non-opportunistic, i.e., the user with the highest average CNR

will always be scheduled in the first time-slot of a round, the user with the

second-highest average CNR will be scheduled in the second time-slot, and

so on. In such a scenario, it is better to combine the ORR algorithm with

the NCS algorithm to yield a higher system spectral efficiency. This algo-

rithm is called the normalized opportunistic round robin (NORR) scheduling

algorithm [Ji, Yang, Zhou, M.Takai, and Bagrodia, 2004]. In each time-slot

n, the user with the highest ratio γi(n)/γ̄i is scheduled. The rest of the pro-

cedure of NORR scheduling algorithm is same as that of ORR algorithm.

1.6.6 Modified Largest Weighted Delay First Scheduling

In [Andrews, Kumaran, Ramanan, Stolyar, Vijayakumar, and Whiting, 2000;

Andrews, Kumaran, Ramanan, Stolyar, Whiting, and Vijayakumar, 2001],

a modified version of the LWDF algorithm is proposed which takes both

the user’s channel conditions and the delay of packets into account. This

is called modified largest weighted delay first (MLWDF) scheduling algorithm.

The MLWDF algorithm schedules a user which maximizes

i∗(n) = argmax
1≤i≤N

(

φiWi(n)
ri(n)

R̄i

)

, (1.14)

where Wi(n) and φi are defined above, and R̄i [bits/second] is the average

rate for user i.
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1.7 Scheduling Multiple Users per Time-Slot

In the previous sections, scheduling algorithms for scheduling single user

in each time-slot were discussed. However, in modern wireless networks

it is often possible to schedule more than one user in each time-slot. In this

section, we discuss some techniques that enable the selection of multiple

users in a single time-slot.

1.7.1 MIMO Systems

Multi-user multiple-input multiple-output (MIMO) systems can be divided

into two categories: MIMO broadcast channels (MIMO BC) and MIMO

multiple access channels (MIMO MAC) for downlink and uplink transmis-

sions, respectively.

In multi-user MIMO systems, the achievable capacity gains are limited

by the number of receive antennas at each user. In the case of a single

receive antenna, the base station should send data to multiple users simul-

taneously in order to achieve the capacity gains [Jagannathan, Borst, Whit-

ing, and Modiano, 2006]. It is shown in [Jindal and Goldsmith, 2005] that

the capacity gain over a MIMO system where only the user with the best

channel is scheduled in each time-slot, is approximately min(M, N), where

M is the number of transmit antennas at the base station, and N is the num-

ber of mobile users. The Shannon capacity of such systems can be obtained

by using dirty paper coding (DPC) [Caire and Shamai, 2003; Viswanath and

Tse, 2003]. However, DPC is difficult to implement in practical systems.

It has been shown that systems using beamforming, where a group of users

with the best semi-orthogonal channels are scheduled in each time-slot, can

come close to the performance of DPC [Sharif and Hassibi, 2005].

1.7.2 OFDM/OFDMA Systems

With orthogonal frequency division multiplexing (OFDM), it is also possible

for more users to transmit or receive within a time-slot. In OFDM, the

channel bandwidth is divided into multiple sub-carriers, and each sub-

carrier in each time-slot can be allocated to different users [Lawrey, 1999;

Wong, Cheng, Letaief, and Murch, 1999]. Scheduling sub-carriers in this

way means that the MUD can be further exploited and that it is easier

to fulfill QoS guarantees within a time-window. Various scheduling algo-
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rithms for multi-user OFDM (also known as OFDMA) have been proposed

in literature [Conte, Tomasin, and Benvenuto, 2008; Girici, Zhu, Agre, and

Ephremides, 2010; Nguyen and Han, 2006; Zhang, He, and Chong, 2005].

Allocating different sub-carriers to different users, however, requires

that the signals for/from all the users are time and frequency synchronized

to each other. Analysis of the impact of the time and frequency synchro-

nization errors on the system performance is carried out in [Mostofi and

Cox, 2006; Stemick and Rohling, 2007].

1.7.3 CDMA Systems

CDMA systems also allow multiple users to transmit or receive data in a

single time-slot. Each user is assigned a code that is different from the

codes of other users that share the same radio channel. However, every

user will receive interference from every other user due to non-zero cross-

correlations between different users’ codes. Moreover in the uplink, signals

originating from different users will arrive at the base station with unequal

power levels because of different locations within the cell. A distant user

whose received signal at the base station is low will suffer due to the in-

terference from the nearby user whose received signal level is high. This

is known as the near-far problem. Power control is therefore important to

reduce the interference in a CDMA-based network [Maruddani and Kur-

niawan, 2010; Sung and Wong, 2001]. Moreover, the throughput can be in-

creased further by using superposition coding with successive interference

cancellation (SCSIC) [Madkour, Gupta, and Wang, 2002].

1.8 Performance Criteria for Scheduling Algorithms

In the following, we discuss some possible performance criteria for the

scheduling algorithms.

1.8.1 Throughput Guarantees

With real-time traffic transmitted over wireless networks, the need for more

exact QoS measures is in the interests of both network operators and cus-

tomers. The customers want to know what they have bought and the oper-

ators would rather not give away more network capacity to the customers
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than they have paid for. A measure that is well suited to quantify QoS guar-

antees exactly is a throughput guarantee, which is defined as the number of

bits B, a user is guaranteed to transmit or receive within a time-window TW

[seconds]. Throughput guarantees can in principle be either hard (determin-

istic) or soft (statistical) [Ferrari, 1990]:

• Hard throughput guarantees promise with unit probability that a guar-

antee will be fulfilled over a time-window TW , i.e.,

b ≥ B, (1.15)

where b is the actual number of bits provided by the system over the

time-window TW .

• The soft throughput guarantees promise with a lower than unity – but

preferably high – probability that the specified throughput guarantee

will be fulfilled, i.e.,

Pr[b ≥ B] ≥ ζB, (1.16)

where ζB is a lower bound on the probability that the system will

provide a throughput greater than the one promised to the user. The

parameter ζB should be as close to unity as possible.

For telecommunication networks in general, and for wireless networks

in particular, soft throughput guarantees are more suitable for specifying

QoS than hard throughput guarantees. This is due to the varying number

of users, varying loads from the applications of these users, and the varying

quality of the radio channel.

Definition 1.1 (Throughput Guarantee Violation Probability (TGVP)) The

probability of not fulfilling a throughput guarantee B [bits] within a specified time-

window TW [seconds], averaged over all N users in the system [Hassel, Øien, and

Gesbert, 2007].

For a specific user i, the TGVPi is the probability of the number of bits bi

transmitted to or from it within a time-window TW being below Bi, and is

denoted as:

TGVPi = Pr[bi < Bi], i = 1, 2, · · ·, N. (1.17)

The TGVP for the overall system is then given as

TGVP =
1

N

N

∑
i=1

TGVPi. (1.18)
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Throughput guarantees in most cases cannot be given with absolute

certainty (i.e., we focus on soft throughput guarantees). It is however im-

portant that the guaranteed number of bits Bi within the time-window TW

should be promised with high probability. This means that when assessing

the relative behavior of different scheduling algorithms, the TGVP perfor-

mance of the algorithms close to TGVP ∼= 0 is the most interesting [Hassel,

de la Kethulle de Ryhove, and Øien, 2007; Rasool, Hassel, de la Kethulle de

Ryhove, and Øien, 2011].

1.8.2 Average System Spectral Efficiency

The Average System Spectral Efficiency (ASSE) is an important performance

measure when designing the scheduling algorithms. ASSE is defined as

the theoretically attainable throughput per bandwidth [bits/s/Hz], aver-

aged over all the N users in the system. The expression for the ASSE for

constant-power, optimal rate adaptation, assuming AWGN noise, is de-

fined as [Goldsmith and Varaiya, 1997]:

ASSE =
N

∑
i=1

p(i)
∫ ∞

0
log2(1 + γ) fγ∗(γ|i) dγ, (1.19)

where p(i) is the access probability of user i, and fγ∗(γ|i) is the PDF of the

CNR of user i when this user is selected. This definition of ASSE assumes

that only one user is scheduled at every time-slot.

1.8.3 Fairness

Fairness is a measure of how equally the radio resources are allocated among

the mobile users. A commonly used fairness measure is Jain’s Fairness Index

(JFI) [Hassel, Hanssen, and Øien, 2006; Jain, Chiu, and Hawe, 1984]:

JFI =
(EK[X])2

EK[X2]
, (1.20)

where X is a random variable describing the amount of resource allocated

to a user, and EK[·] is the expectation calculated over the distribution of the

resource allocation over K time-slots.

The scheduling algorithms that achieve high fairness over a relatively

short time-window are termed as short-term fair, while the algorithms that

obtain high fairness over an infinitely long time-window are called asymp-

totically fair [Hassel et al., 2006].
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1.8.4 Delay

Delay can be defined as the time from the service provider sending the data

to the user receiving it. The delay requirements can also be hard or soft

[Ferrari, 1990]:

• Hard Delay Guarantee:

d ≤ D, (1.21)

where d is the delay with which the data sent by the service provider

is received by the user, and D is the maximum delay that is promised.

• Soft Delay Guarantee:

Pr[d ≤ D] ≥ ζD, (1.22)

where ζD is a lower bound on the probability of timely data delivery.

Real-time applications such as VoIP and video conferencing have strict de-

lay requirements. Outdated packets cannot be used and are discarded by

the system. Higher priorities can be given to the applications that have

stringent delay requirements.

1.8.5 Power/Energy Consumption

The performance criterion for some networks is low power/energy con-

sumption [Miao, Himayat, Li, and Swami, 2009]. Wireless sensor networks

is an example of such networks. Since sensors typically run on small bat-

teries, management of the available energy directly impacts the sensor net-

work’s operation lifetime and performance. Therefore, the schemes that

optimize the sensor’s energy consumption have great importance [Cardei,

Thai, Li, and Wu, 2005].

1.9 Literature Survey

In this section, we review some articles that focus on providing throughput

guarantees to the users in the network.

As mentioned earlier, opportunistic multi-user scheduling gives higher

throughput in a wireless cell than non-opportunistic algorithms like Round

Robin algorithm. However, always selecting the users with the best chan-

nel quality may lead to starvation of other users. A better approach is to
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have a fair resource allocation among the users, e.g., by using PFS algo-

rithm.

A general framework for opportunistic scheduling is presented in [Liu,

Chong, and Shroff, 2003], along with three general categories of scheduling

problems under this framework. The third category, i.e. minimum perfor-

mance requirement discusses the scenario that is similar to the scenarios con-

sidered in this dissertation. A stochastic-approximation-based algorithm

is also provided to estimate the key parameters of the scheduling scheme

online. However, the merit and novelty of our work is that our scheduling

algorithms are significantly simpler and thus more applicable than the one

proposed in [Liu et al., 2003].

In [Andrews, Qian, and Stolyar, 2005], Andrews et al. propose schedul-

ing algorithms that aim at fulfilling throughput guarantees by giving differ-

ent priorities to the users depending on how far they are from their max-

imum and minimum throughput guarantees. One of the problems with

this algorithm is that it takes action only when a throughput guarantee has

been violated. The authors have therefore shown in [Andrews et al., 2005],

how time parameters of their algorithm can be set shorter than the actual

time-window of interest to alleviate this issue. The scheduling algorithms

proposed in this thesis try to fulfill the throughput guarantees before they

are violated.

A utility-based predictive scheduler is proposed in [Redana, Frediani,

and Capone, 2008] that focuses on fulfilling the throughput guarantees by

predicting the future channel conditions and adopting the rates accord-

ingly. At the current time-slot, it schedules the user whose future channel

conditions would make it more difficult to provide the throughput guaran-

tees.

Borst and Whiting have elegantly proved that a certain scheduling pol-

icy provides the highest throughput guarantee for wireless networks [Borst

and Whiting, 2003]. However, they briefly argue that the rate distributions

of the users are unknown and they have therefore not shown how this op-

timal scheduling policy can be found for users with differently distributed

CNRs.

While much research has been done on providing long-term through-

put guarantees, little work has addressed how to guarantee the short-term

throughput to the users. The research in short-term performance has mainly

focused on fairness issues. Our proposed adaptive scheduling algorithms
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are thus significant. We now discuss some works that focus on short-term

throughput guarantees specifically.

In [S. Lu and Srikant, 1999], the authors extend wireline scheduling

policies to wireless networks and present wireless fair scheduling policies

which give short-term and long-term throughput guarantee bounds.

The authors in [Kastrinogiannis and Papavassiliou, 2007], have ana-

lyzed and evaluated the problem of real-time users’ short-term QoS prob-

abilistic properties, in terms of maximum delay and minimum received

throughput guarantees, under basic opportunistic scheduling policies (MCS

and PFS). In [Kastrinogiannis and Papavassiliou, 2008], the authors argued

that the probabilistic delay constraints are insufficient indicators of real-

time QoS requirements, and probabilistic short-term throughput guaran-

tees are more appropriate criteria. Based on this argument, they developed

and evaluated a utility based opportunistic resource allocation algorithm

which aims at the minimization of real-time users’ short-term TGVPs.

An algorithm aimed specifically at providing short-term throughput

guarantees has been proposed in [Chen and Jordan, 2009]. However, this

algorithm achieves a significantly lower average long-term throughput as

compared to MCS or PFS algorithm.

In [Bang, Ekman, and Gesbert, 2008], the authors proposed a predic-

tive proportional fair algorithm and showed that its short-term throughput

performance is better than the PFS algorithm.

1.10 Outline of the Thesis

The rest of the dissertation is organized as follows:

Chapter 2: In Chapter 2, we develop an expression for the approximate

TGVP for users in time-slotted networks with the given cumulants of

the distribution of bit-rate in a time-slot, and a given distribution for

the number of time-slots allocated within a time-window. Through

simulations, it is shown that this TGVP approximation is tight for a

realistic wireless network with moving users and correlated channels.

This chapter is based on [Rasool et al., 2011; Rasool and Øien, 2011a].

Chapter 3: We formulate an optimization problem which aims at maxi-

mizing the throughput that can be guaranteed to the mobile users

in Chapter 3. By building on results obtained by Borst and Whiting
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and by assuming that the distributions of the users’ CNRs are known,

we find the solution to this problem for users with different channel

quality distributions, for both the scenario where all the users have

the same throughput guarantees, and the scenario where all the users

have different throughput guarantees. Based on these solutions, we

also propose two simple and low complexity adaptive scheduling

algorithms that perform significantly better than other well-known

scheduling algorithms. We also analyze the ASSE and fairness of the

proposed optimal scheduling algorithm in this chapter.

This chapter is based on [Hassel et al., 2007; Rasool et al., 2011; Rasool

and Øien, 2010a,b].

Chapter 4: In Chapter 4, we assume that a maximum a posteriori (MAP)

predictor is employed for the CNR prediction, so that the system

takes the feedback delay and the channel noise into account. We then

investigate the effect of imperfect channel prediction and delay on

the throughput guarantees promised to all the users in the wireless

network. A procedure to reduce the probability of outage in case of

imperfect channel prediction is also proposed.

This chapter is based on [Rasool and Øien, 2012b].

Chapter 5: We formulate an optimization problem that aims at maximizing

the throughput guarantees offered in a MIMO broadcast channel in

Chapter 5. We also propose two scheduling algorithms that make use

of orthonormal random beamforming, and try to fulfill the through-

put guarantees promised to all the mobile users. The scheduling al-

gorithms are designed for two different beamforming scenarios. In

the first scenario, random beams are used for all the selected users,

whereas transmit beamforming is used for the first selected user in

the second scenario.

This chapter is based on [Rasool and Øien, 2011b,c].

Chapter 6: In Chapter 6, we consider the issue of discrete power and band-

width allocation for discrete-rate multi-user link adaptation with im-

perfect channel state information. To be more specific, we discuss

how the ACM scheme can be designed in such a scenario for i) sum

rate maximization and ii) average power minimization in a multi-

user setting.
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This chapter is based on [Rasool and Øien, 2012a].

Chapter 7: We conclude with the main contributions of this research work

in Chapter 7. We also discuss some of the open problems and their

impact on the improvement of proposed scheduling schemes.

Appendix A: In Appendix A, we show how to obtain the set TN
i by ex-

panding the product in (2.16).

Appendix B: In this appendix, we derive the expression for Ψ(x) that is

used in (2.21).

Appendix C: In Appendix C, we analyze the correctness of the parameters

of the TGVP expression for the MTGS algorithm, derived in Section

3.6.

Appendix D: The expressions for the ASSE of the RR, MCS and NCS algo-

rithms is provided in Appendix D.

Appendix E: In Appendix E, the expressions for the time-slot and through-

put fairness for the RR, MCS and NCS algorithms is provided.

Appendix F: We derive (4.14) in Appendix F.

1.11 Papers Not Included in the Thesis

In addition to the publications that this thesis is based on, the author has

also contributed to the following papers, as mentioned briefly in the fol-

lowing:

• J. Rasool, G. E. Øien, J. E. Håkegård and T. A. Myrvoll “On mul-

tiuser MIMO capacity benefits in air-to-ground communication for

airport traffic management,” in Proc. International Symposium on Wire-

less Communication Systems (ISWCS’ 09), Siena, Italy, pp. 458 - 462,

Sept 2009. [Rasool, Øien, Håkegård, and Myrvoll, 2009]

• J. Rasool and G. E. Øien, “Multiuser MIMO systems for spectrally ef-

ficient communications in future aeronautical services,” in VERDIKT

Conference, Oslo, Norway, Nov 2009. [Rasool and Øien, 2009]

There is an urgent need to increase the capacity of air-to-ground com-

munication systems for future aeronautical communication services.
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In these papers, we have investigated the utilization of multi-user

MIMO communication strategies in aeronautical communication, since

it can offer high capacity gains. We model airplane-Air Traffic Control

(ATC) communication architecture on a MIMO MAC system. Our fo-

cus is primarily on LoS channels since it is the most appropriate chan-

nel model for most air-to-ground communications except for commu-

nications with airplanes located at the gate. We model the antennas

at the ATC as a uniform linear array (ULA) and quantify the poten-

tial capacity performance of MIMO MAC systems when employed in

future air-to-ground communication scenarios. As a by-product we

also determine the appropriate spacing between the antennas to be

deployed at the ATC tower, so that the maximal achievable capacity

gains are realized. This spacing is an important parameter when de-

ciding whether or not such systems are implementable in practice.

Since we operate at high frequencies (1 GHz corresponding to L-

band), it turns out that the required antenna separation is of the order

of a few centimeters. This will allow us to use ULAs with many an-

tennas at the ATC tower, thus realizing large potential capacity gains.

Indeed, if we want to employ a very large number of antennas, we

can use the whole terminal building for that purpose. This would al-

low us to utilize MIMO MAC communication to efficiently improve

the system capacity, which is sorely needed for future aeronautical

services.
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Chapter 2

Quantifying the Offered

Throughput Guarantees

As mentioned before, the search for more exact QoS measures is in the

interests of both the network operators and the customers. This is more

true for real-time traffic transmitted over wireless networks. The customers

want to know what they have bought, and the operators would rather not

give away more network capacity to the customers than they have paid

for. A measure that is well suited to quantify QoS guarantees exactly is a

throughput guarantee, as defined in Section 1.8.1. In real-world wireless net-

works, it is valuable for the network providers if they are somehow able

to quantify the (soft) throughput guarantees for a certain scheduling algo-

rithm without conducting experimental investigations. The advantage of

this quantification is two-fold; first, it will make it easier for them to offer

a service that is tailor-made to the user applications that are to be transmit-

ted. Secondly, they do not have to over-dimension their wireless networks

to fulfill the QoS demands of the users.

In this chapter, we develop an expression for the TGVP (see Section

1.8.1) for users in time-slotted networks, for any scheduling algorithm, un-

der the assumption of given cumulants (at least the first two cumulants cor-

responding to the mean and variance) of the distribution of the bit-rate in

a time-slot, and a given distribution for the number of time-slots allocated

within a time-window. We shall also show that our TGVP approximation is

accurate for a wireless network, with fast moving users having correlated

channels.
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In [Hassel et al., 2007], the authors have also derived an approximate

expression for TGVP by using the central limit theorem. Although their ex-

pression in practice provides a very good TGVP approximation, we argue

that since the users are generally offered (soft) throughput guarantees with

close to unit probability, the probability of violating a throughput guaran-

tee is very small, i.e. close to zero. Therefore, violation of the throughput

guarantee should be treated as a rare event. Large deviation theory (LDT)

is a branch of probability theory that deals with rare events, and provides

asymptotic estimates for their probabilities. We shall use Cramér’s theorem

from LDT to derive a novel approximate TGVP expression.

The rest of the chapter is organized as follows. In Section 2.1 we present

the system model, and in Section 2.2, we derive the expression for the ap-

proximate TGVP. In Section 2.3, we derive the equations for the necessary

parameters of the TGVP expression for MCS and NCS algorithms. We pro-

vide the system/simulation parameters in Section 2.4, and present our nu-

merical results in Section 2.5. A brief summary of the chapter is given in

Section 2.6.

This chapter is based on [Rasool et al., 2011; Rasool and Øien, 2011a].

2.1 System Model

We consider a single base station that serves N backlogged users using

time-division multiplexing (TDM). The analysis conducted in this chap-

ter is valid both for the uplink and the downlink; in either case we assume

that the total available bandwidth for the users is W [Hz] and that the users

have constant transmit power. Each user estimates his CNR perfectly, and

it is assumed that the base station receives these measurements from all

the users before downlink scheduling is performed. Uplink scheduling for

each time slot is also performed by the base station based on perfect chan-

nel knowledge, and the scheduling decision is distributed to the selected

user before uplink transmission starts.

The communication channel between the base station and all the users

is modeled by a flat, Rayleigh block-fading channel subject to AWGN noise;

and it is assumed that the communication channels corresponding to the

different users fade independently. The duration of a block is taken as one

time-slot, and is denoted as TTS [seconds]. To obtain our analytical results

we assume that the CNR values from time-slot to time-slot are uncorre-
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lated. However, for simulations, we assume that the CNR values corre-

sponding to different time-slots are correlated. The correlation model used

in our simulations is described in Section 1.3.2.

The average CNR of user i, denoted by γ̄i, is assumed to be constant

in the time-window over which the throughput guarantees are calculated.

This can be realistic for a real-life wireless network because the average

CNR of the users’ CNR distributions normally changes on a time-scale of

several seconds, while the throughput guarantees are often calculated over

time-windows of less than one hundred milliseconds [Hassel et al., 2007].

The probability distributions of the CNRs of all the users are assumed

to be known perfectly at the base station. In modern cellular standards like

HSDPA, LTE and Mobile WiMAX [WiMAX Forum, 2006], much of the in-

formation needed for obtaining precise probability distribution estimates is

already available. For link adaptation, modern cellular networks have pre-

cise, real-time CNR estimates of the users. These channel quality estimates

can also be used to obtain estimates of the probability distributions of the

CNRs of each one of the users.

It is also assumed that the population of backlogged users is constant

and equal to N. This is a realistic assumption since the separation of time-

scales makes the population of backlogged users nearly static; i.e., the pop-

ulation of backlogged users changes much slower than the time-window

over which the throughput guarantees are calculated [Borst and Whiting,

2003].

We further assume that the users always have data to send. This is

a realistic assumption for real-time applications because the packet flow

from such applications is relatively constant [Hassel et al., 2007].

Finally, it is also assumed that only one user can be scheduled in a time-

slot.

2.2 Derivation of (Approximate) TGVP Expression

In this section, we derive an expression for the approximate TGVP, that can

be used to specify achievable soft throughput guarantees in the network.

It is assumed that the data is being transmitted over a time-slotted block

fading channel, and user i is promised a throughput guarantee of Bi bits

over a time-window TW constituting K time-slots.
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Within a time-window consisting of K time-slots, a user will get either

a total of 0, 1, 2, · · · , K − 1 or K time-slots, but no two of these concurrently.

Therefore the allocation of different number of time-slots to a user i con-

stitutes mutually exclusive events. Using the law of total probability, the

TGVP for user i, given in (1.17), can thus be expressed as follows:

TGVPi = Pr[bi < Bi]

= Pr[bi < Bi|0] · pK(0|i)
+ Pr[bi < Bi|1] · pK(1|i)
...

+ Pr[bi < Bi|K] · pK(K|i), (2.1)

where Pr[bi < Bi|k] denotes the TGVP when user i is allocated k time-slots

and pK(k|i) is the probability that user i gets k time-slots out of K time-slots.

We denote the number of bits transmitted to or from user i within the

jth time-slot he is scheduled by bi,j. We consider a system having constant

transmit power and capacity-achieving codes, which operate at the Shan-

non capacity limit. bi,j is then given as

bi,j = TTSW log2(1 + γi,j),

where γi,j is the CNR in the jth time-slot user i is scheduled, and TTS is

the length of the time-slot in seconds. The mean and variance of bi,j are

denoted by µbi,j
and σ2

bi,j
respectively, and are given as follows:

µbi,j
= m1 = E[bi,j], (2.2)

and

σ2
bi,j

= m2 − m2
1 = E[b2

i,j]− (E[bi,j])
2, (2.3)

where ml is the lth order moment of the distribution of bi,j.

The probability for violating the throughput guarantee Bi when k out of

K time-slots are allocated to the user i can be given as:

Pr[bi < Bi|k] = Pr

[

k

∑
j=1

bi,j < Bi

]

= Pr

[

b̄i,k <
Bi

k

]

, (2.4)
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where

b̄i,k =
1

k

k

∑
j=1

bi,j

is the average number of bits being transmitted to or from user i when he

is allocated k time-slots, and we assume that µb̄i,k
and σ2

b̄i,k
are the mean and

variance of b̄i,k, respectively.

Since the users are generally offered (soft) throughput guarantees with

close to unit probability, the probability of violating a throughput guaran-

tee should be very small, i.e. close to zero. In this derivation, we shall

therefore treat the violation of the throughput guarantee as a rare event. As

stated before, LDT is a branch of probability theory that deals with rare

events and provides asymptotic estimates for their probabilities. We shall

use Cramér’s theorem from LDT [Bucklew, 2004, p. 27] to derive the ap-

proximate TGVP expression in what follows.

We need to consider the following two cases when applying Cramér’s

theorem: For Bi
k < µbi,j

, we have

lim
k→∞

1

k
ln Pr

[

b̄i,k ≤
Bi

k

]

= −I(
Bi

k
),

where I(·) is known as the Cramér function or large deviation rate-function1

[Bucklew, 2004, p. 28]. The function I(·) is defined as the Legendre-Fenchel

transform [Hugo Touchette, 2007] of the cumulant generating function λ(θ).

I

(

Bi

k

)

= sup
θ

(

θ
Bi

k
− λ(θ)

)

(2.5)

The cumulant generating function λ(θ) is the natural logarithm of the mo-

ment generating function M(θ) and its Taylor expansion is given as follows

[Eric W. Weisstein, b]:

λ(θ) = ln M(θ)

= κ1θ + κ2
θ2

2!
+ κ3

θ3

3!
+ ...,

1It is called rate-function because it gives the rate at which the tail of the probability

distribution decays exponentially with increasing k.
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where κ1, κ2, κ3, ... are the cumulants, which can be calculated from the mo-

ments of the distribution of bi,j as follows [Eric W. Weisstein, a]:

κ1 = m1 = µbi,j

κ2 = m2 − m2
1 = σ2

bi,j

κ3 = m3 − 3m2m1 + 2m3
1

...

From this, it follows that

Pr

[

b̄i,k <
Bi

k

]

≈ e−kI(Bi/k). (2.6)

Furthermore, for Bi
k > µbi,j

, we get

lim
k→∞

1

k
ln Pr

[

b̄i,k ≥
Bi

k

]

= −I(
Bi

k
)

⇒ Pr

[

b̄i,k ≥
Bi

k

]

≈ e−kI(Bi/k),

⇒ Pr

[

b̄i,k <
Bi

k

]

≈ 1 − e−kI(Bi/k). (2.7)

In this work, we only consider the first two cumulants for simplifica-

tion. However, we must emphasize that higher order cumulants should

also be included for more accurate results. The cumulant generating func-

tion when considering the first two cumulants is then given as

λ(θ) = θµbi,j
+

σ2
bi,j

2
θ2. (2.8)

Substituting (2.8) in (2.5),

I

(

Bi

k

)

= sup
θ

(

θ
Bi

k
− θµbi,j

−
σ2

bi,j

2
θ2

)

. (2.9)

The value of θ∗ that maximizes (2.9) is found to be

θ∗ =
Bi
k − µbi,j

σ2
bi,j

. (2.10)
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Thus the large deviation rate-function in this case is given as

I

(

Bi

k

)

=

(

Bi
k − µbi,j

)2

2σ2
bi,j

. (2.11)

Finally, the probability that the throughput constraint Bi is violated over K

time-slots for user i can be approximated as:

Pr[bi < Bi] ≈ pK(0|i) +
K

∑
k=1

pK(k|i)Pr[bi < Bi|k], (2.12)

where Pr[bi < Bi|k] is given in (2.6) and (2.7) for the two cases discussed.

The TGVP for the overall system is then given as

TGVP =
1

N

N

∑
i=1

Pr[bi < Bi]. (2.13)

Through simulations (Section 2.5), we will show that our TGVP approx-

imation is tight for a realistic network with moving users and correlated

channels.

2.3 Scheduling Schemes for TGVP Verification

We use the MCS and NCS algorithms to verify the proposed TGVP expres-

sion. In this section, we derive the equations for the necessary parameters

of the TGVP expression for these two schemes.

2.3.1 MCS Algorithm

According to [Hassel et al., 2007], for the MCS scheme, the number of

time-slots allocated to a user i within a time-window of K time-slots is dis-

tributed according to the binomial distribution [Kreyszig, 1993, p. 1179]:

pK(k|i) =
(

K

k

)

p(i)k(1 − p(i))K−k, (2.14)
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where p(i) is the probability of selecting user i in a time-slot. It can be

expressed as [Yang and Alouini, 2006, Eq. (13)]:

p(i) =
∫ ∞

0
fγi
(γ)

N

∏
j=1
j 6=i

Fγj
(γ)dγ

=
1

γ̄i
∑

τ∈TN
i

sign(τ)
1

1
γ̄i
+ τ

, (2.15)

where fγi
(γ) and Fγj

(γ) are the probability density function (PDF) and the

cumulative distribution function (CDF) of the CNR of a single user with

average CNR γ̄i and γ̄j respectively. TN
i denotes the set containing the

terms obtained by expanding the product

N

∏
j=1
j 6=i

Fγj
(γ) =

N

∏
j=1
j 6=i

(1 − e−γ/γ̄j) (2.16)

and then taking (−1/γ) times the natural logarithm of the absolute value

of each term independently, and sign(τ) is the corresponding sign of each

term in the expansion [Eng, Kong, and Milstein, 1996, Sec. III-D2],[Alouini

and Simon, 2000, Sec. VI-A2]. An example to obtain the set TN
i is given in

Appendix A. It is also assumed that the users have Rayleigh distributed

channels.

For the MCS scheme, the PDF of the CNR of user i when this user is

scheduled for transmission/reception, denoted by fγ∗(γ|i), is given as [Has-

sel, 2007]

fγ∗(γ|i) =
fγi
(γ)

p(i)

N

∏
j=1
j 6=i

Fγj
(γ). (2.17)

The first moment m1 (the mean value for bi,j) for the MCS scheme can

be derived as follows [Yang and Alouini, 2006]:

m1 = E[bi,j]

= WTTS

∫ ∞

0
log2(1 + γ) fγ∗(γ|i)dγ

=
WTTS

p(i)γ̄i ln 2 ∑
τ∈TN

i

sign(τ)
e

(

1
γ̄i
+τ
)

1
γ̄i
+ τ

E1

(

1

γ̄i
+ τ

)

, (2.18)
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where

E1(x) =
∫ ∞

1

e−xt

t
dt (2.19)

is the exponential integral function of first order. Similarly, the second mo-

ment m2 of the number of bits bi,j transmitted to or from user i, in the jth

time-slot he is scheduled, can be obtained as follows [Hassel et al., 2007]:

m2 = E[b2
i,j]

= (WTTS)
2
∫ ∞

0
(log2(1 + γ))2 fγ∗(γ|i)dγ

=
(WTTS)

2

γ̄i p(i)(ln 2)2 ∑
τ∈TN

i

sign(τ)Ψ

(

1

γ̄i
+ τ

)

, (2.20)

where Ψ(x) is given by [Hassel et al., 2007]

Ψ(x) =
∫ ∞

0
(ln(1 + γ))2e−xγdγ

= ex

{

1

x

[

π2

6
+ (Ce + ln(x))2

]

− 23F3(1, 1, 1; 2, 2, 2;−x)

}

,

(2.21)

where Ce = 0.57721566490 is Euler’s constant, and pFq(a1, ..., ap; b1, ..., bq; ·)
is the generalized hypergeometric function [Eric W. Weisstein, c]. The deriva-

tion of Ψ(x) is given in Appendix B.

2.3.2 NCS Algorithm

Since all the users in our system model have the same distribution for their

relative CNRs [Yang and Alouini, 2006], and the relatively best user is sched-

uled in each time slot, the probability of scheduling a user in a time-slot is

the same for all the users. Thus, for the NCS scheme, p(i) = 1/N [Hassel

et al., 2007]. The number of time-slots allocated to a user i within K time-

slots is also distributed according to the binomial distribution expressed in

(2.14). Therefore, we have

pK(k|i) =
(

K

k

)

1

N

k

(1 − 1

N
)K−k. (2.22)

For the NCS scheme, the PDF of the CNR of user i when he is scheduled is

given as [Hassel, 2007]

fγ∗(γ|i) = NFN−1
γi

(γ) fγi
(γ). (2.23)
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The first moment m1 for the NCS scheme is given as follows [Alouini

and Goldsmith, 1999, Eq. (44)]:

m1 = E[bi,j]

= WTTS

∫ ∞

0
log2(1 + γ) fγ∗(γ|i)dγ

=
NWTTS

ln 2

N−1

∑
j=0

(

N − 1

j

)

(−1)j

1 + j
e

1+j
γ̄i E1

(

1 + j

γ̄i

)

. (2.24)

The second moment m2 of the number of bits bi,j transmitted to or from

user i, in the jth time-slot he is scheduled, is given as follows [Hassel et al.,

2007]:

m2 = E[b2
i,j]

= (WTTS)
2
∫ ∞

0
(log2(1 + γ))2 fγ∗(γ|i)dγ

=
N(WTTS)

2

γ̄i(ln 2)2

N−1

∑
j=0

(

N − 1

j

)

(−1)jΨ

(

1 + j

γ̄i

)

. (2.25)

2.4 System/Simulation Parameters

For the Mobile WiMAX network, the duration of a time-slot for the down-

link is 5 ms [WiMAX Forum, 2006]. The corresponding time-slot length for

the 3GPP LTE network is 1 ms [Freescale Semiconductor, 2007]. The maxi-

mum acceptable delay of one way VoIP transmission must be under 80 ms

and 50 ms for HSDPA and LTE systems respectively [K. Aho, Repo, Put-

tonen, Henttonen, Moisio, Kurjenniemi, and Chang, 2010]. If we assume

that the duration of the time-window is TW = 80 ms, TW contains 16 and

80 time-slots for Mobile WiMAX and LTE respectively.

Most of the simulation results in this dissertation are based on 10 users

having Rayleigh fading channels, whose average CNRs are distributed with

an average CNR of 15 dB. The average CNR of each user (for most of the

simulations in this thesis) is given in Table 2.1.

When the CNR of a user is assumed to be correlated from time-slot

to time-slot, one user can be allocated many consecutive time-slots. It is

therefore more difficult to fulfill throughput guarantees for all the users in

a system that has strongly temporally correlated channels. For the simula-
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user average CNR

i γ̄i [dB] γ̄i

1 5.0000 3.1623

2 9.7712 9.4868

3 11.9897 15.8114

4 13.4510 22.1359

5 14.5424 28.4605

6 15.4139 34.7851

7 16.1394 41.1096

8 16.7609 47.4342

9 17.3045 53.7587

10 17.7875 60.0833

TABLE 2.1: Average CNRs of the 10 Rayleigh-distributed users dis-

tributed with an average of 15 dB.

tions in this section, we assume Jakes’ correlation model given in Section

1.3.2.

Each value in the simulated TGVP curves is an average over 1000 and

500 Monte Carlo simulations, for the Mobile WiMAX and LTE systems re-

spectively.

2.5 Numerical results

Figures 2.1 and 2.2 give a comparison of the approximate TGVP expression

for the MCS and the NCS algorithms with the corresponding Monte Carlo

simulated TGVPs for Mobile WiMAX and LTE based networks respectively,

for 10 users with average CNRs given in Table 2.1. For simplification, we

have assumed identical throughput guarantees, i.e. Bi = B for all i =

1, · · · , 10. The results from the approximate TGVP expression are based

on the assumption that the time-slots are uncorrelated, while the Monte

Carlo simulations are for users that have a correlated CNR from time-slot

to time-slot.
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FIGURE 2.1: Comparison of the approximate TGVP expression with the

Monte Carlo simulated TGVP for a network with 10 users. The curves are

plotted for the Mobile WiMAX network with time-slot length TTS = 5 ms.

A time-window of length TW = 80 ms corresponds to K = 16 time-slots.

The NCS algorithm (as expected) outperforms the MCS algorithm in

terms of the TGVP performance. As shown in Figure 2.2, unlike the MCS,

the NCS algorithm is able to provide unity throughput guarantee to all the

users for a certain range. This is because it is a fairer algorithm, and thus

gives more time-slots to the users with bad channels.

The tightness of the approximate TGVP expression is influenced by the

number of time-slots K, by the length of a time-slot TTS, and by the maxi-

mum Doppler frequency shift fD or the user speed v for a constant carrier

frequency fc. In order to obtain a tight approximation, the TGVP should

be calculated for a relatively large number of time-slots. For a fixed time-

window TW and a fixed fD = 100 Hz (corresponding to fc = 1 GHz and
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FIGURE 2.2: Comparison of the approximate TGVP expression with the

Monte Carlo simulated TGVP for a network with 10 users. The curves

are plotted for the LTE network with time-slot length TTS = 1 ms. A time-

window of length TW = 80 ms corresponds to K = 80 time-slots.

v = 30 m/s), a larger K would mean a shorter time-slot duration, and

therefore a higher correlation between the time-slots. In our work, we have

calculated the analytical approximation of the TGVP by assuming uncorre-

lated time-slots. Therefore, we expect a less tight approximation for short

time-slots. We see that the TGVP approximation for LTE network (K = 80

time-slots) is better than Mobile WiMAX (K = 16 time-slots). We can there-

fore conclude that the number of time-slots K within the time-window TW

will have a greater effect on the tightness of the approximate TGVP expres-

sion than the correlation between the shorter time-slots.

Next we observe the tightness of the approximate TGVP expression

when we have a longer time-window, again for fD = 100 Hz. We consider
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FIGURE 2.3: Comparison of the approximate TGVP expression with the

Monte Carlo simulated TGVP for a network with 10 users. The curves are

plotted for the Mobile WiMAX network with time-slot length TTS = 5 ms.

A time-window of length TW = 240 ms corresponds to K = 48 time-slots.

Mobile WiMAX network consisting of 10 users with average CNRs given

in Table 2.1. Compare Figures 2.1 and 2.3 where the numbers of time-slots

within the time-window are 16 and 48 respectively. We see that a longer

time-window has lead to a tighter TGVP approximation. This is because a

longer time-window TW has a higher number of time-slots K, and as men-

tioned before the tightness of the TGVP expression requires a relatively

large number of time-slots. Note also that the overall TGVP performance

of both the schemes is better for the second case (longer time-window).

There are more time-slots now, thus making it possible for the MCS and

the NCS algorithms to fulfill the throughput guarantees of more users.

Finally, we observe the accuracy of the approximate TGVP expression
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FIGURE 2.4: Effect of users’ speed on the approximate TGVP expression

for 10 users in a Mobile WiMAX network with identical throughput guar-

antees of B/(WTW) = 0.2 bits/s/Hz, where TW = 80 ms, corresponding

to K = 16 time-slots.

for various user speeds. We again consider Mobile WiMAX network con-

sisting of 10 users with average CNRs given in Table 2.1, and identical

throughput guarantees of B/(WTW) = 0.2 bits/s/Hz, where TW = 80 ms.

Figure 2.4 shows the difference (error) between the Monte Carlo simulated

TGVP and the approximate TGVP expression for various users’ speeds.

We observe high errors at lower users’ speeds. For fixed time-slot length,

the temporal correlation of the channel is both dependent on the speed v

of the users and on the carrier frequency fc of the channel. For fixed fc,

lower user speed means lower Doppler frequency shift fD, which results

in a less rapidly changing user channel, and subsequently higher correla-

tion between the time-slots. Therefore the TGVP of the network should be

higher for lower users’ speeds. However, we have calculated the analyti-
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cal approximation of the TGVP by assuming uncorrelated time-slots. We

thus conclude that the TGVP expression (when used for the MCS and NCS

algorithm) is less accurate at lower speeds.

2.6 Summary

In this chapter, we have derived an approximate expression for the TGVP

which can be obtained in a time-slotted wireless network with any schedul-

ing policy with a given set of system parameters, known cumulants of the

bits transmitted to or from the scheduled user in a time-slot, and a given

distribution of the number of time-slots allocated to a user within a time-

window. The violation of the throughput guarantee is treated as a rare

event, and then Cramér’s theorem is applied to derive the approximate

TGVP expression. The simulations show that the number of time-slots has

a greater effect on the tightness of the approximate TGVP expression than

the correlated time-slots. We also observe that the approximate TGVP ex-

pression is tighter for longer time-windows. Furthermore, we note that the

TGVP expression is more accurate for fast moving users.
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Chapter 3

Scheduling Algorithms for

Improved Throughput

Guarantees

As already mentioned, a throughput guarantee is a well suited measure to

quantify the QoS experienced by a user exactly. Both the network operators

and the customers would like to have a scheduling algorithm that would

promise as high a throughput guarantee as possible. Borst and Whiting

have proved that a certain scheduling policy provides the highest through-

put guarantee for wireless networks [Borst and Whiting, 2003]. However,

they briefly argue that the rate distributions of the users are unknown and

they have therefore not shown how this optimal scheduling policy can be

found for users with differently distributed CNRs. In our work, we argue

that for many scenarios the CNR distributions of the users can in fact be es-

timated, and that we hence can use these distributions to develop efficient

scheduling algorithms for providing short-term throughput guarantees. In

modern cellular standards like HSDPA, LTE and Mobile WiMAX [WiMAX

Forum, 2006], much of the information needed for obtaining precise prob-

ability distribution estimates is already available. For example, in order to

conduct adaptive coding and modulation, modern cellular networks have

precise, real-time user CNR estimates. These channel quality estimates can

also be used to obtain estimates of the probability distributions of the CNRs

of each one of the users.

In this chapter, we formulate an optimization problem aimed at find-
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ing an optimal scheduling algorithm that obtains maximum throughput

guarantees in a wireless network. By building on the results in [Borst and

Whiting, 2003] and by assuming that the distributions of the users’ CNRs

are known, we show how the solution to this optimization problem can

be obtained numerically both when the throughput guarantees are (a) the

same and (b) different for all the mobile users. We also propose two adap-

tive algorithms that improve the performance of the optimal algorithm for

short time-windows. In real systems, some of the users are static users,

while others are pedestrian or vehicular users. We therefore also analyze

the performance of these algorithms for different time-slot correlations cor-

responding to different users’ speeds. Furthermore, we also analyze the

spectral efficiency and fairness of the proposed optimal scheduling algo-

rithm in this chapter.

The rest of this chapter is organized as follows. In Section 3.1 we present

the system model, and in Section 3.2 we formulate the optimization prob-

lem for obtaining the maximum throughput guarantee over a time-window.

In Section 3.3 we show how to obtain the solution to this problem when all

the users have identical throughput guarantees. The corresponding solu-

tion for heterogeneous throughput guarantees is discussed in Section 3.4.

We describe the novel adaptive scheduling algorithms in Section 3.5. In

Section 3.6, we derive the expressions for the parameters of the TGVP ex-

pression for the optimal scheduling algorithm. Spectral efficiency and fair-

ness of this algorithm is considered in Section 3.7. In Section 3.8 we discuss

some practical considerations, before presenting our numerical results in

Section 3.9. A brief summary/discussion is given in Section 3.10.

This chapter is primarily based on [Rasool et al., 2011; Rasool and Øien,

2010a,b].

3.1 System Model

We consider a single base station that serves N users using TDM. The analy-

sis conducted in this chapter is valid both for the uplink and the downlink;

in either case we assume that the total available bandwidth for the users

is W [Hz] and that the users have constant transmit power. Each user is

assumed to estimate his own CNR perfectly, and before performing down-

link scheduling the base station is assumed to receive these measurements

from all the users. The base station also performs uplink scheduling based

42



THE OPTIMIZATION PROBLEM

on perfect channel estimates, and for each time-slot, the base station takes a

scheduling decision and distributes this decision to the selected user before

uplink transmission starts.

The communication channel between the base station and all the users

is modeled by a flat, block-fading channel subject to AWGN noise; and it

is further assumed that the communication channels corresponding to the

different users fade independently. The block fade duration is assumed to

equal one time-slot, and is denoted by TTS [seconds]. We also assume that

the CNR values corresponding to different time-slots are correlated. The

correlation model used in our simulations is described in Section 1.3.2.

The average CNR of user i is denoted by γ̄i, and it is assumed to be

constant for the time-window over which the throughput guarantees are

calculated1. Without loss of generality, we assume that the user indices are

assigned in a manner such that user 1 has the lowest average CNR, user 2

has the second lowest average CNR, and so on, down to user N, which has

the highest average CNR.

We also assume that the probability distributions of the CNRs of each

of the users are perfectly known (however, a known joint CNR distribution

is not required). Another important assumption is that the population of

backlogged users is constant and equal to N. It is also assumed that users

always have data to send. We also assume that only one user can be sched-

uled in a time-slot.

3.2 The Optimization Problem

We now formulate an optimization problem aimed at obtaining the max-

imal throughput guarantee which can be promised to all the users within

a time-window of TW [seconds]2. In this section, we assume that all the

users are promised identical throughput guarantees, i.e. Bi = B [bits] for

all i = 1, ..., N. We have

TiR̄i = B, (3.1)

where Ti [seconds] is the total time allocated to user i over the time-window

and R̄i [bits/s] is the average rate for user i when he is transmitting or

receiving.

1The justification of most of the assumptions in this section is given in Section 2.1.
2A similar optimization problem has also been formulated in [Borst and Whiting, 2003],

and explored in [Hassel et al., 2007; Rasool et al., 2011; Rasool and Øien, 2010b].
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Due to the TDM assumption, the sum of the Tis satisfies

N

∑
i=1

Ti = TW . (3.2)

From (3.1) and (3.2), we obtain

B =
TW

∑
N
i=1

1
R̄i

. (3.3)

Under the assumption that each Ti is long enough to make the time-window

TW appear infinitely long, (3.1) can also be written as

p(i)TW R̄i = B, (3.4)

where p(i) is the access probability for user i within the time-window TW .

From (3.4) and (3.3), we get

p(i) =
1

R̄i ∑
N
j=1

1
R̄j

. (3.5)

The average rate R̄i for user i when he is transmitting or receiving, can be

written as

R̄i = W
∫ ∞

0
log2(1 + γ) fγ∗(γ|i)dγ, (3.6)

where fγ∗(γ|i) is the PDF of the CNR of user i when this user is scheduled.

Here, we have assumed that TW is long enough and contains enough time-

slots for the channel to reveal its ergodic properties, and that the Shannon

capacity can be achieved.

From the equations above, the goal is to find a scheduling algorithm that

gives the maximum throughput guarantee B that can be promised to all the

users over the time-window TW . Thus, (3.3) has to be maximized subject to

the constraints given in (3.6), for i = 1, . . . , N. In the next section, we show

how to obtain this optimal scheduling algorithm.

3.3 Solution to the Optimization Problem

It was shown in [Borst and Whiting, 2003] that the following scheduling

algorithm gives the solution to the optimization problem described in the

previous section:

i∗(n) = argmax
1≤i≤N

(

ri(n)

αi

)

, (3.7)
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where i∗(n) is the index of the user that is to be scheduled in time-slot n,

ri(n) is the instantaneous rate of user i in time-slot n, and αi is a constant to

be optimized. This algorithm will be called maximum throughput guarantee

scheduling (MTGS) algorithm in this dissertation.

In [Borst and Whiting, 2003], Borst and Whiting have not shown how

the optimal αis can be found. The method to find these αis is suggested

in [Hassel et al., 2007], under the assumptions that the PDFs of the users’

channel gains are known, and that we have an ideal link adaptation proto-

col and block-fading. To obtain this solution, we define the random vari-

able Si
△
= Ri

αi
, where Ri is the random variable describing the rate of user i.

Si is thus the scheduling metric of the algorithm, i.e. the metric that decides

which user is going to be scheduled. For flat, block-fading AWGN chan-

nels, the maximal value of Si within a time-slot (block) with CNR γ can be

expressed as

Si(γ) =
W log2(1 + γ)

αi
. (3.8)

In real-life systems we can come close to this maximum value of Si by utiliz-

ing efficient link adaptation and (close-to-)capacity-achieving codes [Has-

sel et al., 2007]. The PDF for the normalized rate Si = s for user i can be

written as

fSi
(s) =

fγi
(γ)

dSi(γ)
dγ

∣

∣

∣

∣

∣

∣

γ=2
s·αi
W −1

, (3.9)

where fγi
(γ) is the PDF of the CNR of user i. Assuming Rayleigh faded

channel gains for all the users3, the PDF fγi
(γ) is then given in (1.4). We

have

fSi
(s) =

αi ln(2)

Wγ̄i
2

s·αi
W e

− 2

s·αi
W −1
γ̄i . (3.10)

The corresponding CDF for the normalized rate Si = s can be expressed as

FSi
(s) =

∫ s

0
fSi
(x)dx

= 1 − e
− 2

s·αi
W −1
γ̄i . (3.11)

3In principle we could have used different CNR distributions (e.g. Rayleigh, Rice, Nak-

agami) for the different users. However, for simplicity reasons, we have assumed that all

the users have Rayleigh distributed channel gains.
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The access probability of user i can now be expressed as [Yang and Alouini,

2006]

p(i) =
∫ ∞

0
fSi
(s)

N

∏
j=1
j 6=i

FSj
(s) ds. (3.12)

Using Bayes’ rule, the PDF of Si when user i is scheduled is given as

fSi
(s|i) = fSi

(s)

p(i)

N

∏
j=1
j 6=i

FSj
(s). (3.13)

We can also express the expected value of Si conditioned on user i being

scheduled, as

E[Si|i] =
E[Ri|i]

αi
=

R̄i

αi

=
∫ ∞

0
s fSi

(s|i) ds. (3.14)

Combining (3.5), (3.12), and (3.14) we obtain 3N equations in 3N unknowns,

and can thus find the values for the p(i)s, the R̄is, and the αis [Hassel et al.,

2007]. A solution can be obtained by using numerical integration together

with an algorithm for solving sets of nonlinear equations. This can for ex-

ample be achieved in MATLAB by using the functions quad and fsolve.

Since the MTGS algorithm maximizes B, it is expected to yield higher

values of B than any of the other scheduling algorithms. However, it should

be remembered that it is implicitly assumed in (3.1) that the average rate of

the users over the time-window equals their expected throughput. This

will only be true for infinitely long time-window TW , containing infinitely

many time-slots. The solution is thus suboptimal for short time-windows.

In Section 3.5 we therefore propose two adaptive scheduling algorithms

that improve the short-term performance.

Note that when αi = α for all i = 1, . . . , N, the MTGS algorithm given

in (3.7) reduces to the MCS algorithm, which schedules the user with the

highest CNR, and hence the highest rate.
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3.4 Optimization for Heterogeneous Throughput

Guarantees

When the throughput guarantees are different from user to user, we can

again use the scheduling policy corresponding to (3.7), but with a different

set of αis to obtain the optimal bit allocation. By using Bi [bits] to denote

the throughput guarantee for user i during the time-window TW , we obtain

TiR̄i = Bi. (3.15)

(3.2) becomes
N

∑
i=1

Bi

R̄i
= TW . (3.16)

For a finite but long time-window TW , we have4

p(i)TW R̄i ≈ Bi. (3.17)

From (3.16) and (3.17), we obtain the following expression for p(i):

p(i) ≈ Bi

R̄i ∑
N
j=1

Bj

R̄j

(3.18)

We can now fix the throughput guarantees Bi of up to N − 1 users and

maximize the remaining throughput guarantees by solving the set of 3N

equations resulting from (3.12), (3.14) and (3.18). To be able to solve this

optimization problem, we can for example additionally constrain the re-

maining users (those with non-fixed Bis) to have equal throughput guaran-

tees. It is also important to note that setting fixed throughput guarantees

that are too ambitious will yield an optimization problem with no solution

– meaning that such throughput guarantees are not achievable by the sys-

tem. Of course it only makes sense to set fixed throughput guarantees that

are achievable by the system [Hassel et al., 2007].

3.5 Improving the Short-Term Performance

As already mentioned, the MTGS algorithm is only efficient when the through-

put guarantees are promised over a long time-window TW containing many

4For an infinitely long time-window TW and an ergodic channel, (3.17) and (3.18) be-

come equalities.

47



3. SCHEDULING ALGORITHMS FOR IMPROVED THROUGHPUT GUARANTEES

time-slots. To fulfill throughput guarantees for shorter time-windows with

fewer time-slots, we propose two adaptive scheduling schemes in this sec-

tion.

3.5.1 Adaptive Maximum Throughput Guarantee Scheduling

Algorithm 1 (AMTGS1)

The parameters αi, obtained in the previous sections, are optimized such

that the throughput guarantees should be fulfilled independently of the

time instants at which TW starts or ends. In this subsection we develop

another algorithm that only aims at fulfilling the throughput guarantees

within the duration of a fixed time-window TW .

To improve performance for shorter time-windows, we need to adapt

the values of the parameters αi to the actual resource allocation that has

already been done within the finite time-window TW . This adaptation can

optimally be done during each time-slot by using the approach of the pre-

vious section with Bi/TW replaced by

B′
i

T′
W

=
Bi − Bin

TW − Tn
,

where Bin is the number of bits assigned to user i after n time-slots within

the time-window TW , and Tn = nTTS [Hassel et al., 2007]. The adaptation

of the parameters αi should in many cases be performed in time intervals

of less than a millisecond. Since it can be difficult to conduct the optimal

optimization described above in such a short time, we here propose the

AMTGS1 algorithm as an alternative5:

i∗(n) = argmax
1≤i≤N

(

ϑi(n − 1)
ri(n)

αi

)

, (3.19)

where ϑi(n) is the ratio

ϑi(n) =
max(0, Bi − Bin)

TW − Tn

TW

Bi
. (3.20)

The rationale behind this scheduling algorithm is as follows: The value

of ϑi(n) expresses the normalized share of the throughput guarantee that is

to be fulfilled in the remaining K − n time-slots of the time-window TW .

5Originally proposed in [Hassel et al., 2007].

48
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• If the rate guarantee is already fulfilled, the value of ϑi(n) is zero,

which means that the user in question is not selected in the remaining

K − n time-slots.

• If a user has been allocated exactly BiTn
TW

bits after n time-slots, the

value of ϑi(n) will be unity, which means that this user will be sched-

uled with the same weights as for the MTGS algorithm.

• For the case where the number of allocated bits after n time-slots is

lower than BiTn
TW

bits, the value of ϑi(n) will be above unity, which

means that the user is given higher priority compared to the MTGS

algorithm.

• Likewise, a user is given lower priority if he has been allocated more

than BiTn
TW

bits after n time-slots.

The priority is thus determined by the urgency of fulfilling the throughput

guarantee within the remainder of the time-window.

A similar strategy has also been employed in [Kastrinogiannis and Pa-

pavassiliou, 2008] for improving short-term throughput of utility-based

scheduling in CDMA wireless networks.

3.5.2 Adaptive Maximum Throughput Guarantee Scheduling

Algorithm 2 (AMTGS2)

The problem with the AMTGS1 algorithm is that it can only fulfill the

throughput guarantees when the placement of the window is fixed. That

is, for every new time-window, the algorithm starts over again and tries to

achieve the throughput guarantees. This means that the throughput guar-

antees cannot be promised within time-windows with a different duration

or a different placement than that used by the algorithm. The consequence

of this approach is that we may have to adjust the time-window TW to the

bit-streams from different speech and video codecs.

In this subsection, we propose another adaptive scheduling algorithm,

i.e. AMTGS2 6, that overcomes the problem of fixed window placement of

AMTGS1. Furthermore, the scheduling algorithm is also simpler in imple-

mentation. The AMTGS2 algorithm works as follows:

6Initially proposed in [Rasool and Øien, 2010b].
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For promised throughput guarantees Bi, a user i∗(n) is selected that has

a maximum

i∗(n) = argmax
1≤i≤N

(

υi(n − 1)
ri(n)

αi

)

, (3.21)

where υi(n) is given as

υi(n) =

{

0 if Bin ≥ Bi

1 otherwise
(3.22)

Here, Bin is the total number of bits assigned to user i after n time-slots. The

rationale behind this scheduling algorithm is very simple, and is given as

follows:

• If the throughput guarantee of user i is already fulfilled, it is not se-

lected in the remaining time-slots, i.e., the value of υi(n) is set to zero.

• For all the other users, υi(n) = 1 so that among them, a user j is se-

lected with maximum rj(n)/αj.

Note that the AMTGS2 algorithm is independent of the duration and place-

ment of the time-window TW .

We can intuitively say that the offline parameter αi increases the through-

put fairness of the system, whereas the online parameters ϑi and υi improve

the corresponding short-term performance of the system.

3.6 The TGVP Expression’s Parameters for the MTGS

Algorithm

The number of time-slots allocated to user i within a time-window of K

time-slots is distributed according to the binomial distribution expressed

in (2.14) with p(i) given in (3.12).

The first moment m1 (the mean value for bi,j where bi,j is the number

of bits transmitted to/from user i in jth time-slot he is scheduled) for the

MTGS algorithm is derived as follows:

m1 = E[bi,j]

= WTTS

∫ ∞

0
log2(1 + γ) fγ∗(γ|i)dγ

= αiTTS

∫ ∞

0
s fSi

(s|i) ds. (3.23)

50
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Using (3.14),

E[bi,j] = TTSR̄i. (3.24)

Similarly, the second moment m2 of the number of bits bi,j transmitted to or

from user i can be obtained as follows:

m2 = E[b2
i,j]

= (WTTS)
2
∫ ∞

0
(log2(1 + γ))2 fγ∗(γ|i)dγ

= (αiTTS)
2
∫ ∞

0
s2 fSi

(s|i) ds. (3.25)

We analyze the correctness of these derived parameters of the TGVP

expression in Appendix C.

3.7 Spectral Efficiency and Fairness of the MTGS

Algorithm

The spectral efficiency can be analyzed with the help of ASSE which was

defined in Section 1.8.2. Using (3.6) and (3.14), the ASSE of the MTGS algo-

rithm can be expressed as:

ASSEMTGS =
N

∑
i=1

p(i)
∫ ∞

0
log2(1 + γ) fγ∗(γ|i) dγ

=
1

W

N

∑
i=1

p(i)αi

∫ ∞

0
s fSi

(s|i) ds. (3.26)

To analyze the fairness of the MTGS algorithm, we make use of the

Jain’s Fairness Index (JFI) defined in Section 1.8.3. Choosing X in (1.20) to be

the number of time-slots allocated to the users, we can define the time-slot

fairness [Hassel et al., 2006]:

JFITS =
(EK[XTS])

2

EK[X2
TS]

, (3.27)

where XTS is a random variable that describes the number of time-slots

allocated to an arbitrary user within a window of K time-slots. This random

variable is discrete and can take on the values k = 1, ..., K. The first moment

of the time-slot allocation is given as:

EK[XTS] =
1

N

N

∑
i=1

K

∑
k=1

k pK(k|i). (3.28)
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Similarly, we can find the second moment of the time-slot allocation to be:

EK[X
2
TS] =

1

N

N

∑
i=1

K

∑
k=1

k2 pK(k|i). (3.29)

where pK(k|i) is given in (2.14) with p(i) given in (3.12).

Another useful criterion for fairness can be throughput fairness, which

can be defined as [Hassel et al., 2006]:

JFITP =
(EK[XTP])

2

EK[X2
TP]

, (3.30)

where XTP [bits per time-window per Hz] is a random variable describ-

ing the throughput allocated to an arbitrary user within K time-slots. The

first moment of the throughput allocation for the MTGS algorithm can be

written as follows:

EK[XTP] =
1

N

N

∑
i=1

K

∑
k=0

pK(k|i)
∫ ∞

0
k log2(1 + γ) fγ∗(γ|i)dγ

=
1

WN

N

∑
i=1

αi

K

∑
k=0

kpK(k|i)
∫ ∞

0
s fSi

(s|i) ds. (3.31)

Similarly, the second moment of the throughput allocation can be obtained

as:

EK[X
2
TP] =

1

N

N

∑
i=1

K

∑
k=0

pK(k|i)
∫ ∞

0
(k log2(1 + γ))2 fγ∗(γ|i)dγ

=
1

W2N

N

∑
i=1

α2
i

K

∑
k=0

k2 pK(k|i)
∫ ∞

0
s2 fSi

(s|i) ds. (3.32)

3.8 Practical Considerations and Simulation

Parameters

In this section, we discuss some practical issues as well as realistic system

parameters. Interested readers are referred to [Hassel et al., 2007] for a

detailed discussion.

For the wireless standards HSDPA and Mobile WiMAX, the time-slot

lengths for the downlink are 2 and 5 ms respectively [WiMAX Forum,

2006]. The corresponding time-slot length for the 3GPP LTE network is
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1 ms [Freescale Semiconductor, 2007]. The European IST research project

WINNER I has suggested a time-slot duration of 0.34 ms for a future wire-

less system [Sternad et al., 2006]. If we assume that TW = 80 ms, the time-

window contains 16, 40, 80 and 235 time-slots for Mobile WiMAX, HSDPA,

LTE and WINNER I, respectively.

The results are shown for 10 users having Rayleigh fading channels

whose average CNRs are distributed with an average of 15 dB. The average

CNR of each user is given in Table 2.1.

It is more difficult to fulfill throughput guarantees for all the users in a

system that has strongly temporally correlated channels, since one user can

be allocated many consecutive time-slots. For the simulations in the next

sections, we assume (modified) Jakes’ correlation model given in Section

1.3.2.

If the average CNR of one or more users change or the CNR distribu-

tion of one or more users change, e.g., from Rayleigh to Rice, the whole

optimization problem has to be solved again to obtain new values for the

αis, which is a feasible task. It should however be noted that the adaptive

factors ϑi(n) and υi(n) are independent of the CNR distributions.

Each value in the plots is an average over 1000, 500, 500, and 250 Monte

Carlo simulations for the Mobile WiMAX, HSDPA, LTE, and WINNER I

systems respectively.

3.9 Numerical Results

3.9.1 Identical Throughput Guarantees

In this section, we consider the case where all the users are promised iden-

tical throughput guarantees B/TW , where TW = 80 ms. The optimized val-

ues of p(i), R̄i and αi with identical throughput guarantees for 10 Rayleigh-

distributed users are given in Table 3.1. From (3.4), we can see that

Bopt

WTW
=

p(i)R̄i

W
,

for the optimized values of p(i) and R̄i. It is easily seen by using the

values in Table 3.1 to calculate the product p(i)R̄i for 1 ≤ i ≤ 10, that

Bopt/(WTW) = 0.5675 bits/s/Hz for all the users for this particular exam-

ple.
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i p(i) R̄i αi

[bit/s]

1 0.1804 3.1466 2.7519

2 0.1202 4.7194 4.5107

3 0.1042 5.4442 5.3549

4 0.0959 5.9176 5.9163

5 0.0905 6.2686 6.3380

6 0.0867 6.5488 6.6760

7 0.0837 6.7808 6.9581

8 0.0813 6.9789 7.2004

9 0.0794 7.1518 7.4127

10 0.0777 7.3048 7.6017

TABLE 3.1: The values of p(i), R̄i and αi with identical throughput guar-

antees, for 10 Rayleigh-distributed users whose average CNRs are given

in Table 2.1.

The correlation between the different time-slot CNRs is being described

by the modified Jakes’ model with fc = 1 GHz and a user speed of v = 30

m/s. It should be noted that this correlation will be stronger for short time-

slots than for long time-slots.

Figures 3.1-3.4 show the TGVP performance in networks that are re-

spectively based on Mobile WiMAX, HSDPA, LTE and WINNER I. For

these plots we have assumed that only one user can be scheduled in a time-

slot. As mentioned earlier, we focus on the TGVP here since a through-

put guarantee in most cases cannot be given with absolute certainty. Note

that the TGVP performance of the algorithms close to TGVP= 0 (almost

certainly guaranteed throughput performance) is the most interesting. We

compare the new scheduling policies to five other algorithms, namely round

robin scheduling (RR), maximum CNR scheduling (MCS), normalized CNR

scheduling (NCS), proportional fair scheduling (PFS) and the adaptive algo-

rithm proposed by Borst and Whiting in [Borst and Whiting, 2003]. The RR,
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FIGURE 3.1: TGVP for 10 users in a Mobile WiMAX network with iden-

tical throughput guarantees. Plotted for a time-window TW = 80 ms that

contains 16 time-slots. Each value in the plot is an average over 1000

Monte Carlo simulations.

MCS, NCS and PFS algorithms are described in Sections 1.5.1, 1.6.1, 1.6.2

and 1.6.3 respectively. For our simulations, we have implemented the PFS

algorithm as described in [Viswanath et al., 2002], with the time-constant

tc = TW and with the initial average rate for each user equal to the theoret-

ical average rate for this user. The adaptive Borst and Whiting scheduling

(BWS) algorithm is implemented as described in [Borst and Whiting, 2003,

p. 575] with step size δ(n) = 0.5 ∗ 0.9n, where n denotes the nth “reset”. The

“reset” is triggered when the throughputs of all the users become above-

average. Borst and Whiting denote the process of updating the weights as

“price updates”. In our simulations, the “price updates” of this algorithm

are done every 10th time-slot. In every update, the weights of the users are

re-adjusted depending on whether their throughputs are above-average or
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FIGURE 3.2: TGVP for 10 users in an HSDPA network with identical

throughput guarantees. Plotted for a time-window TW = 80 ms that con-

tains 40 time-slots. Each value in the plot is an average over 500 Monte

Carlo simulations.

below-average. To investigate the performance of the adaptive updating of

the weights for this algorithm, we have used the optimal weights as initial

weights.

Figures 3.1-3.4 show the TGVP as a function of B/(WTW) for a time-

window of respectively 16, 40, 80 and 235 time-slots. We see that our adap-

tive algorithms (AMTGS1 and AMTGS2) perform better than all the other

algorithms for all the cases. It should also be noted that since the WINNER

I system has many time-slots within the time-window of 80 ms, the two

adaptive algorithms obtain a throughput guarantee that is very close to the

optimal throughput guarantee of 0.5675 bits/s/Hz for this system. It is also

interesting to observe that the throughput guarantee that can be promised

with close to unity probability with the adaptive algorithms is more than
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FIGURE 3.3: TGVP for 10 users in an LTE network with identical

throughput guarantees. Plotted for a time-window TW = 80 ms that con-

tains 80 time-slots. Each value in the plot is an average over 500 Monte

Carlo simulations.

twice as large as for the PFS algorithm for all the four systems.

It should be noted that our non-adaptive optimal algorithm (i.e. MTGS)

also performs better than all the other well-known algorithms for the case

where the time-window contains 235 time-slots (WINNER I). The reason

for this is that the MTGS algorithm is designed for long time-windows con-

taining many time-slots.

3.9.2 Heterogeneous Throughput Guarantees

Analyzing the TGVP for a network where the users have heterogeneous

throughput guarantees requires a significant number of plots. We shall

only consider an LTE based system, and to simplify the analysis, we fix the
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FIGURE 3.4: TGVP for 10 users in a WINNER I network with identical

throughput guarantees. Plotted for a time-window TW = 80 ms that

contains 235 time-slots. Each value in the plot is an average over 250

Monte Carlo simulations.

throughput guarantees Bi/WTW of 4 users to the same value, and maxi-

mize the throughput guarantees for the remaining users by solving the set

of 3N equations resulting from (3.12), (3.14) and (3.18). We further con-

strain the users with non-fixed Bis to have equal throughput guarantees.

The two sets of 4 users with fixed throughput guarantees, that we use in

this section, are {1, 2, 3, 4} and {7, 8, 9, 10}. These sets correspond to the

users with low and high average CNRs respectively (refer to Table 2.1).

We first fix Bi/WTW = 0.3 bits/s/Hz for the 4 users and try to maximize

the throughput guarantee B/WTW for the remaining six users. Note that

these fixed throughput guarantees are lower than the Bopt/WTW = 0.5675

bits/s/Hz of the case of identical throughput guarantees. From Figures 3.5

and 3.6, we observe that the two adaptive algorithms outperform all the

58



NUMERICAL RESULTS

i αi for TG [bits/s/Hz]

all users user 1 − 4 user 7 − 10

B = 0.5675 Bi = 0.3 Bi = 0.7 Bi = 0.3 Bi = 0.7

1 2.7519 3.4767 2.4735 2.6774 2.8541

2 4.5107 5.3770 4.1833 4.5083 4.6161

3 5.3549 6.2913 5.0068 5.3908 5.4615

4 5.9163 6.9008 5.5549 5.9786 6.0239

5 6.3380 6.5587 6.3572 6.4203 6.4462

6 6.6760 6.9223 6.6894 6.7745 6.7847

7 6.9581 7.2254 6.9670 7.7166 6.8229

8 7.2004 7.4855 7.2056 7.9750 7.0647

9 7.4127 7.7133 7.4147 8.2017 7.2766

10 7.6017 7.9159 7.6010 8.4037 7.4651

TABLE 3.2: Values of parameters αis of the 10 Rayleigh-distributed users

distributed with an average of 15 dB, for identical and heterogeneous

throughput guarantees.

other algorithms. The performance of the MTGS algorithm is worse as

compared to the scenario with identical throughput guarantees. Since this

scheme is designed for a long time-window, it assumes that users that re-

quire 0.3 bits/s/Hz will get it in the long run. Therefore the selection of

αi’s is such that lesser weight (higher value of αi for these users compared

to identical case) is given to these users, in order to maximize the through-

put of the remaining users, as can be seen from Table 3.2. The perfor-

mance of the adaptive algorithms is better than the previous case because 4

users require a throughput guarantee that is less than Bopt/WTW = 0.5675

bits/s/Hz of the identical throughput guarantees case. The system allo-

cates these extra bits to the remaining six users.

Next, we fix Bi/WTW = 0.7 bits/s/Hz for the 4 users. This case is

shown in Figures 3.7 and 3.8. Since we have selected fixed throughput

guarantees higher than the Bopt/WTW = 0.5675 bits/s/Hz of the identi-

cal throughput guarantees case, the performance of all the algorithms is
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FIGURE 3.5: TGVP for 10 users in an LTE network. Throughput guaran-

tees of users 1,2,3,4 are fixed to 0.3 bits/s/Hz and that of the remaining

users is given by B/WTW . Each value in the plot is an average over 500

Monte Carlo simulations.

bound to suffer. However, it is interesting to observe that our novel adap-

tive optimal scheduling algorithms are still able to provide close to unity

throughput guarantee, i.e. TGVP ∼= 0 up to a certain maximum rate. In

fact, they are the only algorithms that are able to do so in this case.

3.9.3 Effect of Temporal Correlation on TGVP

One user can be allocated many consecutive time-slots if the CNR of the

users are correlated from time-slot to time-slot. It is therefore more diffi-

cult to fulfill throughput guarantees for all the users in a system that has

strongly temporally correlated channels. As mentioned before, the tem-

poral correlation of the channel is both dependent on the speed v of the
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FIGURE 3.6: TGVP for 10 users in an LTE network. Throughput guaran-

tees of users 7,8,9,10 are fixed to 0.3 bits/s/Hz and that of the remaining

users is given by B/WTW . Each value in the plot is an average over 500

Monte Carlo simulations.

users and on the carrier frequency fc of the channel. For fixed fc, higher

user speed means higher Doppler frequency shift fD, which results in a

more rapidly changing user channel, and subsequently lower correlation

between the time-slots. Thus we expect a better TGVP performance at

higher speeds7. In this section, we observe (Figure 3.9) the effect of users’

speed on the TGVP performance of different algorithms by considering a

Mobile WiMAX network consisting of 10 users given in Table 2.1 and iden-

tical throughput guarantees of B/(WTW) = 0.2 bits/s/Hz. We again use

the modified Jakes’ correlation model with fc = 1 GHz.

As expected, the TGVP performance of the Round Robin scheduler re-

7This holds given our idealized assumption of perfect CSI - however this might be

harder to obtain at high speeds.

61



3. SCHEDULING ALGORITHMS FOR IMPROVED THROUGHPUT GUARANTEES

0 0.5 1 1.5 2
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Throughput Guarantee, B/(WTW ) [bits/s/Hz]

T
G

V
P

 

 

RR

MCS

PFS

NCS

BWS

MTGS

AMTGS1

AMTGS2

FIGURE 3.7: TGVP for 10 users in an LTE network. Throughput guaran-

tees of users 1,2,3,4 are fixed to 0.7 bits/s/Hz and that of the remaining

users is given by B/WTW . Each value in the plot is an average over 500

Monte Carlo simulations.

mains the same for various users’ speeds since the users are selected irre-

spective of their CNRs. The PFS algorithm does not suffer much at lower

speeds since it takes into account the average throughput of all the users.

The performance of the MCS and the MTGS algorithms at lower speeds

deteriorate because they are not able to allocate enough time-slots to all

the users due to strong temporal correlation. The performances of both

the adaptive algorithms (AMTGS1 and AMTGS2) at lower users’ speeds

remain the best. This is due to the fact that these scheduling algorithms

always ignore the users who have already received their share, and pro-

vide sufficient time-slots to other users to fulfill their throughput guaran-

tees within the remaining time-window.

62



NUMERICAL RESULTS

0 0.5 1 1.5 2
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Throughput Guarantee, B/(WTW ) [bits/s/Hz]

T
G

V
P

 

 

RR

MCS

PFS

NCS

BWS

MTGS

AMTGS1

AMTGS2

FIGURE 3.8: TGVP for 10 users in an LTE network. Throughput guaran-

tees of users 7,8,9,10 are fixed to 0.7 bits/s/Hz and that of the remaining

users is given by B/WTW . Each value in the plot is an average over 500

Monte Carlo simulations.

3.9.4 ASSE Performance

In this section, we compare the ASSE performance of the MTGS algorithm

with that of the RR, MCS and NCS algorithms. We consider the case of

identical throughput guarantees for the MTGS algorithm. The expressions

of ASSE for the RR, MCS and NCS algorithms are given in Appendix D.

Figure 3.10 shows the ASSE for N Rayleigh-distributed users whose aver-

age CNRs are distributed with an average of 15 dB. The average CNR of the

worst user is 5 dB and the best user has an average CNR of 17.79 dB. As ex-

pected, the MCS algorithm has the best ASSE performance. Since the NCS

and the MTGS algorithms do not schedule the user with the absolute best

channel for each time-slot, they have lower ASSE than MCS for these set of
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FIGURE 3.9: TGVP vs. Speed for 10 users in a Mobile WiMAX network

with identical throughput guarantees of B/(WTW) = 0.2 bits/s/Hz,

where TW = 80 ms corresponding to 16 time-slots. Each value in the

plot is an average over 1000 Monte Carlo simulations.

users. The RR scheduling has the worst performance, since it schedules the

users in a sequence irrespective of their channel conditions. The ASSE of

the MTGS algorithm is worst for N = 2 because unlike other algorithms, it

sets high access probability for the bad user, thus lowering the ASSE of the

system.

3.9.5 Fairness Performance

In this section, we analyze the fairness of the MTGS algorithm, and the RR,

MCS and NCS algorithms8. Figure 3.11 shows the time-slot fairness as a

8The expressions for time-slot and throughput fairness of the RR, MCS and NCS algo-

rithms are given in Appendix E.
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FIGURE 3.10: Comparison of ASSE for various scheduling algorithms,

for N Rayleigh-distributed users whose average CNRs are distributed

with an average of 15 dB.

function of the number of time-slots K for 10 users with Rayleigh fading

channels given in Table 2.1. We see that the RR algorithm converges rela-

tively fast to unity time-slot fairness. The NCS and MTGS algorithms also

show very good time-slot fairness. However, the time-slot fairness of the

MCS algorithm is the worst since it always allocates more time-slots to the

user with the best channel.

The throughput fairness as a function of the number of time-slots K

for different algorithms is shown in Figure 3.12. We again have 10 users

with Rayleigh fading channels given in Table 2.1. It is interesting to note

that the MTGS algorithm converges to the highest throughput fairness for

large values of K. This is because this algorithm is designed to fulfill the

throughput guarantees of all the users in the network. The throughput
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FIGURE 3.11: Time-slot fairness for 10 users with Rayleigh fading chan-

nels whose average CNRs are distributed with an average of 15 dB.

fairness of the MCS algorithm is again the worst since it allocates more

time-slots to the best user and ignores the worst user.

3.10 Summary and Discussion

For wireless networks carrying real-time traffic, providing throughput guar-

antees is interesting both from the customers’ and the network providers’

point of view. In order to have the most efficient utilization of the net-

work, a scheduler in such a network should try to distribute the amount

of bits that can be received or transmitted by each user according to given

throughput guarantees. In this chapter, we have formulated an optimiza-

tion problem which aims at finding the maximum number of bits that can

be guaranteed to the users within a time-window for a given set of system
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FIGURE 3.12: Throughput fairness for 10 users with Rayleigh fading

channels whose average CNRs are distributed with an average of 15 dB.

parameters. By building on the results in [Borst and Whiting, 2003] and

by assuming that the distributions of the users’ CNRs are known, we have

found an optimal scheduling algorithm (MTGS), both for the case where

the throughput guarantees are different from user to user and for the case

where the users have the same throughput guarantees. To further improve

the short-term performance of this algorithm, we propose two adaptive

and low complexity versions of the MTGS algorithm. The AMTGS2 algo-

rithm is simpler in implementation but still provides similar throughput

guarantees as provided by the AMTGS1 algorithm. Furthermore, it is also

independent of the time-window and therefore overcomes the problem of

fixed time-window placement of the AMTGS1 algorithm.

Results from our simulations show that the proposed adaptive algo-

rithms perform significantly better than any of the other well-known schedul-
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ing algorithms in networks based on Mobile WiMAX, HSDPA, LTE and

WINNER I. For systems that have many time-slots within the time-window,

e.g. for WINNER I, the MTGS algorithm also performs better than all the

other well-known algorithms. For a network with heterogeneous through-

put guarantees, the AMTGS1 and AMTGS2 algorithms are the only algo-

rithms that support a throughput guarantee close to unity, i.e. TGVP = 0.

The simulations further show that the performance of the adaptive algo-

rithms at lower users’ speed (strong temporal correlation) also remains the

best. We have also analyzed the ASSE and fairness of the MTGS algorithm

and showed that the throughput fairness of this algorithm is the best.

It should be noted that the analysis in this chapter involves several ide-

alistic assumptions. For example, we assume that the CNR can be esti-

mated perfectly and fed back with infinite precision and no delay, that ideal

adaptive modulation and coding can be performed, that the CNR distribu-

tions of the users can be estimated perfectly, that the population of back-

logged users is constant over the time-window the throughput guarantees

are calculated, and that there is no capacity reduction due to protocol over-

heads. How realistic these assumptions are for real-life networks is a sub-

ject for further research and the next chapter.
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Chapter 4

Effect of Imperfect Channel

Knowledge on Throughput

Guarantees

The analysis in Chapter 3 involves several idealistic assumptions, the most

important of which is that each user estimates/predicts its CNR perfectly,

and there is no feedback delay. In practice however, the channel predic-

tion/estimation is not perfect, and there is always some delay in the feed-

back channel. If the data is encoded at a rate r [bits/s] that is higher than the

maximum rate of reliable communication supported by the channel, then

the system is said to be in outage [Tse and Viswanath, 2005]. The probability

of outage for user i is given as

pout(i) = Pr[W log2(1 + γi) < r], (4.1)

where γi is the actual CNR of user i.

In this chapter, we assume that a maximum a posteriori (MAP) predic-

tor is employed [Holm, 2002; Øien, Holm, and Hole, 2004] for the channel

coefficients, so that the system takes the feedback delay into account. We

shall then investigate the effect of imperfect channel prediction and delay

(prediction lag) on the throughput guarantees promised to all the users in

the wireless network. Since imperfect channel prediction is assumed, the

probability of outage cannot be zero. Therefore, we have also proposed a

rate back-off mechanism to reduce the outage probability of the system to

an acceptable level.
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The rest of this chapter is organized as follows. We present the sys-

tem model and describe the MAP-optimal predictor in Section 4.1. In Sec-

tion 4.2, we propose a rate back-off mechanism to reduce the outage prob-

ability in case of imperfect channel knowledge. The optimization problem

and the solution for obtaining the highest possible throughput guarantee

in this case is discussed in Section 4.3. In Section 4.4, we describe the cor-

responding adaptive scheduling algorithm. We present the system param-

eters and numerical results in Sections 4.5 and 4.6 respectively, and give a

brief summary in Section 4.7.

This chapter is based on [Rasool and Øien, 2012b].

4.1 System Model

We have a single base station that serves N backlogged users using TDM.

Our analysis is valid both for the uplink and the downlink; in either case it

is assumed that the total available bandwidth for the users is W [Hz], and

that the users have constant transmit power.

We assume that the users experience Rayleigh faded channel gains.

Each user i predicts his own CNR γ̂i using a pilot-symbol assisted MAP-

optimal predictor described in the next section. Before performing down-

link scheduling the base station is assumed to receive these CNR measure-

ments from all the users. The base station also performs uplink scheduling

based on the predicted channel estimates, and for each time-slot, the base

station takes a scheduling decision and distributes this decision to the se-

lected user before transmission starts.

The communication channel between the base station and every one

of the users is modeled by a flat, block-fading channel subject to AWGN

noise. It is assumed that the communication channels corresponding to the

different users fade independently. The block duration equals one time-

slot, and is given by TTS [seconds].

We also assume that the CNR values corresponding to different time-

slots are correlated according to the modified Jakes’ correlation model. Con-

stant average CNR values for users are assumed in the time-window over

which the throughput guarantees are calculated. Another important as-

sumption is that the population of backlogged users is constant and equal

to N. We have also assumed that only one user can be scheduled in a time-

slot, and that the users always have data to send.
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FIGURE 4.1: Pilot-symbol assisted modulation for channel prediction.

4.1.1 Pilot-Symbol Assisted MAP-Optimal Prediction

We consider the system described in Figure 4.1. Deterministic pilot-symbols,

pi(n), are inserted into the data stream at time instants known to both the

base station and user i. The symbols, xi(n), are transmitted on the commu-

nication channel described in Figure 1.2. The received signal, yi(n), is thus

given as

yi(n) = hi(n) · xi(n) + ni(n). (4.2)

It is assumed that the pilot-symbols are inserted after equal spaced in-

tervals, such that xi(n) is the data signal except at the pilot-symbol instants

n = lL, where L is the spacing between two adjacent pilot-symbols and l

is an integer. At each pilot-symbol instant n = lL, the following maximum

likelihood (ML) estimate of hi(n) is calculated by the receiver [Øien et al.,

2004]:

h̃i(n) =
yi(n)

ap

= hi(n) +
ni(n)

ap
, (4.3)
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where ap is the amplitude of the pilot-symbols.

Channel prediction is done using K such ML estimates in the past to

predict the CNR at the future symbol at the time instant n+∆ where ∆ > 0.

The buffered estimates at time instant n can be written as

h̃i(n) = [h̃i(n), h̃i(n −L), . . . , h̃i(n − (K− 1)L)]T, (4.4)

where T is the transpose operator.

The predicted channel value can be written as

ĥi(n + ∆) = cT

∆ h̃i(n), (4.5)

where c∆ = [c∆(0), c∆(1), . . . , c∆(K − 1)]T is the vector containing the pre-

diction filter coefficients which correspond to predicting the symbol at time

instant n + ∆. The MAP-optimal filter coefficient vector of length K on a

Rayleigh fading channel is given as [Holm, 2002; Øien et al., 2004]

cT

∆,MAP = rT

∆,K

(

RK +
1

γ̄i
IK×K

)−1

, (4.6)

where IK×K is a K×K identity matrix. The vector r∆,K is of length K and

its elements represent the correlation between the fading to be predicted

at time n + ∆ and the fading at the pilot-symbol instants. RK is the au-

tocorrelation matrix of the fading at the pilot-symbol instants. With the

assumption of Jakes spectrum in the fading process, the elements of r∆,K
and RK can be calculated from the following equations [Øien et al., 2004]:

[r∆,K]l = R((∆ + lL)Ts), (4.7)

and

[RK]lm = R(|l − m| LTs), (4.8)

where Ts is the symbol duration, l and m are integers, and R(τ) is the auto-

correlation function given as

R(τ) = J0(2π fDτ), (4.9)

where J0(x) is the zeroth-order Bessel function of the first kind.

The predicted CNR, γ̂i(n + ∆) , at the time instant n + ∆ is calculated

from the predicted channel ĥi(n + ∆), and is given as

γ̂i(n + ∆) =
|ĥi(n + ∆)|2P

N0W
. (4.10)
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BACK-OFF CNR

With a MAP-optimal predictor, the predicted CNR follows an exponential

distribution with average CNR ¯̂γi = ρiγ̄i [Øien et al., 2004], where ρi is the

normalized correlation between the actual and predicted CNRs, and γ̄i is

the actual average CNR of user i. The PDF, fγ̂i
(γ̂), is then given as

fγ̂i
(γ̂) =

1

ρiγ̄i
e
− γ

ρi γ̄i . (4.11)

The normalized correlation, ρi, is given as [Øien et al., 2004]

ρi = rT

∆,K

(

RK +
1

γ̄i
IK×K

)−1

r∆,K. (4.12)

We observe from (4.12) that ρi is a function of average CNR γ̄i, the

Doppler spread fD, the delay (prediction lag) ∆Ts, the filter length K, and

the pilot spacing L.

4.2 Back-off CNR

For perfect channel prediction (ρi = 1), the predicted and the actual CNR

are equal, i.e. γ̂i = γi, and there would be no outage if we send the data at

the rate r̂i, where

r̂i = W log2(1 + γ̂i).

But due to imperfect channel prediction, there is always a chance that γ̂i >

γi, and sending the data at the rate r̂i would then result in outage. In this

section, we therefore introduce a back-off CNR γb (< γ̂i), and send the data

at a rate based on this back-off CNR. It should be noted that this would still

not avoid the outage completely. It is, however, desirable to control the

probability of this event, i.e. to demand

Pr[γi < γb|γ̂i] ≤ ǫ, (4.13)

where ǫ is a small constant chosen by the system designer. From [Jetlund,

Øien, Holm, and Hole, 2004; Øien, Holm, and Hole, 2002], the probability

of the complementary event is given as

1 − ǫ = Pr[γb ≤ γi|γ̂i]

= Q

( √
γ̂i

√

γ̄i(1 − ρi)/2
,

√
γb

√

γ̄i(1 − ρi)/2

)

, (4.14)
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where

Q(a, b) =
∫ ∞

b
xI0(ax)e−

1
2 (a2+x2)dx (4.15)

is the Marcum-Q function [Marcum, 1948]. The derivation of (4.14) is given

in Appendix F. The back-off CNR γb is thus related to the predicted CNR

γ̂i through the Marcum-Q function given in (4.14).

To the authors’ best knowledge the closed form expression for the in-

verse of the Marcum-Q function does not exist. But as suggested in [Jetlund

et al., 2004], the inverse of one of the arguments can be obtained, with a

given accuracy, using e.g. Ridders’ method [Ridders, 1979]1. That is, the

inverse of Q (·, ·) with respect to γ̂i can then be written as

γb(ǫ) =











(

√

γ̄i(1−ρi)
2 · qb

(

√
γ̂i

√

γ̄i(1−ρi)
2

, ǫ

))2

, ρi < 1

γ̂i, ρi = 1

(4.16)

where b = qb(a, ǫ) is the inverse of the complementary Marcum-Q function,

1 − Q(a, b), with respect to its second argument.

Using the back-off CNR, the instantaneous rate of user i will be given

as

ri =

{

W log2(1 + γb(ǫ)) if γb(ǫ) ≤ γi

0 if γb(ǫ) > γi
. (4.17)

The average rate R̄i for user i when he is transmitting or receiving, can then

be written as

R̄i = W
∫ ∞

0
log2(1 + γb(ǫ)) fγ̂∗(γ̂|i)Pr[γb ≤ γi|γ̂i]dγ̂, (4.18)

where fγ̂∗(γ̂|i) is the PDF of the predicted CNR of user i when this user is

scheduled. Just like in Section 3.2, we have assumed that the time-window

TW is long enough and contains enough time-slots for the channel to reveal

its ergodic properties, and that the Shannon capacity can be achieved.

4.3 The Optimization Problem and its Solution

The optimization problem in this chapter, under the assumption of iden-

tical throughput guarantees for all the users, builds on the optimization

1MATLAB implementation of the Ridders’ method is available in [Kiusalaas, 2010].
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problem described in Section 3.2. The objective is thus to find a scheduling

algorithm that maximizes the throughput guarantee B promised to all the

users over the time-window TW , under the assumption of imperfect chan-

nel prediction. This means that (3.3) has to be maximized subject to the

constraints in (4.18), for i = 1, . . . , N.

Following Section 3.3, the scheduling algorithm that solves the problem

described above is given as

i∗(n) = argmax
1≤i≤N

(

ri(n)

αi

)

, (4.19)

where i∗(n) is the index of the user that is going to be scheduled in time-

slot n, ri(n) is the instantaneous rate of user i in time-slot n given by (4.17),

and αi is a constant to be optimized.

To find the optimal parameters αis for this algorithm, however, we need

to know the PDF of γb(ǫ). This is not possible since we do not have a closed

form expression for γb(ǫ), as mentioned in the previous section. However,

we know the PDF of the predicted CNR γ̂i (given in (4.11)), and suggest

a two-step alternate (sub-optimal) solution based on that PDF. These steps

are user selection and rate calculation, which are discussed below.

4.3.1 User Selection

At the time-slot n, the user who is going to be scheduled is now given as

i∗(n) = argmax
1≤i≤N

(

r̂i(n)

αi

)

, (4.20)

i.e.,

ri(n) = r̂i(n) = W log2(1 + γ̂i(n)),

where γ̂i(n) is the predicted CNR of user i at time-slot n.

To find the αis, we proceed as in Section 3.3 and again define the random

variable Si
△
= Ri

αi
, where Ri is the random variable describing the rate of user

i. For flat, block-fading AWGN channels, the maximal value of the metric

Si for user i within a time-slot (block) with CNR γ̂ can thus be expressed as

Si(γ̂) =
W log2(1 + γ̂)

αi
. (4.21)
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The PDF and the CDF for the normalized rate Si = s for user i are then

given as

fSi
(s) =

fγ̂i
(γ̂)

dSi(γ̂)
dγ̂

∣

∣

∣

∣

∣

∣

γ̂=2
s·αi
W −1

=
αi ln(2)

Wρiγ̄i
2

s·αi
W e

− 2

s·αi
W −1
ρi γ̄i , (4.22)

and

FSi
(s) =

∫ s

0
fSi
(x)dx

= 1 − e
− 2

s·αi
W −1
ρi γ̄i (4.23)

respectively. Inserting (4.22) and (4.23) in (3.12)-(3.14), and then combining

(3.5), (3.12), and (3.14) we again obtain 3N equations in 3N unknowns, and

can thus find the values for the αis.

4.3.2 Rate Calculation

After selecting the “best”2 user according to (4.20), data will then be trans-

mitted to this user at a rate calculated on the basis of the back-off CNR

γb(ǫ), given in (4.16). As mentioned before, this will still not avoid the out-

age completely. However, this back-off will ensure that the outage proba-

bility of the system is reduced to an acceptable level given by ǫ.

4.4 Improving the Short-Term Performance

Similar to the MTGS algorithm in Chapter 3, the scheduling algorithm in

the previous section is designed for long time-windows containing many

time-slots. For shorter time-windows, two adaptive scheduling algorithms

were proposed in Section 3.5. In this chapter, we shall make use of the

AMTGS2 algorithm given in Section 3.5.2 to analyze the system perfor-

mance. This algorithm for the case of imperfect channel prediction is given

as:

2It should be noted that this is the best user based on imperfect channel prediction. But

if the channel prediction is incorrect, the selected user may not be the best in reality.
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For promised throughput guarantees B, select a user i∗(n) that has a

maximum

i∗(n) = argmax
1≤i≤N

(

υi(n − 1)
r̂i(n)

αi

)

, (4.24)

where υi(n) is given in (3.22).

4.5 System/Simulation Parameters

For the simulations in the next section, we assume

• carrier frequency fc = 1GHz,

• user speed v = 30 m/s,

• filter length K = 250, and

• pilot spacing L = 10.

The results are shown for 10 users having Rayleigh fading channels,

given in Table 2.1. Without loss of generality, the user indices are assigned

such that user 1 has the lowest average CNR and user 10 has the highest

average CNR.

For the Mobile WiMAX system, the time-slot length TTS and symbol

duration Ts for the downlink are 5 ms and 102.9 µs [WiMAX Forum, 2006],

respectively. The European IST research project WINNER I has suggested

a time-slot duration of 0.34 ms and a symbol duration of 21.8 µs for a fu-

ture wireless system [Sternad et al., 2006]. The corresponding time-slot

length and the symbol duration for the 3GPP LTE network are 1 ms and

71.4 µs [Freescale Semiconductor, 2007], respectively. If we assume that

TW = 80 ms, the time-window contains 235, 80, and 16 time-slots for WIN-

NER I, LTE, and Mobile WiMAX, respectively.

Each value in the plots is an average over 1000, 500, and 250 Monte

Carlo simulations for the Mobile WiMAX, LTE and WINNER I systems re-

spectively.

4.6 Numerical Results

As mentioned before in this chapter, the outage probability in the case of

imperfect CSI cannot be completely reduced to zero. We therefore intro-

duced a back-off CNR which was calculated based on a preset value of the
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FIGURE 4.2: Comparison of the actual outage probability, based on sim-

ulations, with the chosen ǫ. The MTGS algorithm is considered, for 10

users in a Mobile WiMAX network. Each value in the plot is an average

over 1000 Monte Carlo simulations.

outage probability, i.e. ǫ. In Figure 4.2, we plot the actual outage probabil-

ity experienced in a 10 user Mobile WiMAX network for different values of

ǫ, and for identical throughput guarantees B/(WTW) = 0.2 bits/s/Hz, and

∆ = 10. The figure shows that the experienced outage probability, based

on simulations, is actually equal to or below the chosen ǫ. Hence, the back-

off mechanism indeed reduces the outage probability to an acceptable level

given by ǫ.

In Figure 4.3, percentage loss in the average transmitted and received

rates due to imperfect channel prediction, for different values of ǫ (cho-

sen outage probability) is plotted. We again consider the 10 user Mobile

WiMAX network with identical throughput guarantee B/(WTW) = 0.2

bits/s/Hz, and ∆ = 10. The lower the value of ǫ, the lower will be the
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FIGURE 4.3: Average rate loss for different values of ǫ, plotted for 10

users in a Mobile WiMAX network using the MTGS algorithm. Each

value in the plot is an average over 1000 Monte Carlo simulations.

back-off CNRs and the data rates, and the higher will be the rate loss. As

we increase the value of ǫ, we observe a reduction in the rate loss. For

higher values of ǫ, the data will be transmitted at higher rates. Therefore,

the loss in the transmitted rate will be lower. But since the outage prob-

ability is now high, much of the data will be lost, reducing the average

received rate, and thus the loss in the average received rate is higher. This

is also evident from Figure 4.4 where we have plotted the TGVP for the

MTGS algorithm, for different values of ǫ. From the figure, we observe that

the TGVP is higher for higher values of ǫ, since the received rate loss is

higher in this case. The TGVP for very low values of ǫ is also high. Since in

that case, we send the data at very low rates in order to avoid outage, and

due to low rates the system was not able to fulfill the throughput guaran-
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FIGURE 4.4: TGVP for MTGS algorithm for different values of ǫ, for

B/(WTW) = 0.2 bits/s/Hz, in a 10 user Mobile WiMAX network. Each

value in the plot is an average over 1000 Monte Carlo simulations.

tees of all the users in the network. The TGVP is lowest for ǫ = 0.0416 for

this system. For the remaining plots, we will only consider this value of ǫ.

In Section 3.9, it is shown that for perfect channel prediction, the AMTGS2

algorithm described in Section 4.4 outperforms other scheduling algorithms

in terms of the TGVP. So for the remaining plots in this section, we fo-

cus only on the performance of this scheduling algorithm under imperfect

channel prediction. Furthermore, we only consider the scenario where all

the users are promised identical throughput guarantees B/WTW .

Figures 4.5-4.7 show the TGVP performance in networks that are re-

spectively based on Mobile WiMAX, LTE and WINNER I. For the system

parameters given in the previous section, we vary the time delay ∆Ts and

observe the TGVP performance. From the figures, we observe that as ∆ in-
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FIGURE 4.5: Effect of imperfect channel knowledge on the TGVP per-

formance of AMTGS2 algorithm in a Mobile WiMAX network. Plotted

for a time-window TW = 80 ms that contains 16 time-slots. Each value in

the plot is an average over 1000 Monte Carlo simulations.

creases, the TGVP performance of all the systems deteriorates. The higher

the time delay, the lower will be the normalized correlation between the

actual and predicted CNRs. For example, the value of the normalized cor-

relation for the user 10 is ρ10 = 0.98 for ∆ = 10 and ρ10 = 0.91 for ∆ = 30

in the LTE system. We observe (as expected) that lower normalized corre-

lation results in the deterioration of the system performance in terms of the

maximum throughput that can be guaranteed. The performance loss in the

case of Mobile WiMAX is the highest, since its symbol duration Ts is also

the highest, causing a higher time delay or prediction lag ∆Ts, and hence

the lowest normalized correlations for the users as compared to the LTE or

WINNER I based systems. This can be seen in Figure 4.8, where the aver-
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FIGURE 4.6: Effect of imperfect channel knowledge on the TGVP per-

formance of AMTGS2 algorithm in an LTE network. Plotted for a time-

window TW = 80 ms that contains 80 time-slots. Each value in the plot is

an average over 500 Monte Carlo simulations.

age normalized correlation ρavg (average over all the users) is plotted as a

function of ∆, for the system parameters given in Section 4.5. We observe

from the figure that the average normalized correlation for the WINNER I

system does not change too much, whereas the average normalized correla-

tion for the Mobile WiMAX system decreases significantly with increasing

value of ∆. We can thus confirm what intuition tells us that for a given set

of system parameters, it is better not to predict too far ahead in time when

the symbol duration is large.

For the system parameters given in Section 4.5, the received average

rate loss for Mobile WiMAX system turned out to be 16.351% for ǫ =

0.0416, and ∆ = 10 (see Figure 4.3). The corresponding values of the
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FIGURE 4.7: Effect of imperfect channel knowledge on the TGVP per-

formance of AMTGS2 algorithm in WINNER I network. Plotted for a

time-window TW = 80 ms that contains 235 time-slots. Each value in the

plot is an average over 250 Monte Carlo simulations.

normalized correlation for the worst and the best users are ρ1 = 0.77 and

ρ10 = 0.96 respectively. If we want to reduce the average rate loss to say

13.5%, we have found after various experiments that we need to improve

the normalized correlation of the worst user to atleast ρ1 = 0.85. There will

be an improvement in the normalized correlation of the remaining users

also since it is assumed that they also use the same set of system parame-

ters. This improvement can be achieved by changing either the filter length

K, the pilot spacing L, or the Doppler frequency shift fD. Thus we have

an infinite number of possibilities to set the desired rate loss in our system.

An example of the "possibility space" given that a maximum of 13.5% rate

loss is acceptable is shown in Figure 4.9. We need to be on or below this
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FIGURE 4.8: The average normalized correlation plotted as a function

of ∆. Rest of the system parameters are given in Section 4.5.

surface in order to have maximum 13.5% received average rate loss for the

Mobile WiMAX system. Ideally, we would like to have a larger value of

L to minimze the rate loss due to pilot-symbols. We observe from the fig-

ure that for our system, increasing the filter length is not that beneficial in

this regard. Therefore, if we want to keep L = 10, we need to reduce the

Doppler frequency shift to about 60 Hz to have a rate loss of 13.5%.

4.7 Summary and Discussion

In Chapter 3, we described an optimization problem and its solution which

aims at maximizing the throughput guarantees offered to the users in a

wireless network. However, that analysis assumes that each user estimates

its CNR perfectly, and there is no feedback delay. This is not true in prac-
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FIGURE 4.9: An example of the "possibility space" given that a max-

imum of 13.5% average rate loss, due to imperfect channel prediction,

is acceptable in a Mobile WiMAX network. Plotted for a time-window

TW = 80 ms that contains 16 time-slots.

tice. Therefore in this chapter we have made use of a maximum a posteriori

(MAP) predictor to take the delay (prediction lag) and channel noise into

account. We have then investigated the effect of imperfect channel predic-

tion and delay on the throughput guarantees promised to all the users in

the wireless network. We have also proposed a rate back-off mechanism

to reduce the outage probability of the system. It should be noted that the

probability of outage cannot be completely reduced to zero. From the sim-

ulations, we observe that the TGVP performance of the system deteriorates

when the normalized correlation between the actual and predicted CNR

decreases. We also conclude from the performance comparison of Mobile

WiMAX with LTE and WINNER I systems that it is better not to predict

too far ahead in time when the symbol duration is large. Finally, we also
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explored the "possibility space" given that a maximum of X% rate loss is

acceptable.
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Chapter 5

Improved Throughput

Guarantees in MIMO

Broadcast Channels

Research has shown that MIMO systems have great potential to achieve

high throughput in wireless systems. Point-to-point multiple-antenna sys-

tems offer, under certain assumptions, an increase in the capacity which

is proportional to the minimum of the number of transmit and receive an-

tennas [Foschini and Gans, 1998], and we also see similar capacity gains in

the case of multi-user MIMO communications [Tse and Viswanath, 2005, p.

254]. In multi-user systems, the achievable capacity gains are limited by the

number of receive antennas at each user. Since the multiple-antenna gains

with TDMA are very limited [Jindal and Goldsmith, 2005], the base sta-

tion should send data to multiple users simultaneously in order to achieve

the capacity gains. One multi-user strategy is opportunistic beamform-

ing [Viswanath et al., 2002], the main principle of which is to randomly

vary the complex weights at an antenna array, and to schedule the users

with highest CNR for data transmission. In [Sharif and Hassibi, 2005], the

authors extended this idea to multiple random beams. Their scheme gen-

erates M orthonormal random beams and schedules M out of N users with

best signal-to-interference-plus-noise ratios (SINR) for those beams.

In this chapter, we extend the work in Chapter 3 to MIMO broadcast

channels so that multiple users can be selected in a single time-slot, and

propose scheduling algorithms that make use of orthonormal random beam-
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forming, and try to fulfill the throughput guarantees promised to all the

mobile users in a MIMO broadcast channel. We consider two beamform-

ing scenarios in this chapter. In the first scenario, random beams are used

for all the selected users, whereas transmit beamforming is used for the

first selected user in the second scenario. We also describe corresponding

adaptive scheduling algorithms that perform significantly better than other

well-known scheduling algorithms, in terms of the TGVP.

The rest of this chapter is organized as follows: The system model is

presented in Section 5.1. In Section 5.2, we formulate the optimization

problem for obtaining the highest possible throughput guarantees over a

time-window for the MIMO broadcast channel. In Section 5.3, we show

how the solution to this problem can be found for the two beamform-

ing scenarios mentioned above. We describe the corresponding adaptive

scheduling algorithms in Section 5.4. Simulation parameters are given in

Section 5.5. We present our numerical results in Section 5.6, and give a brief

summary in Section 5.7.

This Chapter is based on [Rasool and Øien, 2011b,c].

5.1 System Model

We consider a single base station, equipped with M antennas, that serves N

backlogged users, each having a single antenna. The total available band-

width for the users is W [Hz], and the total transmit power is P. We further

assume equal power allocation over each transmit beam, i.e. P/M. The

corresponding MIMO broadcast channel model is shown in Figure 5.1.

The received signal of user i in this case, denoted by yi, is given as1

yi = hH
i Wx + ni, (5.1)

where hi is an M × 1 complex Gaussian channel vector (with zero mean

and variance σ2
i ) between the base station and user i, W = [w1w2 . . . wM] is

a beamforming matrix where wm is an M × 1 beamforming vector, ni is an

i.i.d. complex AWGN noise with zero mean and variance σ2 = N0W, and

x = [x1, x2, . . . , xM]T is an M × 1 transmitted signal such that

E[xHx] = P.

1We have not used the time indices for simplification.
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(5.1) can also be written as

yi =
M

∑
j=1

hH
i wjxj + ni

= hH
i wixi +

M

∑
j=1
j 6=i

hH
i wjxj + ni. (5.2)

The SINR of user i, denoted by ηi, is given as

ηi =

∣

∣

∣
hH

i wi

∣

∣

∣

2

∑j 6=i

∣

∣

∣
hH

i wj

∣

∣

∣

2
+ M/γ̄i

, (5.3)

where γ̄i is the average received CNR of user i.

We also assume constant average CNR values for the time-window

over which the throughput guarantees are calculated. Another important

assumption is that the population of backlogged users during the time-

window is constant and equal to N. We further assume that N ≥ M, so

that all the beams are utilized by different users at each time instance.

5.2 The Optimization Problem

We now formulate an optimization problem aimed at obtaining the maxi-

mal throughput guarantee B [bits], which can be achieved within a time-

window of TW [seconds] in a MIMO broadcast channel with M base station

antennas and N single antenna users. This optimization problem builds on

the optimization problem given in Section 3.2.

We again assume identical throughput guarantees promised to all the

users in our system. In this case, the accumulated time of user i over the

time-window TW and the average rate for user i when he is scheduled,

denoted by Ti [seconds] and R̄i [bits/s] respectively, should again satisfy

(3.1).

Since the number of users scheduled in a single time-slot is M, the sum

of the Tis satisfies
N

∑
i=1

Ti = MTW . (5.4)
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SOLUTION TO THE OPTIMIZATION PROBLEM

In our system, user i is allocated no more than one beam per time-slot.

Therefore, Ti ≤ TW for all i = 1, ..., N. Inserting (3.1) into (5.4), we get

B =
MTW

∑
N
i=1

1
R̄i

. (5.5)

Under the assumption that Ti is long enough to make the time-window TW

appear infinitely long, (3.1) can also be written as

p(i)MTW R̄i = B, (5.6)

where p(i) is the access probability for user i within the duration of the

time-window TW . Setting (5.5) equal to (5.6), we again obtain (3.5).

The average rate R̄i for user i when he is scheduled, can be written as

R̄i = W
∫ ∞

0
log2(1 + η) fη∗(η|i)dη, (5.7)

where fη∗(η|i) is the PDF of the SINR of user i when this user is sched-

uled. As mentioned before in previous chapters, this requires that TW is

long enough for the channel to reveal its ergodic properties, and that the

Shannon capacity is achieved.

Now, our goal is to find a scheduling scheme that gives the maximum B

that can be promised to all the users over the time-window TW , meaning

that (5.5) has to be maximized subject to the constraints (5.7), for all i =

1, . . . , N.

5.3 Solution to the Optimization Problem

The solution to the optimization problem discussed in the previous section

depends on the beamforming scheme used in the system. As mentioned

before, we consider two beamforming schemes in this section. In the first

scheme, random beams are used for all the selected users, whereas transmit

beamforming is used for the first selected user in the second scheme.

5.3.1 Random Beams for All the Selected Users

The beamforming strategy that we use in this subsection is similar to the

one described in [Sharif and Hassibi, 2005]. The base station generates M

orthonormal random beam vectors wm according to isotropic distribution,
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so that the beamforming matrix is W = [w1w2 . . . wM]. This matrix can

either be generated for every time-slot or can be generated once for a given

time-window. By assuming that xm is the desired signal and the other xjs

are interference, the following M SINRs are computed for the user i:

ηi,m =

∣

∣

∣
hH

i wm

∣

∣

∣

2

∑j 6=m

∣

∣

∣
hH

i wj

∣

∣

∣

2
+ M/γ̄i

. (5.8)

M out of N users will be selected in time-slot n according to the proce-

dure shown in Figure 5.2. The user i∗m(n) that is going to be scheduled on

beam m (provided it is not already selected on any other beam) is given by

the following scheduling algorithm:

i∗m(n) =
argmax

1≤i≤N,i/∈S

(

ri,m(n)

αi

)

, (5.9)

where ri,m(n) = W log2(1 + ηi,m(n)) is the instantaneous rate of user i on

beam m in time-slot n, S is the set of already selected users, and αi is a

constant to be optimized.

To find the αis, we assume that the PDFs of the users’ channel gains

are known, and that we have an ideal link adaptation protocol and block-

fading. We proceed as in Section 3.3, and again define the random variable

Si
△
= Ri

αi
, where Ri is the random variable describing the rate of user i. For

flat, block-fading AWGN channels, the maximal value of Si for user i within

a time-slot (block) with SINR η is then given as

Si(η) =
W log2(1 + η)

αi
. (5.10)

The PDF for the normalized rate Si = s for user i can be written as

fSi
(s) =

fηi
(η)

dSi(η)
dη

∣

∣

∣

∣

∣

∣

η=2
s·αi
W −1

, (5.11)

where fηi
(η) is the PDF of the SINR of user i. Assuming Rayleigh fading

channel gains, fηi
(η) is given as [Sharif and Hassibi, 2005; Vicario, Bosisio,

Anton-Haro, and Spagnolini, 2008],

fηi
(η) =

e
− Mη

γ̄i

(1 + η)M

(

M

γ̄i
(1 + η) + M − 1

)

. (5.12)
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Start

S = {}
Compute random W

m = 1

Calculate

ri,m = W log2(1 + ηi,m)

i∗m = argmax
1≤i≤N,i/∈S

(

ri,m

αi

)

i∗m → S

m = M

m = m + 1

No

Yes

End

FIGURE 5.2: User selection procedure with random beams for all the

users.

(5.11) thus becomes

fSi
(s) =

αi ln(2)

W

e
− M(2

s·αi
W −1)
γ̄i

(2
s·αi
W )M−1

(

M

γ̄i
2

s·αi
W + M − 1

)

, (5.13)
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and using simple integration, the corresponding CDF can be expressed as

FSi
(s) =

∫ s

0
fSi
(x)dx = 1 − e

− M(2

s·αi
W −1)
γ̄i

(2
s·αi
W )M−1

. (5.14)

Inserting (5.13) and (5.14) in (3.12)-(3.14), and then combining (3.5), (3.12),

and (3.14) we again obtain 3N equations in 3N unknowns, and can thus

find the optimal αis.

5.3.2 Transmit Beamforming for the First Selected User

In this scheme, transmit beamforming is used for the first selected user,

whereas random beams are used for the remaining users. The idea behind

this scheme is to select the beamforming vectors such that the first selected

user does not experience any interference from other selected users. The

user selection procedure for time-slot n is shown in Figure 5.3. The first

user i∗1(n) that is going to be scheduled on beam 1 in time-slot n is given by

the following scheduling algorithm:

i∗1(n) =
argmax

1≤i≤N

(

ri,1(n)

βi

)

, (5.15)

where ri,1(n) is the instantaneous rate of user i on beam 1 in time-slot n, and

is calculated from the SINR of user i assuming transmit matched filtering

(and no interference). The SINR in this case is given as

ηi,1 =
γ̄i

M

∣

∣

∣
hH

i wi

∣

∣

∣

2
, (5.16)

where

wi =
hi

‖hi‖
. (5.17)

The PDF of the SINR of user i in this case (assuming Rayleigh fading) is

given as [Hammarwall, Bengtsson, and Ottersten, 2008]

fηi
(η) =

M

γ̄i
e
− Mη

γ̄i . (5.18)

The constant βi in (5.15) is similar to αi, and can be calculated in the

same way. We again define the random variable Si
△
= Ri

βi
. The maximal

value of the metric Si within a time-slot (block) with SINR η is then given

as
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m

Start

Calculate

ri,1 = W log2(1 + ηi,1)

i∗1 = argmax
1≤i≤N

(

ri,1

βi

)

wi∗1 =
hi∗

1
∥

∥

∥
hi∗

1

∥

∥

∥

S = {i∗1}
Compute W from wi∗1

m = 2

Calculate

ri,m = W log2(1 + ηi,m)

i∗m = argmax
1≤i≤N,i/∈S

(

ri,m

αi

)

i∗m → S

m = M

m = m + 1

No

Yes

End

FIGURE 5.3: User selection procedure with transmit beamforming for

the first selected user.
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Si(η) =
W log2(1 + η)

βi
. (5.19)

The PDF fSi
(s) and the CDF FSi

(s) for the normalized rate Si = s for user i

(the first selected user) are given as follows:

fSi
(s) =

Mβi ln(2)

Wγ̄i
2

s·βi
W e

− M(2

s·βi
W −1)
γ̄i . (5.20)

FSi
(s) =

∫ s

0
fSi
(x)dx = 1 − e

− M(2

s·βi
W −1)
γ̄i . (5.21)

The optimal βis can be obtained using the method described in the pre-

vious section by replacing αi with βi.

The beamforming vector wi∗1 of the first selected user serves as a basis

vector of the beamforming matrix W to be used for transmission. The ma-

trix W is obtained by applying the Gram-Schmidt orthogonalization pro-

cess [Cohen, 1993].

The procedure for selecting the users on the remaining M − 1 beams

is exactly the same as the one described in the previous section. The user

i∗m(n) that is going to be scheduled on beam m (= 2, · · · , M) in time-slot n

is thus given as

i∗m(n) =
argmax

1≤i≤N,i/∈S

(

ri,m(n)

αi

)

, (5.22)

where ri,m(n), the instantaneous rate of user i on beam m in time-slot n is

calculated using the SINR ηi,m(n) given in (5.8), and S is the set of already

selected users. The constant αi can be obtained from the solution of (3.5),

(3.12), and (3.14).

Note that the base station now needs to calculate both αis and βis. Hence

this scheme is more complex as compared to the first one. However the

performance improvement is significant, as will be shown in Section 5.6.

5.4 Improving the Short-Term Performance

Similar to the MTGS algorithm in Chapter 3, the scheduling algorithms in

the previous sections are designed for long time-windows. We again need

to adapt the values of αi and βi to the actual resource allocation, in order to

improve performance for shorter time-windows. In this chapter, we make
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use of the AMTGS2 algorithm given in Section 3.5.2, and modify it a little

for the case of multiple beams. The algorithm then works as follows:

For the promised throughput guarantees Bi, select the users i∗1(n) and

i∗m(n) as follows:

i∗1(n) =
argmax

1≤i≤N

(

υi(n − 1)
ri,1(n)

βi

)

, (5.23)

and

i∗m(n) =
argmax

1≤i≤N,i/∈S

(

υi(n − 1)
ri,m(n)

αi

)

, (5.24)

where υi(n) is given in (3.22).

5.5 Simulation Parameters

For the simulations in the next section, we consider an LTE network where

the time-slot length is 1 ms [Freescale Semiconductor, 2007].

We assume that the length of the time-window is TW = 80 ms. Thus TW

contains K = 80 time-slots for the LTE network.

We assume that there are N = 10 users in our system, and the user

channels are Rayleigh distributed with constant average CNRs that are dis-

tributed with an average CNR of 15 dB, as given in Table 2.1.

The number of antennas at the base station is assumed to be M = 3,

whereas each user has a single antenna.

For simplification, we also assume that identical throughput guarantees

are promised to all the users.

Each value in the plots is an average over 500 Monte Carlo simulations.

5.6 Numerical Results

Figure 5.4 shows the TGVP performance in the network where random

beamforming is used for all the selected users. We again name our non-

adaptive and adaptive algorithms as MTGS and AMTGS2 respectively. We

compare our scheduling policies with the maximum SINR scheduling scheme

based on random beamforming [Sharif and Hassibi, 2005] and the multi-

user PFS scheme defined in [Kountouris and Gesbert, 2005]. As expected,

the performance of our non-adaptive algorithm is not very good since it

is designed for a long time-window with many time-slots. The AMTGS2
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FIGURE 5.4: TGVP for 10 users in an LTE network with random beams

used for all selected users. Plotted for a time-window TW = 80 ms that

contains 80 time-slots. Each value in the plot is an average over 500

Monte Carlo simulations.

algorithm performs better than the remaining algorithms. However, the

performance improvement is not that significant.

Figure 5.5 shows the TGVP performance in the network where transmit

beamforming is used for the first selected user, and random beams are used

for the remaining users. For a fair comparison, we use the same beamform-

ing strategy for the maximum SINR scheduling and the multi-user PFS

schemes. We see that the AMTGS2 algorithm now performs significantly

better than all the other scheduling algorithms. The throughput guarantee

that can be promised with close to unity probability (TGVP ≈ 0) with this

algorithm is almost twice as large as for the PFS algorithm. It is also inter-

esting to observe that the performance of the MTGS algorithm is also better

than other algorithms. The results in this case are much better than the one
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FIGURE 5.5: TGVP for 10 users in an LTE network with transmit beam-

forming for the first selected user. Plotted for a time-window TW = 80

ms that contains 80 time-slots. Each value in the plot is an average over

500 Monte Carlo simulations.

with random beams for all the users, because now the first user does not

experience any interference from other users.

5.7 Summary and Discussion

In this chapter, we have extended the work in Chapter 3 to the case of

MIMO broadcast channels. We have proposed scheduling algorithms that

make use of orthonormal random beamforming and try to fulfill the through-

put guarantees promised to all the users in a network. The scheduling

algorithms are designed for two different beamforming scenarios. In the

first scenario, random beams are used for all the selected users, whereas

transmit beamforming is used for the first selected user in the second sce-
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nario. To further improve the short-term performance, we also modified

the AMTGS2 algorithm given in Chapter 3 for multiple beams. Results

from our simulations show that the adaptive scheduling algorithm with

transmit beamforming for the first selected user performs significantly bet-

ter than other well-known scheduling algorithms, since the first user does

not see any interference from other users in this case. We can thus con-

clude that if we reduce the interference experienced by all the users, the

performance may be improved even further.
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Chapter 6

Joint Power and Bandwidth

Allocation for Discrete-Rate

Link Adaptation

In the previous chapters, we have focused on various aspects of the through-

put guarantees provided to all the users in wireless networks. Now we

shift our focus to the second half of our motivation, which is to design the

ACM scheme for multi-user scenario, and to analyze the impact of imper-

fect channel knowledge on the designed ACM scheme.

In practical wireless networks, the available transmission power and

bandwidth of the network are limited. Equal allocation of bandwidth and

power to all users may not be efficient for multi-user networks. Therefore,

joint bandwidth and power allocation for wireless multi-user networks is

essential in order to improve the network performance. In literature [Gong,

Vorobyov, and Tellambura, 2011; Julian, Chiang, O’Neill, and Boyd, 2002;

Kumaran and Viswanathan, 2005; Phan, Le-Ngoc, Vorobyov, and Tellam-

bura, 2009], joint bandwidth and power allocation has been studied for i)

maximizing the sum rate of all users, ii) maximizing the rate of the worst

user and iii) minimizing the average power consumption of all users. How-

ever, most of the research has focused on continuous rate, power, and band-

width allocations, i.e, it is assumed that there are infinite number of rates,

power and bandwidth levels available. However, this is not the case with

practical systems. In this chapter, we therefore consider the issue of joint

discrete power and bandwidth allocation for discrete-rate multi-user link
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adaptation.

Link adaptation or ACM has been shown to increase throughput in

wireless communication systems affected by fading [Gjendemsjø et al., 2008;

Goldsmith and Chua, 1997; Holm et al., 2003]. In [Holm et al., 2003], single-

user ACM systems are designed such that, given the number of codes

C and capacity-approaching codes for AWGN channels, the chosen CNR

thresholds and corresponding rates (codes) are optimal with respect to max-

imal average spectral efficiency. In [Gjendemsjø et al., 2008], continuous

and discrete power adaptation for discrete-rate single-user link adaptation

with perfect channel knowledge is investigated. The resulting transmis-

sion schemes enable very high transmission rates using a limited number

of codes. In practice, the channel prediction is not perfect. However, the

system can be made more robust towards channel prediction errors by in-

creasing the thresholds in order to be more conservative in the choice of

codes [Jetlund et al., 2004].

In this chapter, we analyze the issue of joint power and bandwidth al-

location for discrete rates by extending the idea of [Gjendemsjø et al., 2008]

to multi-user systems, for example, CDMA systems that allow schedul-

ing of multiple users in each time slot by multiplexing them on different

codes (see Section 1.7.3), or OFDM systems in which different carriers are

assigned to different users in a single scheduling interval (see Section 1.7.2).

To be more specific, we also assume that the channel state information

available is imperfect, and then discuss how the ACM scheme can be de-

signed for i) sum rate maximization and ii) average power minimization in

a multi-user system.

The remainder of the chapter is organized as follows. The system model

and the ACM is introduced in Sections 6.1 and 6.2. In Section 6.3, we dis-

cuss the joint power and bandwidth problem for sum rate maximization

and average power minimization. Simulation parameters are provided in

Section 6.4. We present our numerical results in Section 6.5, and give a brief

summary/discussion in Section 6.6.

This chapter is based on [Rasool and Øien, 2012a].

6.1 System Model

Consider a wireless downlink system in which time is divided into slots,

and in each time-slot the base station resource, consisting of bandwidth
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FIGURE 6.1: System Model between the base station and user i.

and power, is divided among N users, based on the channel feedback from

them. It is assumed that the total number of users in the system remains

constant and equal to N 1. We further assume that no two users can share

the same bandwidth, and thus the users do not interfere with each other.

The wireless system between the base station and user i is shown in

Figure 6.1. The corresponding discrete-time channel between the base sta-

tion and user i is given by (4.2), with the time-varying gain gi(n) = |hi(n)|
and AWGN noise ni(n). The fading is assumed to be slow and flat. Let P̄

denote the average transmit power without power adaptation, and W [Hz]

is the transmission bandwidth allocated to user i without adaptation, such

that the total available bandwidth is Wt = NW [Hz] 2. The instantaneous

pre-adaptation CNR of user i at time-slot n is then

γi(n) =
g2

i (n)P̄

N0W
,

where N0 [Watt/Hz] is the noise power spectral density. The average pre-

adaptation received CNR of user i is denoted by γ̄i. Assuming that the

transmit power and bandwidth are adapted instantaneously at time-slot n

1Otherwise the system needs to run the optimization problem again for each new value

of N.
2Equal power and bandwidth allocation is assumed when there is no adaptation.
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based on the predicted received CNR, γ̂i(n), we denote the transmit power

and bandwidth as Pi(γ̂i(n)) and Wi(γ̂i(n)) respectively. The received post-

adaptation CNR of user i at time-slot n is then given by

Pi(γ̂i(n))

P̄

W

Wi(γ̂i(n))
γi(n).

It should be noted that the users will have different noise powers after

adaptation, since they will be allocated different bandwidths.

We again assume that a maximum a posteriori (MAP) optimal predic-

tor is employed to predict γ̂i(n) (see Section 4.1.1). In this case the pre-

dicted CNR follows an exponential distribution with expectation ¯̂γi = ρiγ̄i,

where ρi is the normalized correlation between the actual and predicted

pre-adaptation CNRs for user i.

6.1.1 Adaptive Coding and Modulation

We assume that the base station has a set of C codes, with L power levels

per code. Following [Gjendemsjø et al., 2008], the range of CNRs is thus

divided into CL + 1 intervals, which are defined by the CNR thresholds γc,l

for c = 1, · · · , C and l = 1, · · · , L, as illustrated in Figure 6.2. We let γ0,1 = 0

and γC+1,1 = ∞.

... ... ... ...

outage SE1 SE2 SEC

γ1,1 γ1,2 γ1,L γ2,1 γ2,2 γ2,L γ3,1 γC,1 γC,2 γC,L

FIGURE 6.2: The range of γ is divided into intervals, where γc,l are the

CNR thresholds.

When γi
3 is in the interval [γc,1, γc+1,1), we select code c with spectral

efficiency SEc. Within this interval the transmission rate is constant, but the

transmitted power and bandwidth can be adapted in order to achieve the

system objective.

3The time reference n is omitted from now on for simplicity.
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6.1.2 Code Selection

Since the actual CNR γi is unknown at the base station, a new set of thresh-

olds are defined that are used to select a code based on the predicted CNR

γ̂i [Jetlund et al., 2004]. The switching thresholds are denoted as γ̂c,l with

γ̂0,1 = 0 and γ̂C+1,1 = ∞. Code c is now selected when γ̂i lies in the interval

[γ̂c,1, γ̂c+1,1).

For perfect channel prediction (ρi = 1), the CNR thresholds in Figure 6.2

will be used as the switching thresholds, i.e. γ̂c,l = γc,l . However, the nor-

malized correlation ρi can be lower due to, for example, lower γ̄i, larger

prediction delay or higher Doppler frequency shift. This will cause a mis-

match between the predicted and actual CNR, resulting in an increased

BER, since the actual CNR may sometimes fall into a lower indexed inter-

val than the predicted CNR [Jetlund et al., 2004]. Similar to our analysis

in Chapter 4, this cannot be avoided completely, but we can control the

probability of this event by demanding [Jetlund et al., 2004]

Pr[γi < γc,l |γ̂i ≥ γ̂c,l ] ≤ ǫ, (6.1)

where ǫ is a small constant chosen by the system designer. The probability

of the complementary event is again given as [Jetlund et al., 2004; Øien

et al., 2002]

1 − ǫ = Pr[γi > γc,l |γ̂i = γ̂c,l ]

= Q

(

√

γ̂c,l
√

γ̄i(1 − ρi)/2
,

√
γc,l

√

γ̄i(1 − ρi)/2

)

, (6.2)

where Q(a, b) is the Marcum-Q function given in 4.15.

6.2 Average Rate for ACM

It is assumed that the fading is slow enough for capacity-achieving codes

for AWGN channels to be employed, giving relatively tight upper bounds

on the average rate [Gjendemsjø et al., 2008]. The C different codes must be

selected such that they achieve capacity at the lower end of the correspond-

ing CNR intervals, in order to have arbitrarily small BER throughout the

whole of the interval. Assuming that capacity-achieving codes designed
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for AWGN channels are used, the spectral efficiency of code c is given as

SEc = log2

(

1 +
Pi(γ̂c,1)

P̄

W

Wi(γ̂c,1)
γc,1

)

[bits/s/Hz],

and the average rate R̄i of user i for the ACM scheme is given as

R̄i =
C

∑
c=1

Wi(γ̂c,1) · SEc · Pc,i [bits/s], (6.3)

where Pc,i is the probability of selecting code c for user i, and is given as

Pc,i =
∫ γ̂c+1,1

γ̂c,1

fγ̂i
(γ̂)dγ̂, (6.4)

where fγ̂i
(γ̂) is the PDF of γ̂i given in (4.11).

Similar to the derivation of the back-off CNR γb(ǫ) in Section 4.2, the

CNR thresholds γc,l(ǫ) can be computed as

γc,l(ǫ) =











(

√

γ̄i(1−ρi)
2 · qb

( √
γ̂c,l

√

γ̄i(1−ρi)
2

, ǫ

))2

, ρi < 1

γ̂c,l , ρi = 1

(6.5)

The average rate R̄i in (6.3) can now be written as

R̄i(ǫ) =
C

∑
c=1

Wi(γ̂c,1) log2

(

1 +
Pi(γ̂c,1)

P̄

W

Wi(γ̂c,1)
γc,1(ǫ)

)

∫ γ̂c+1,1

γ̂c,1

fγ̂i
(γ̂)dγ̂.

(6.6)

6.3 Joint Bandwidth and Power Adaptation for ACM

Different optimization objectives can be considered while allocating re-

sources in wireless multi-user networks. We shall consider i) sum rate

maximization and ii) average power minimization in our work. We now

formulate and solve the problem of bandwidth and power allocation for

each of these two different objectives.

6.3.1 Sum Rate Maximization

In applications without delay constraints, a high data rate from any user in

the network is favorable. Thus, it is desirable to allocate the resources to
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maximize the overall network performance, e.g., the sum rate of all users.

The joint bandwidth and power allocation problem aiming at maximizing

the sum rate for the network can be formulated as

R̄max = max
N

∑
i=1

R̄i(ǫ), (6.7)

subject to the average power constraint

C

∑
c=0

∫ γ̂c+1,1

γ̂c,1

Pi(γ̂) fγ̂i
(γ̂)dγ̂ ≤ P̄, (6.8)

and the total bandwidth constraint

N

∑
i=1

Wi(γ̂i) ≤ Wt. (6.9)

We now consider different adaptation strategies for allocating power and

bandwidth.

6.3.1.1 Constant Bandwidth Constant Power Adaptation

Under this strategy, the transmission bandwidth allocated to user i is now

restricted to be constant in the interval [γ̂1,1, γ̂C+1,1). I.e.,

Wi(γ̂i)

W
=











ωiγ̂1,1, i f γ̂c,1 ≤ γ̂i ≤ γ̂c+1,1,

1 ≤ c ≤ C

0, i f γ̂i < γ̂1,1

, (6.10)

for all i = 1, · · · , N. The constraint in (6.9) then becomes

N

∑
i=1

ωiγ̂1,1 = N, for all c = 1, . . . , C. (6.11)

Furthermore, a single transmission power is now used for all codes for user

i. From (6.8) the optimal constant power policy is [Gjendemsjø et al., 2008]

Pi(γ̂i)

P̄
=











1
1−Fγ̂i

(γ̂1,1)
, i f γ̂c,1 ≤ γ̂i ≤ γ̂c+1,1,

1 ≤ c ≤ C

0, i f γ̂i < γ̂1,1

, (6.12)
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where Fγ̂i
(·) denotes the CDF of γ̂i. We obtain R̄max,C:

R̄max,C = max
N

∑
i=1

C

∑
c=1

ωiγ̂1,1 log2

(

1 +
γc,1(ǫ)

ωiγ̂1,1 (1 − Fγ̂i
(γ̂1,1))

)

∫ γ̂c+1,1

γ̂c,1

fγ̂i
(γ̂)dγ̂,

(6.13)

subject to constraint (6.11). The variables {ωi}N
i=1 and {γ̂c,1}C

c=1 are then

found by numerical optimization. This can, for example, be achieved in

MATLAB by using the function fmincon.

6.3.1.2 Constant Bandwidth Discrete Power Adaptation

The transmission bandwidth allocated to user i is again restricted to be con-

stant in the interval [γ̂1,1, γ̂C+1,1), given by (6.10). However, there are now

L ≥ 1 power levels within each of the C intervals [Gjendemsjø et al., 2008].

For each interval [γ̂c,1, γ̂c+1,1) we again use a capacity-achieving code which

ensures an arbitrarily low probability of error for any AWGN channel with

received CNR greater than or equal to
Pi(γ̂c,1)

P̄
W

Wi(γ̂c,1)
γc,1(ǫ), imposing the

following restriction (similar to the one in [Gjendemsjø et al., 2008]):

Pi(γ̂i)

P̄

W

Wi(γ̂i)
γi(ǫ) ≥

Pi(γ̂c,1)

P̄

W

Wi(γ̂c,1)
γc,1(ǫ). (6.14)

Since the rate and the bandwidth is restricted to be constant in each inter-

val, the transmitted power can be reduced when the channel conditions are

more favorable. We define

βc =
Pi(γ̂c,1)

P̄

W

Wi(γ̂c,1)
γc,1(ǫ).

The value of βc thus corresponds to the minimum received CNR within

the interval c for 1 ≤ c ≤ C. The jointly optimal power and bandwidth

adaptation scheme is then of the form (following [Gjendemsjø et al., 2008])

Pi(γ̂i)

P̄

W

Wi(γ̂i)
=











βc

γc,l(ǫ)
, i f γ̂c,l ≤ γ̂i ≤ γ̂c+1,l ,

1 ≤ c ≤ C, 1 ≤ l ≤ L

0, i f γ̂i < γ̂1,1

Or

Pi(γ̂i)

P̄
=











ωi βcγ̂1,1

γc,l(ǫ)
, i f γ̂c,l ≤ γ̂i ≤ γ̂c+1,l ,

1 ≤ c ≤ C, 1 ≤ l ≤ L

0, i f γ̂i < γ̂1,1

. (6.15)
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We thus have the following optimization problem with respect to the vari-

ables {ωi}N
i=1, {βc}C

c=1 and {γ̂c,l}C,L
c=1,l=1: Maximize

R̄max,C×L =
N

∑
i=1

C

∑
c=1

ωiγ̂1,1 log2 (1 + βc)
∫ γ̂c+1,1

γ̂c,1

fγ̂i
(γ̂)dγ̂, (6.16)

such that for all i = 1, . . . , N,

C

∑
c=1

ωiβcγ̂1,1

L

∑
l=1

1

γc,l(ǫ)

∫ γ̂c,l+1

γ̂c,l

fγ̂i
(γ̂)dγ̂ = 1, (6.17)

and for all c = 1, . . . , C,
N

∑
i=1

ωiγ̂1,1 = N. (6.18)

This problem can again be solved in MATLAB by using the function fmincon.

6.3.2 Average Power Minimization

Another relevant design objective (e.g., to prolong battery lifetime and/or

reduce interference to co-existing systems) is the minimization of the aver-

age power consumption of all users. This minimization is performed un-

der the constraint that the minimum average rate requirements of all users

must be satisfied. The corresponding joint bandwidth and power allocation

problem can be written as

min
N

∑
i=1

C

∑
c=0

∫ γ̂c+1,1

γ̂c,1

Pi(γ̂i) fγ̂i
(γ̂)dγ̂, (6.19)

such that
N

∑
i=1

Wi(γ̂i) ≤ Wt, (6.20)

and

R̄i(ǫ) ≥ ri. (6.21)

Two different adaptation strategies for allocating power and bandwidth

are discussed below.
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6.3.2.1 Constant Bandwidth Constant Power Adaptation

For constant bandwidth constant power adaptation, the problem in (6.19)-

(6.21) becomes

min
N

∑
i=1

Pi(γ̂i) (1 − Fγ̂i
(γ̂1,1)) , (6.22)

such that for all c = 1, . . . , C,

N

∑
i=1

ωiγ̂1,1 = N, (6.23)

and for all i = 1, . . . , N,

C

∑
c=1

ωiγ̂1,1 log2

(

1 +
Pi(γ̂i)γc,1(ǫ)

P̄ωiγ̂1,1

)

∫ γ̂c+1,1

γ̂c,1

fγ̂i
(γ̂)dγ̂ ≥ ri. (6.24)

The variables {ωi}N
i=1 and {γ̂c,1}C

c=1 are then found by using the function

fmincon in MATLAB.

6.3.2.2 Constant Bandwidth Discrete Power Adaptation

The corresponding optimization problem for constant bandwidth discrete

power adaptation becomes

min
N

∑
i=1

C

∑
c=1

ωiβcγ̂1,1

L

∑
l=1

1

γc,l(ǫ)

∫ γ̂c,l+1

γ̂c,l

fγ̂i
(γ̂)dγ̂, (6.25)

such that for all c = 1, . . . , C,

N

∑
i=1

ωiγ̂1,1 = N, (6.26)

and for all i = 1, . . . , N,

C

∑
c=1

ωiγ̂1,1 log2 (1 + βc)
∫ γ̂c+1,1

γ̂c,1

fγ̂i
(γ̂)dγ̂ ≥ ri. (6.27)

The variables {ωi}N
i=1, {βc}C

c=1 and {γ̂c,l}C,L
c=1,l=1 can then be found by using

the function fmincon in MATLAB.

The ACM scheme for multi-user scenario can now be designed as fol-

lows: For the given system objective, the number of users N, the average
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CNRs γ̄i for all the users, the number of codes C, and a bandwidth/power

adaptation scheme in mind, find the set of switching thresholds, corre-

sponding CNR thresholds, the bandwidth allocations, and the maximal

spectral efficiencies SEcs. Then design optimal codes for these spectral effi-

ciencies for each N and γ̄is of interest.

6.4 Simulation Parameters

We consider a system with 5 users. All the user channels are Rayleigh dis-

tributed with constant average CNRs that are distributed with an average

CNR γ̄t, and the user with the worst channel has an average CNR of 3
4 γ̄t.

For example, for γ̄t = 10 dB, the users with the worst and the best channels

have average CNRs of 7.5 dB and 11.58 dB respectively, as given in Table

6.1. The rest of the system parameters are chosen as follows:

• carrier frequency fc = 1 GHz,

• user speed v = 30 m/s, and

• ǫ = 2 × 10−3.

• Set 1

- pilot spacing L = 15,

- filter length K = 200,

- prediction lag τ = ∆Ts = 250µs,

• Set 2

- pilot spacing L = 10,

- filter length K = 250,

- prediction lag τ = ∆Ts = 100µs,

We shall use both the sets in our simulations to analyze the effect of imper-

fect channel prediction. The Set 2 results in higher normalized correlation

for all the users. For example, the values of ρi for 5 users with γ̄t = 10 dB

for the two sets are given in Table 6.1.
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user i 1 2 3 4 5

CNR γ̄i [dB] 7.50 8.93 10.00 10.86 11.58

ρi for Set 1 0.939 0.952 0.961 0.966 0.971

ρi for Set 2 0.977 0.983 0.986 0.988 0.990

TABLE 6.1: Values of the average CNRs and the normalized correlation

for 5 Rayleigh distributed users, with average CNRs distributed with an

average CNR γ̄t = 10 dB.

6.5 Numerical Results

6.5.1 Sum Rate Maximization

In this section, we analyze the effect of imperfect channel knowledge on the

sum rate of the system. Figure 6.3 shows the set of optimal CNR switching

thresholds for R̄max,2×2 as a function of γ̄t. We observe that the thresholds

for the imperfect case (shown here for Set 2) are higher than the thresholds

for ρ = 1 (perfect prediction). Since the outage probability depends on γ̂1,1,

imperfect prediction will result in a higher outage probability. Therefore

an outage probability constraint can be introduced if an application under

consideration has strict real-time or low-delay requirements.

The corresponding minimum received CNR values βc are depicted in

Figure 6.4. For imperfect prediction (Set 1 and Set 2), the received CNR

values are lower and therefore the values of designed spectral efficiencies

SEc will also be lower, causing a reduction in the sum rate as will be shown

in the next figures.

Under the average power and bandwidth constraints and with perfect

channel knowledge, the average sum rates corresponding to R̄max,C×L and

R̄max,C schemes are plotted in Figure 6.5. We see (as noted before for the

single-user case in [Gjendemsjø et al., 2008]) that the discrete rate schemes

approach the performance of the continuous rate scheme using only a few

codes. The effect of imperfect channel knowledge is shown in Figure 6.6

for the R̄max,2×2 scheme. We observe (as expected) that the sum rate is re-

duced due to imperfect channel prediction. To approach the sum rate of the

perfect case, ǫ should be as large as possible. But then we would increase
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FIGURE 6.3: Switching thresholds for R̄max,2×2 scheme as a function of

γ̄t [dB].

the probability that the actual CNR may fall into a lower indexed interval

than the predicted CNR, resulting in increased BER. Finding an optimal

value of ǫ remains a topic for future research. We have chosen a very small

value for ǫ in this section, which results in reduced spectral efficiencies and

hence the reduced sum rate. Insertion of equally spaced pilot-symbols also

reduces the sum rate by a factor of 1 − (L− 1)/L. The sum rate for the Set

1 (compared to the Set 2) suffers more due to a combination of small ǫ and

higher mismatch between the actual and predicted CNRs.

An example of the optimized power and bandwidth allocation for the

R̄max,2×3 scheme is shown in Figure 6.7, for γ̄t = 10 dB. The plot is shown

for user 1 only, whose average CNR is 7.5 dB. The figure also shows the

spectral efficiencies (SEc) in the two intervals. This figure can be interpreted

as follows: The base station will first determine the interval in which the
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FIGURE 6.4: Minimum received CNR values βc for R̄max,2×2 scheme as

a function of γ̄t [dB].

instantaneous pre-adaptation CNR of user 1, given by γ̂1, exists. It will

then allocate the corresponding power and bandwidth to the user 1, and

send the data at the given rate for that interval using the corresponding

SEc. Within the interval, the rate and the bandwidth is constant, therefore

the power is reduced as shown in the figure.

6.5.2 Average Power Minimization

The effect of imperfect channel knowledge on the average power consumed

in the system is analyzed in this section. We have not shown the switching

thresholds and minimum received CNR curves in this section because they

are similar to the ones in the previous section. Figure 6.8 shows average

power consumed for constant bandwidth constant power (P̄min,C) and con-

stant bandwidth discrete power (P̄min,C×L) schemes using joint power and
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bandwidth optimization, where the base station has perfect channel knowl-

edge. For simplification, we have assumed identical rate requirements for

all the users. The required rate is set to ri = 1 bit/s. We can again observe

from the figure that the discrete rate schemes approach the performance

of the continuous rate scheme using only a few codes. The effect of im-

perfect channel knowledge is shown in Figure 6.9 for the P̄min,2×2 scheme.

We can say that due to imperfect channel prediction, the base station needs

to consume more power to fulfill the rate requirements of all the users in

the system. The same factors, that were responsible for the reduced sum

rate in the previous section, result in increased average power consump-

tion for imperfect channel knowledge. We also observe that the average

power consumed for the Set 1 is higher than that for the Set 2. This is again

due to the combination of small ǫ and higher mismatch between the actual
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FIGURE 6.6: Effect of imperfect channel prediction on R̄max,2×2 scheme.

and predicted CNRs.

6.6 Summary and Discussion

In this chapter, we have considered the issue of discrete power and band-

width allocation for discrete-rate multi-user link adaptation with imper-

fect channel state information. We have shown that with only a few rates

(codes), and joint power and bandwidth optimization, the system can ap-

proach the performance of a theoretically optimal continuous rate system.

We have also observed that the correlation between predicted and actual

values of the fading envelope affects the system in the sense that the sum

rate is reduced and average power is increased as the normalized corre-

lation is decreased. The outage probability also increases. Therefore for

applications with low delay requirements, a constraint on the outage prob-
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scheme, whose pre-adaptation average CNR is γ̄1 = 7.5 dB, for γ̄t = 10

dB. Spectral efficiencies (SEc) in the two intervals are also shown.

ability may also be applied. Furthermore, since there was no peak power

constraint, the system uses higher instantaneous power for the case of im-

perfect channel state at the base station.

We have only considered constant bandwidth allocation in our work.

The reason for this can be explained by the following example. We consider

a system with two users (N = 2) and two codes (C = 2), and suppose we

require discrete bandwidth allocation. The bandwidth allocated to user i in

the interval c can be denoted by Wi,c. Then we have to fulfill the following

constraints.

W1,1 + W2,1 = Wt, (6.28)

W1,2 + W2,2 = Wt, (6.29)
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W1,1 + W2,2 = Wt, (6.30)

and

W1,2 + W2,1 = Wt. (6.31)

From (6.28) and (6.30)

W2,1 = W2,2, (6.32)

and from (6.28) and (6.31)

W1,1 = W1,2. (6.33)

Thus it turns out that the bandwidth allocation is the same (constant) in

both the intervals. Therefore, we only need to consider constant bandwidth

allocation.

118



SUMMARY AND DISCUSSION

0 5 10 15
0

2

4

6

8

10

12

γ̄t [dB]

P̄
m

in
,2
×

2
[W

]

 

 

ρ = 1
Set 1
Set 2

FIGURE 6.9: Effect of imperfect channel prediction on P̄min,2×2 scheme.

119





Chapter 7

Conclusions

In this dissertation, we have focused on various issues in order to find some

answers to the questions raised in Section 1.1. We have proposed an ap-

proximate expression for the throughput guarantee violation probability

(TGVP), used to analyze the performance of opportunistic scheduling al-

gorithms without conducting experimental investigations. Such an expres-

sion can be very useful for the network providers.

We then exploited the channel variations of the user channels to design

scheduling algorithms for improved throughput guarantees. Optimization

problems have been formulated with an aim at finding optimal scheduling

algorithms for maximizing throughput guarantees in a wireless network.

We have shown how the solution to such problems can be obtained both

when the throughput guarantees are (i) identical and (ii) different for all the

mobile users. We have also developed the corresponding adaptive schedul-

ing algorithms, both for the scenarios where single user is scheduled per

time-slot and where multiple users are selected in each time-slot (e.g. in

MIMO systems). We have considered real-world systems, and analyzed

the results for the proposed scheduling schemes. Results from simulations

have shown that these algorithms can improve the throughput guarantees

in modern cellular networks compared to other well-known scheduling al-

gorithms.

We have further analyzed the performance loss of such algorithms in

the case of imperfect channel information, and suggested a rate back-off

mechanism to reduce the outage probability in that case. We have also con-

sidered the issue of discrete power and bandwidth allocation for discrete-
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rate multi-user link adaptation with imperfect channel state information.

To be more specific, we have discussed how the ACM scheme can be de-

signed in such a scenario for (i) sum rate maximization and (ii) average

power minimization in a multi-user setting.

7.1 Main Contributions of the Work

Chapter 2: We have derived an approximate expression for the TGVP which

can be obtained in a time-slotted wireless network with any schedul-

ing policy with a given set of system parameters, known cumulants of

the bits transmitted to or from the scheduled user in a time-slot, and

a given distribution of the number of time-slots allocated to a user

within a time-window. Cramér’s theorem from LDT is used to de-

rive this expression. The simulations show that the number of time-

slots has a greater effect on the tightness of the approximate TGVP

expression than the correlated time-slots. We also observe that the ap-

proximate TGVP expression is tighter for longer time-windows. Fur-

thermore, we note that the TGVP expression is more accurate for fast

moving users.

Chapter 3: We have formulated an optimization problem which aims at

finding the maximum number of bits that can be guaranteed to the

users within a time-window for a given set of system parameters.

By building on the results in [Borst and Whiting, 2003] and by as-

suming that the distributions of the users’ CNRs are known, we find

an optimal scheduling algorithm (MTGS), both for the case where

the throughput guarantees are different from user to user, and for

the case where the users have the same throughput guarantees. To

further improve the short-term performance of this algorithm, we

proposed two adaptive and low complexity versions of the MTGS

algorithm, i.e. AMTGS1 and AMTGS2. Results from our simula-

tions show that the proposed adaptive algorithms perform signifi-

cantly better than any of the other well-known scheduling algorithms

in Mobile WiMAX-, HSDPA-, LTE-, and WINNER I-based networks.

For systems that have many time-slots within the time-window, e.g.,

for WINNER I, the MTGS algorithm also performs better than all

the other well-known algorithms. For a network with heterogeneous
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throughput guarantees, the proposed adaptive scheduling algorithms

are the only algorithms that support a throughput guarantee close to

unity, i.e., TGVP ≈ 0. The AMTGS2 algorithm is simpler in imple-

mentation but still provides similar throughput guarantees as pro-

vided by the AMTGS1 algorithm. Furthermore, it is also indepen-

dent of the time-window and therefore overcomes the problem of

fixed time-window placement of the AMTGS1 algorithm. The sim-

ulations have also shown that the performance of the adaptive al-

gorithms at lower users’ speed (strong temporal correlation) also re-

mains the best. We also analyzed the ASSE and fairness of the MTGS

algorithm and showed that the throughput fairness of this algorithm

is the best.

Chapter 4: The analysis in Chapter 3 assumes that each user estimates or

predicts its CNR perfectly, and there is no feedback delay. However,

this is not true in practice. Therefore, we have made use of a maxi-

mum a posteriori (MAP) channel coefficient predictor to take the de-

lay (prediction lag) and the channel noise into account. We have in-

vestigated the effect of imperfect channel prediction and delay on the

throughput guarantees promised to all the users in the wireless net-

work, and proposed a rate back-off mechanism to reduce the outage

probability of the system. It should be noted that the probability of

outage cannot be completely reduced to zero. From the simulations,

we observe that the TGVP performance of the system deteriorates

when the normalized correlation between the actual and predicted

CNR decreases. We also conclude from the performance comparison

of Mobile WiMAX with LTE and WINNER I systems that it is bet-

ter not to predict too far ahead in time when the symbol duration is

large. Finally, we also explored the "possibility space" given that a

maximum of X% rate loss is acceptable.

Chapter 5: We have extended the work in Chapter 3 by proposing schedul-

ing algorithms that make use of orthonormal random beamforming

and try to fulfill the throughput guarantees promised to all the users

in a MIMO broadcast channel. The scheduling algorithms are de-

signed for two different beamforming scenarios. In the first scenario,

random beams are used for all the selected users, whereas transmit

beamforming is used for the first selected user in the second scenario.
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To further improve the short-term performance, we also modified the

AMTGS2 algorithm given in Chapter 3 for multiple beams. Results

from our simulations show that the adaptive scheduling algorithm

with transmit beamforming for the first selected user performs sig-

nificantly better than other well-known scheduling algorithms, since

the first user does not see any interference from other users in this

case.

Chapter 6: We have considered the issue of discrete power and bandwidth

allocation for discrete-rate multi-user link adaptation with imperfect

channel state information. We have shown that with only a few rates

(codes) and joint power and bandwidth optimization, the system can

approach the performance of continuous rate system. We have also

observed that the correlation between predicted and actual values of

the fading envelope affects the system in the sense that the sum rate

is reduced and average power is increased as the normalized corre-

lation is decreased. The outage probability also increases. Therefore

for applications with low delay requirements, a constraint on the out-

age probability may also be applied. Furthermore, since there was no

peak power constraint, the system uses higher instantaneous power

for the case of imperfect channel state at the transmitter.

7.2 Further Research Directions

In this section we list some topics that can be interesting for further re-

search:

• The approximate TGVP expression derived in Chapter 2 assumes that

only one user is scheduled in a time-slot. Extension of this expression

for the MIMO or OFDM based systems in which multiple users are

selected in a single time-slot is one possible direction for future work.

• Since the approximate TGVP expression assumes uncorrelated time-

slots, its accuracy suffers greatly for slow-moving users since for them

the time-slots are highly correlated (refer to Chapter 2). Extension of

the TGVP expression for correlated time-slots will surely increase the

practical value of this expression, and therefore should be investi-

gated.
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• We assumed that the number of users are constant within the dura-

tion of the time-window over which the throughput guarantees are

calculated. This assumption may not always be correct. Analysis of

the system performance where this assumption is relaxed is a good

topic for further research.

• Call admission control, discussed briefly in Section 1.4.2.2, is often

based on the call dropping probability of the system. For networks

carrying real-time applications, call admission control schemes in which

the call dropping probability is based on the TGVP can be an interest-

ing topic for research.

• Some real-time applications have strict delay constraints which may

be violated when the focus is to provide the throughput guarantees

to all the users in the network. A study of throughput-delay tradeoff

for such applications may be interesting.

• The analysis of Chapter 6 can easily be extended to the scenario of

maximization of the minimum average rates.

• OFDM based systems are particularly sensitive to the time and fre-

quency synchronization. Analysis of the impact of synchronization

errors on the TGVP performance of OFDM systems is an interesting

topic for research.

• In Chapter 5, we have seen great improvement in the TGVP per-

formance by making a single user interference free. Development

or inclusion of other beamforming schemes that reduce interference

significantly might result in manyfold increase in the system perfor-

mance, and should be investigated.

• In Chapter 4 and 6, the back-off CNR and the CNR thresholds re-

spectively, are calculated using a pre-defined value of ǫ. How to op-

timize ǫ for a particular system can be an interesting topic for future

research.
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Appendix A

An Example to Obtain TN
i in

(2.15)

In this appendix, we show how to obtain the set TN
i by expanding the prod-

uct in (2.16). As an example, we take i = 1 and N = 4. The expansion of

the product in (2.16) is given as follows:

N

∏
j=1
j 6=i

Fγj
(γ) =

N

∏
j=1
j 6=i

(1 − e−γ/γ̄j) =
4

∏
j=1
j 6=1

(1 − e−γ/γ̄j)

= 1 − exp

(

− γ

γ̄2

)

− exp

(

− γ

γ̄3

)

− exp

(

− γ

γ̄4

)

+ exp

(

− γ

γ̄2
− γ

γ̄3

)

+ exp

(

− γ

γ̄2
− γ

γ̄4

)

+ exp

(

− γ

γ̄3
− γ

γ̄4

)

− exp

(

− γ

γ̄2
− γ

γ̄3
− γ

γ̄4

)

. (A.1)

The elements of the set TN
i are found as the terms resulting from tak-

ing (−1/γ) times the natural logarithm of the absolute value of each term

arising from this expansion. T4
1 is thus given as

T4
1 =

{

0,
1

γ̄2
,

1

γ̄3
,

1

γ̄4
,

(

1

γ̄2
+

1

γ̄3

)

,

(

1

γ̄2
+

1

γ̄4

)

,

(

1

γ̄3
+

1

γ̄4

)

,

(

1

γ̄2
+

1

γ̄3
+

1

γ̄4

)}

. (A.2)

The corresponding sign of each term in (A.1) gives sign(τ). We thus
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i IN (2.15)

have

sign(τ) = {+1,−1,−1,−1,+1,+1,+1,−1}. (A.3)
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Appendix B

Derivation of Ψ(x) in (2.21)

In this appendix, we derive Ψ(x) used in (2.21). We begin with the follow-

ing integral expression:

Ψ(x) =
∫ ∞

0
ln2(1 + γ)e−xγdγ, (B.1)

where x is a constant.

Changing the variable from γ to y = γ + 1, (B.1) becomes

Ψ(x) = ex
∫ ∞

1
ln2(y)e−xydy. (B.2)

The integral on the right-hand side of (B.2) can be solved by using [Grad-

shteyn and Ryzhik, 2007, (4.358.1)]:

e−xΨ(x) =
∫ ∞

1
ln2(y)e−xydy

=
∂2

∂a2
x−a Γ(a, x)|a=1

= ln2(x)
1

x
Γ(1, x)− 2 ln(x)

1

x

∂

∂a
Γ(a, x)|a=1 +

1

x

∂2

∂a2
Γ(a, x)|a=1 ,

(B.3)

where Γ(a, x) is the incomplete gamma function [Eric W. Weisstein, d].

Inserting the first and second derivatives of Γ(a, x) from [Wolfram Re-
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B. DERIVATION OF Ψ(x) IN (2.21)

search Inc., c] and setting a = 1, we get

e−xΨ(x) =
1

x

{

ln2(x)Γ(1, x)− 2 ln(x)Γ(1)2x 2F̃2(1, 1; 2, 2;−x)

+ 2Γ(1, 0, x) ln2(x)− 2 ln(x)Γ(1)ψ(1) + Γ(1, x) ln2(x)

+ Γ(1)(ψ2(1) + ψ′(1)− ln2(x))

− 2x 3F3(1, 1, 1; 2, 2, 2;−x) + 2x ln(x) 2F2(1, 1; 2, 2;−x)} ,

(B.4)

where

- Γ(a) is the gamma function [Gradshteyn and Ryzhik, 2007, (8.310.1)],

- Γ(a, b, c) is the generalized incomplete gamma function [Wolfram Research

Inc., a],

- ψ(y) = d
dy ln Γ(y) is the psi function [Gradshteyn and Ryzhik, 2007,

(8.360.1)], and

- p F̃q(a1, · · ·, ap; b1, · · ·, bq; ·) is the regularized hypergeometric function [Eric

W. Weisstein, e].

Inserting the following into (B.4),

- Γ(1) = 1 [Gradshteyn and Ryzhik, 2007, (8.338.1)],

- Γ(1, 0, x) = Γ(1)− Γ(1, x) [Wolfram Research Inc., b],

- ψ(1) = −Ce [Gradshteyn and Ryzhik, 2007, (8.366.1)], where Ce is

known as Euler-Mascheroni constant (or Euler’s constant),

- ψ′(1) = π2

6 [Gradshteyn and Ryzhik, 2007, (8.366.8)], and

- 2F̃2(1, 1; 2, 2;−x) = 2F2(1, 1; 2, 2;−x), since Γ(2) = 1 [Gradshteyn and

Ryzhik, 2007, (8.338.1)],

we get

e−xΨ(x) =
1

x

{

π2

6
+ C2

e + 2Ce ln(x) + ln2(x)− 2x 3F3(1, 1, 1; 2, 2, 2;−x)

}

.

(B.5)

A slight manipulation of (B.5) results in (2.21).
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Appendix C

Verification of TGVP

Expression’s Parameters for the

MTGS Algorithm

In this appendix, we analyze the correctness of the parameters of the TGVP

expression for the MTGS algorithm, derived in Section 3.6.

Figures C.1 and C.2 gives a comparison of the approximate TGVP ex-

pression for the MTGS algorithm with the corresponding Monte Carlo sim-

ulated TGVPs for Mobile WiMAX and LTE respectively, for identical through-

put guarantees. Each value in the simulated TGVP curves is an average

over 1000 Monte Carlo simulations. The TGVP approximate expression

is based on the assumption that the time-slots are uncorrelated, while the

Monte Carlo simulations are for users that have a correlated CNR from

time-slot to time-slot. Jakes’ correlation model is used with fc = 1 GHz

and a user speed of v = 30 m/s.

As mentioned in Section 2.5, the tightness of the approximation is both

influenced by the number of time-slots K and the length of a time-slot TTS,

for fixed fD. The TGVP should be calculated for a relatively large number

of time-slots K to obtain a tight approximation. For a fixed time-window

TW , larger K would mean shorter time-slots and thus a higher correlation

between the time-slots. However, the TGVP approximation for LTE net-

work (K = 80 time-slots) is better than Mobile WiMAX (K = 16 time-slots),

showing that the number of time-slots K within the time-window TW have

a greater effect on the tightness of the approximate TGVP expression than

131



C. VERIFICATION OF TGVP EXPRESSION’S PARAMETERS FOR THE MTGS ALGORITHM

0 0.5 1 1.5 2
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Throughput Guarantee, B/(WTW ) [bits/s/Hz]

T
G

V
P

 

 

simulation

analytical

FIGURE C.1: Comparison of the approximate TGVP expression with the

Monte Carlo simulated TGVP for a network with 10 users. The curves are

plotted for the Mobile WiMAX network with time-slot length TTS = 5 ms.

A time-window of length TW = 80 ms corresponds to K = 16 time-slots.

the correlation between the shorter time-slots.

These results from these curves are consistent with the results in Chap-

ter 2. Therefore we can conclude that the derived TGVP parameters for the

MTGS algorithm are correct.
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FIGURE C.2: Comparison of the approximate TGVP expression with the

Monte Carlo simulated TGVP for a network with 10 users. The curves

are plotted for the LTE network with time-slot length TTS = 1 ms. A time-

window of length TW = 80 ms corresponds to K = 80 time-slots.
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Appendix D

ASSE of the RR, MCS and NCS

Algorithms

D.1 RR Algorithm

The ASSE of the RR scheduling algorithm simply equals the spectral effi-

ciency averaged over all the users [Alouini and Goldsmith, 1999; Hassel,

2007, Eq. (34)]:

ASSERR =
1

N ln 2

N

∑
i=1

e1/γ̄i E1

(

1

γ̄i

)

, (D.1)

where E1(x) is the exponential integral function of first order, given in

(2.19).

D.2 MCS Algorithm

The ASSE of the MCS algorithm can be expressed as [Yang and Alouini,

2006, Eq. (22)][Hassel, 2007]:

ASSEMCS =
1

ln 2

N

∑
i=1

1

γ̄i
∑

τ∈TN
i

sign(τ)
e

(

1
γ̄i
+τ
)

1
γ̄i
+ τ

E1

(

1

γ̄i
+ τ

)

, (D.2)

where TN
i denotes a set containing the terms arising from the expansion of

the product ∏
N
j=1
j 6=i

(1 − e−γ/γ̄j), as shown in Appendix A.
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D.3 NCS Algorithm

The ASSE of the NCS algorithm can be expressed as [Yang and Alouini,

2006, Eq. (44)][Hassel, 2007]:

ASSENCS =
1

ln 2

N

∑
i=1

N−1

∑
j=0

(

N − 1

j

)

(−1)j

1 + j
e

1+j
γ̄i E1

(

1 + j

γ̄i

)

. (D.3)
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Appendix E

Fairness of the RR, MCS and

NCS Algorithms

E.1 Time-Slot Fairness

E.1.1 RR Algorithm

The average number of time-slots assigned to any user is 1

EK[XTS] =
K

N
. (E.1)

The second moment of XTS can be expressed as

EK[X
2
TS] =

(⌊

K

N

⌋)2
(

(⌊ K
N ⌋+ 1)N − K

N

)

+

(⌈

K

N

⌉)2
(

K − (⌈ K
N ⌉ − 1)N

N

)

(E.2)

for K mod N 6= 0, and

EK[X
2
TS] =

(

K

N

)2

, (E.3)

otherwise. Inserting the above expressions into (3.27), a closed-form ex-

pression for the time-slot fairness of the RR algorithm can be obtained.

1All the expressions in this appendix have been taken from [Hassel, 2007].
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E.1.2 MCS Algorithm

The expected number of time-slots assigned to an arbitrary user is

EK[XTS] =
1

N

N

∑
i=1

K

∑
k=1

k pK(k|i) =
K

N
. (E.4)

The corresponding second moment of the number of time-slots allocated to

a user can be expressed as:

EK[X
2
TS] =

1

N

N

∑
i=1

K

∑
k=1

k2 pK(k|i). (E.5)

Inserting the expressions for these two first moments into (3.27), we obtain

a closed-form expression for the time-slot fairness of the MCS algorithm.

E.1.3 NCS Algorithm

We can find the expected number of time-slots allocated to any user as:

EK[XTS] =
K

∑
k=1

k pK(k) =
K

N
. (E.6)

Similarly, we can find the second moment of the time-slot allocation to be:

EK[X
2
TS] =

K

∑
k=1

k2 pK(k) =
K(N + K − 1)

N2
. (E.7)

Inserting the expressions for EK[XTS] and EK[X
2
TS] into (3.27), we obtain a

closed-form expression for the time-slot fairness for the NCS algorithm.

E.2 Throughput Fairness

E.2.1 RR Algorithm

The first moment of the throughput allocation for the RR algorithm can be

written as follows:

EK[XTP] =
1

N

N

∑
i=1

K

∑
k=0

pK(k)
∫ ∞

0
k log2(1 + γ) fγ∗(γ|i)dγ

=
K

N2 ln 2

N

∑
i=1

e1/γ̄i E1

(

1

γ̄i

)

, (E.8)
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where E1(x) is the exponential integral function of first order given in (2.19).

Furthermore, the second moment of the throughput allocation can be ex-

pressed as:

EK[X
2
TP] =

1

N

N

∑
i=1

K

∑
k=0

pK(k)
∫ ∞

0
(k log2(1 + γ))2 fγ∗(γ|i)dγ

=
EK[X

2
TS]

N(ln 2)2

N

∑
i=1

1

γ̄i
Ψ

(

1

γ̄i

)

, (E.9)

where EK[X
2
TS] is the second moment of the time-slot allocation for RR and

Ψ(x) is given in (2.21). Inserting the obtained expressions for these mo-

ments of the throughput allocation into (3.30), we obtain a closed-form ex-

pression for the throughput fairness of the RR algorithm.

E.2.2 MCS Algorithm

The first moment of the throughput allocation for the MCS algorithm can

now be found as follows:

EK[XTP] =
1

N

N

∑
i=1

K

∑
k=0

pK(k|i)
∫ ∞

0
k log2(1 + γ) fγ∗(γ|i)dγ

=
1

N ln 2

N

∑
i=1

K

∑
k=0

k
pK(k|i)
γ̄i p(i)

∑
τ∈TN

i

sign(τ)
e

(

1
γ̄i
+τ
)

1
γ̄i
+ τ

E1

(

1

γ̄i
+ τ

)

.

(E.10)

Similarly, we can obtain the second moment of the throughput allocation

as:

EK[X
2
TP] =

1

N

N

∑
i=1

K

∑
k=0

pK(k|i)
∫ ∞

0
[k log2(1 + γ)]2 fγ∗(γ|i)dγ

=
1

N(ln 2)2

N

∑
i=1

K

∑
k=0

k2 pK(k|i)
γ̄i p(i)

∑
τ∈TN

i

sign(τ)Ψ

(

1

γ̄i
+ τ

)

.

(E.11)

Inserting the expressions for EK[XTP] and EK[X
2
TP] into (3.30), we obtain a

closed-form expression for the throughput fairness of the MCS algorithm.
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E.2.3 NCS Algorithm

We can find the first moment of the throughput allocation as:

EK[XTP] =
1

N

N

∑
i=1

K

∑
k=0

pK(k)
∫ ∞

0
k log2(1 + γ) fγ∗(γ|i)dγ

=
K

N ln 2

N

∑
i=1

N−1

∑
j=0

(

N − 1

j

)

(−1)j

1 + j
e

1+j
γ̄i E1

(

1 + j

γ̄i

)

. (E.12)

Similarly, we can obtain the second moment of the throughput allocation

as:

EK[X
2
TP] =

1

N

N

∑
i=1

K

∑
k=0

pK(k)
∫ ∞

0
[k log2(1 + γ)]2 fγ∗(γ|i)dγ

=
K(N + K − 1)

(N ln 2)2

N

∑
i=1

1

γ̄i

N−1

∑
j=0

(

N − 1

j

)

(−1)jΨ

(

1 + j

γ̄i

)

.

(E.13)

As for the RR and MCS algorithms, the closed-form throughput fairness

expression for NCS can subsequently be found by inserting these two mo-

ments into (3.30).
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Appendix F

Derivation of (4.14)

As stated in Section 4.2, due to imperfect channel prediction, there is always

a possibility that the predicted CNR γ̂i of user i turns out to be greater than

the actual CNR γi, and sending the data at the rate r̂i = W log2(1 + γ̂i)

would result in outage. We therefore introduced a back-off CNR γb (< γ̂i)

and send the data at a rate W log2(1 + γb). Still, the outage will not be

avoided completely. It is, therefore, desirable to control the probability of

this event, i.e. to demand

Pr[γi < γb|γ̂i] ≤ ǫ, (F.1)

where ǫ is a small constant chosen by the system designer. The probability

of the complementary event is given as [Jetlund et al., 2004; Øien et al.,

2002]

Pr[γi > γb|γ̂i] = 1 − ǫ. (F.2)

If we assume Rayleigh faded channel gains and MAP-optimal predic-

tion, the actual and predicted CNRs are correlated with normalized corre-

lation ρi, and have average CNRs γ̄i and ρiγ̄i, respectively. The two then

follow a joint exponential PDF given as follows [Nagao and Kadoya, 1971]:

fγ,γ̂(γ, γ̂) =
1

ργ̄2(1 − ρ)
I0

(

2
√

γγ̂

γ̄(1 − ρ)

)

e
−
(

γ
γ̄(1−ρ)

+ γ̂
ργ̄(1−ρ)

)

,

where I0(·) is the zeroth-order modified Bessel function of first kind. We

have dropped the subscript i for simplification. The conditional PDF of the
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actual and predicted CNR can be obtained using Bayes’ rule as follows:

fγ|γ̂(γ|γ̂) =
fγ,γ̂(γ, γ̂)

fγ̂(γ̂)

=
1

γ̄(1 − ρ)
I0

(

2
√

γγ̂

γ̄(1 − ρ)

)

e
−
(

γ
γ̄(1−ρ)

+ γ̂
γ̄(1−ρ)

)

.

The probability in (F.2) can now be obtained as follows:

Pr[γi > γb|γ̂i] =
∫ ∞

γb

fγ|γ̂(γ|γ̂)dγ

=
∫ ∞

γb

1

γ̄(1 − ρ)
I0

(

2
√

γγ̂

γ̄(1 − ρ)

)

e
−
(

γ
γ̄(1−ρ)

+ γ̂
γ̄(1−ρ)

)

dγ

=
∫ ∞

γb

1

γ̄(1 − ρ)
I0

(
√

2γ

γ̄(1 − ρ)

√

2γ̂

γ̄(1 − ρ)

)

×e
− 1

2

(

2γ
γ̄(1−ρ)

+ 2γ̂
γ̄(1−ρ)

)

dγ. (F.3)

Then we make the following substitutions and change of the integration

variables in (F.3):

a =

√

2γ̂

γ̄(1 − ρ)
, b =

√

2γb

γ̄(1 − ρ)
, and x =

√

2γ

γ̄(1 − ρ)
.

This will result in

Pr(γi > γb|γ̂i) =
∫ ∞

b
xI0(ax)e−

1
2 (a2+x2)dx

= Q(a, b), (F.4)

where Q(a, b) is the Marcum-Q function [Marcum, 1948].
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