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Abstract

In this dissertation, we investigate the performance of point-to-point wire-
less ad hoc networks. The performance evaluation is performed in terms
of outage probability, which is defined as the probability of receiving mes-
sages correctly. This metric is stochastic, and closely related to the ubiqui-
tous notions of throughput and transmission capacity. In order to make the
analysis tractable, we establish a proper analytical framework, and make
reasonable approximations in the derivations.

Approaching the design of ad hoc networks through the medium ac-
cess control (MAC) layer, analytical expressions are obtained for the out-
age probability of a given mobile ad hoc network in an unbounded (infi-
nite) region. We consider the following MAC protocols: slotted and un-
slotted ALOHA, carrier sensing multiple access (CSMA) with transmitter
sensing, and CSMA with receiver sensing. Moreover, we investigate the
impact of various ad hoc network characteristics on the outage probability.
In particular, we add fading to the path loss channel model and measure
the degradation it causes; we bound the network domain to investigate the
edge effects; and we introduce fading within a bounded network. In each
case, new outage probability expressions are derived.

Having established a fundamental understanding of the behavior of
various flavors of mobile ad hoc networks, we propose MAC layer tech-
niques to improve the performance. Three schemes are proposed: 1) opti-
mization of the sensing threshold in CSMA, 2) addition of a feedback chan-
nel between each transmitter and its receiver for improving the decision
making stage of CSMA, and 3) introduction of bandwidth partitioning. In
each scenario, new outage probability expressions are derived both in non-
fading and fading networks.

Finally, we step into the domain of multiple input multiple output
(MIMO) communications, allowing for multiple antennas at transmitters
and receivers. Within an ad hoc setting with no channel state informa-
tion (CSI) at the transmitters, lower and upper bounds are derived on the
outage probability and ergodic capacity. In the particular case of multiple
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input single output (MISO) channels, different transmission schemes are
proposed in order to achieve the best usage of transmit antennas. With
the addition of CSI at the transmitters, we consider various interference
management schemes, with focus on the high SNR regime. We propose a
binary power control scheme that ensures an increase in the sum rate of
the MIMO network with many users, and that operates in a distributed
manner, regardless of the interference management algorithm applied.
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Chapter 1

Introduction

Wireless communications is a well-established and expanding technol-
ogy that has been embraced in most homes and work places, and is om-
nipresent in our everyday lives. High speed Internet connections allow for
real-time interaction through video and audio on a global level. Wireless
communication takes this one step further by moving the Internet out of
the home and with you wherever you go. Being incorporated into commu-
nication devices such as cell phones, laptops, and Global Positioning Sys-
tems (GPS), wireless communications has become an indispensable part of
life. That is, consumers desire seamless, high quality connectivity at all
times and from virtually all locations. There has also been significant in-
terest lately for all businesses to set up mobile computing workplaces for
their employees and also mobile computing for other functions of the busi-
ness from distributors, suppliers, and service providers. Wireless is being
adopted for many new applications such as to connect computers, to allow
remote monitoring and data acquisition, to enable control and security, and
to provide a solution for environments where wires may not be the best im-
plementation.

Due to such great interest and widespread adoption of wireless, the de-
ployment and need for high quality wireless technologies is ever increas-
ing. Despite the immense progress made in resolving constraints in rate
and quality of wireless networks, much still remains to be done. Ultimately,
there is a desire to replicate, and if possible, even surpass, the wired experi-
ence in a wireless fashion. With these visions in mind, the objective of this
thesis is to establish a deeper understanding of network qualities and to im-
prove the performance of wireless networks. The remainder of this chapter
provides the motivation for our work and the necessary background mate-
rial on the topics to be touched upon in the following chapters, as well as
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1. INTRODUCTION

outlining the specific contributions of this thesis.

1.1 Background and Motivation

Within the domain of wireless communications, ad hoc networks have re-
ceived great interest due to their dynamic nature and their vast range of
applications. A wireless ad hoc network consists of point-to-point1 links
distributed randomly in space, carrying out packet transmissions without
a centralized control. These networks have the advantage of avoiding the
cost, installation, and maintenance of network infrastructures, as well as
having the ability to be rapidly formed from whatever nodes available.
They can be deployed and reconfigured based on the requirements of the
applications, while exhibiting great robustness, due to their distributed na-
ture, node redundancy, and lack of single points of failure. Such networks,
in particular mobile ad hoc networks (MANETs), can be observed in many
of today’s wireless applications, such as military battlefields, emergency
operations, and environmental detection and surveillance.

Despite the great advantages brought about by ad hoc networks, their
inherently flexible nature also brings about many design challenges. In par-
ticular, since the number and the positions of links in ad hoc networks are
random and unknown, interference becomes one of the main issues to coun-
teract in the design of such networks. Interference denotes the undesired
received electromagnetic signals transmitted by devices in the vicinity of
a receiver but intended for other receivers. If not managed properly, in-
terference can be disruptive to the desired operation of the network. Such
disruptions are readily exemplified by the poor performance of current Wi-
Fi access points in dense housing complexes or convention centers. With
the greater number of wireless enabled devices and sensors, the density of
future networks will increase, and interference will become a fundamental
hindrance to the operation of wireless networks, unless some measures are
taken to counteract its negative effects.

Many techniques have been proposed to mitigate the destructive im-
pact of interference, while efficiently allocating the scarce resources of the
network [3; 5–9]. One popular way to approach such problems is through
Medium Access Control (MAC) layer design. The quality-of-service (QoS)
of networks is critically dependent on the MAC protocol used for commu-
nication between the nodes. The challenge of designing an ad hoc network

1With “point-to-point” we mean that each message is communicated between a sin-
gle sender and a single destination, allowing for simultaneous communication between
transmitter-receiver pairs.

2



BACKGROUND AND MOTIVATION

Figure 1.1: The 7-layer OSI model.

then becomes to decide which MAC protocol to apply in order to get the
best performance, what evaluation metric and system parameters to apply
and optimize, and how to employ external measures (such as bandwidth
partitioning, interference cancellation, feedback channels, or multiple an-
tennas) in order to improve the system performance. In the following, gen-
eral descriptions and background information are provided on the specific
domains that set the basis of this thesis.

1.1.1 Medium Access Control (MAC) Protocols

In most data applications, data packets are generated at random time in-
stances and the system typically has more users than can be accommo-
dated simultaneously. This is where random access strategies come into
the picture, making sure that the channel and other resources in the net-
work are shared in an efficient manner between the active users. Random
access techniques are based on the premise of packetized data, and the
resulting schemes are usually termed packet radios. Using a shared trans-
mission medium in random access channels introduces many design chal-
lenges, which may be collectively addressed through the Data Layer of the
7-layered Open System Interface (OSI) model, as shown in Figure 1.1. By
means of medium access control (MAC) techniques and MAC clients, algo-
rithms can be performed locally at each node to obtain an efficient access to
and a fair share of the communication resources, such as radio frequency,
bandwidth, or time slots.
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Random access techniques were pioneered by Norman Abrahamson
with the ALOHA MAC protocol in 1970 [10]. In ALOHA, data is packe-
tized at the transmitter, which initiates its packet transmissions whenever
there is data to be sent. That is, packets are transmitted regardless of the
channel conditions. In unslotted ALOHA (also termed pure ALOHA), trans-
missions are initiated immediately upon the packet formation. This prop-
erty allows for partial overlap of packets, something that makes unslotted
ALOHA an inefficient protocol. In order to improve the performance of
unslotted ALOHA, a slotted version of it was introduced [10], in which
time is divided into slots, and a packet transmission can only be initiated at
the start of the next time slot after it has been formed. This significantly im-
proves the performance of the network in terms of correct packet reception.
However, slotted ALOHA requires a system with synchronization abilities,
something that is costly, complex, and in some scenarios even impossible
to achieve.

In order to improve the performance of ALOHA further, various mod-
ifications were introduced, including carrier sensing [5; 11; 12], collision
avoidance [13; 14], and collision detection [5; 12]. These extensions are
all under-categories of the carrier sensing multiple access (CSMA) protocol.
In CSMA, which was proposed by Kleinrock and Tobagi in 1975 [5], the
transmitters sense the channel around them and delay their packet trans-
missions if they sense the channel to be busy, i.e., if they expect their trans-
mission not to be successful. The transmitter then waits a random time
before a new channel sensing is performed. Such delay in the transmission
is called random backoff. CSMA only works when each transmitter can sense
the signal transmission of all other transmitters and when the propagation
delay is small. These assumptions are reasonable in networks that are not
too large, i.e. in LANs, MANs, and in cases where the transmission time of
each packet is relatively small compared to the length of the packet.

There are a few problems inherent to the CSMA protocol, namely the
hidden and exposed terminal problems. The hidden node problem occurs
when the node making the backoff decision does not hear an ongoing trans-
mission, while the exposed node problem denotes the occurrence of a back-
off when that packet transmission would in fact not have caused error for
other transmissions. To better understand these problems, consider Figure
1.2 where each node can only hear its neighboring nodes, as is represented
by the lines connecting the terminals. In this setting, a packet transmission
is considered unsuccessful if there are more than one packet at a receiving
node, i.e., if there is a collision of signals. Now referring to the setup of
Figure 1.2 for the hidden terminal problem, say both node 1 and 5 wish to
send data to node 3. Since node 5 cannot sense node 1, and vice versa, both
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tocol, when the medium is idle, data is transmitted with probabil-
ity p, and delayed with probability (1− p). If the medium is busy,
the transmitter continues to listen until the medium becomes idle.
The p-persistent CSMA thus balances between the trade-offs of the
non-persistent and the 1-persistent CSMA. In short, the different de-
grees of persistence indicate how long a backoff should last before
the packet is retransmitted.

• CSMA with Collision Detection (CSMA/CD): In this version of
CSMA, the channel is under frequent sensing during a packet trans-
mission. If the channel becomes busy (meaning that the amount of
interference detected surpasses a specified threshold) throughout a
packet duration, the transmitter stops its packet transmission and
waits a random backoff time before trying to retransmit its packet.
This simple modification increases the probability of successfully de-
livering the packet to its receiver on retry.

• CSMA with Collision Avoidance (CSMA/CA): In this version of
CSMA, handshaking2 is introduced. The handshaking comprises of
a request-to-send (RTS) packet and a clear-to-send (CTS) packet prior to
each transmission. The node that wishes to send a packet first sends
an RTS packet. If the potential receiver perceives the channel to be
idle, it will respond with a CTS signal, which authorizes the initiat-
ing node to transmit its data packet. All other nodes that overhear
the RTS and CTS packets, will know which transmitter and receiver
pair are communicating, and will thus refrain from sending infor-
mation if their transmission is expected to collide with the ongoing
transmission.

1.1.2 Ad Hoc Network Characteristics

Perhaps the main characteristic of ad hoc networks, in particular MANETs,
is the fact that nodes can be efficiently repositioned and moved. Rapid de-
ployment of wireless communications in areas with no infrastructure often
implies that the users must explore and sense their surroundings, commu-
nicate based on the sensed conditions, and if necessary form teams that
in turn coordinate among themselves to create a taskforce or a mission
[15]. The choice of the mobility model, such as individual random mo-
bility, group mobility, and motion along preplanned routes, has a major

2Handshaking refers to some kind of agreement between the transmitter and receiver
in order to avoid collisions.
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impact on the selection of a routing scheme and can thus strongly affect
the network performance. E.g., assuming a highly individually mobile net-
work, reduces the temporal and spatial correlations between transmission
attempts, but also complicates the estimation of the channel conditions.

One of the main attributes of ad hoc networks is scalability. This is the
ability of a network to maintain good performance under growing amounts
of traffic, by using additional resources [16]. In applications where the ad
hoc network can grow to several thousand nodes (such as sensor networks
or emergency operations), it is useful to allow for scalability. For wireless
“infrastructure” networks, scalability is handled by a hierarchical construc-
tion, where mobile IP or local handoff techniques may be used to overcome
the problem of limited mobility. The main motivation behind the design for
scalability is reduced cost and effort.

The distribution of interferers and the channel characteristics are also
of great importance for the behavior of ad hoc networks. These factors im-
pacts the interference power detected and thus the average network per-
formance. In most wireless networks, there is the phenomenon of fading,
which denotes rapid variations of received signal power due to construc-
tive and destructive addition of the signal’s multipath components. This
is an additional factor to the distance-dependent path loss, and usually re-
sults in significant deviation from the expected value of interference ob-
tained from a large-scale path loss model. The introduction of fading often
results in degradation of the average performance of networks and compli-
cates the estimation of the interference powers.

Furthermore, the topology of the communication domain plays a sig-
nificant role on the system performance. This is due to the fact that the
amount of interference is proportional to the number of users detected in
the vicinity of a transmission, which is again dependent on the size and
shape of the deployment region. That is, whether a network is bounded in
size or grows indefinitely must be taken into account in the analysis. Al-
though many networks are often modeled as infinite planes, we will show
that edge effects in small bounded networks play a great role in the network
performance.

Finally, we note that besides the network geometry, the traffic patterns
and the path a packet takes from a sender to its receiver also affects the
system performance. A common example of this is seen in single-hop com-
munication versus multi-hop (or relay) networks. A multihop network is a
network where the path from source to destination traverses several other
nodes. Ad hoc networks often use multiple hops for obstacle negotiation,
spectrum reuse, and energy conservation [6]. The communication between
the two nodes in every hop uses the same concepts of single-hop wireless
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signal transmissions, with a given routing protocol at the basis of the com-
munication.

In this thesis (mainly in Chapter 3), we will touch upon most of the
network characteristics mentioned above, and investigate their impact on
the performance of wireless ad hoc networks.

1.1.3 Performance Evaluation Metrics

The performance of wireless networks can be evaluated based on various
metrics, such as transmission capacity, ergodic capacity, outage probability,
throughput, sum rate, and transmission delay. The metric selected reflects
the Quality of Service (QoS) requirements and the application constraints
of the network. In this thesis, our focus is on outage probability and ergodic
capacity for our performance evaluation, but we will also touch upon the
other metrics from time to time. Hence, we provide a brief overview of all
the above-mentioned metrics.

Capacity denotes the amount of information traversing a network. This
notion is not concerned with how many packets that are actually received
correctly; it merely indicates the potential of the channel to transfer infor-
mation. The relationship between the capacity of an additive white Gaus-
sian noise (AWGN) channel and the stochastic SINR measure is given by
the Shannon capacity formula [17]: C = W log(1 + SINR), where W is the
system bandwidth. In ergodic channels3, there is the concept of ergodic
capacity, which is defined as the average capacity of the network. The av-
eraging is often performed over time, or equivalently, over many channel
instances. That is,

Cerg = W E
[

log(1 + SINR)
]
, (1.1)

where E denotes the expectation operator, which is taken over the sources
of randomness in the SINR expression. These could be fading coefficients
or distance to interferers. In many applications, the overall performance of
the network is more important than that of individual users. In this case,
a common metric is sum rate, which is the sum of the capacity or ergodic
capacity of all active users in the network. In some scenarios, it might be
beneficial in terms of sum capacity to give some users the full channel ac-
cess, while others have limited or no access. This metric is used specifically
in Chapter 6.

3An ergodic channel denotes a channel where the time average is equal to the ensemble
average.
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Outage probability is a key concept in wireless communications. It is de-
fined as the probability that a received signal, often given in terms of signal
over interference plus noise ratio (SINR), falls below the predefined thresh-
old required for a receiver to successfully decode its packet. An alternative
way to define outage probability is to consider the rate of communications;
if the required transmission rate is higher than the channel capacity, C, data
will be lost in the channel and packets will be received in outage. Math-
ematically, and in a simplified manner (i.e., assuming no specific protocol
and allowing for no retransmissions), outage probability is defined as fol-
lows:

Pout = Pr (SINR ≤ β) = Pr
[C ≤ Rreq

]
, (1.2)

where β is defined as the SINR threshold required for correct packet recep-
tion, and Rreq is the requested rate of transmissions. In most applications,
the QoS requirement is often specified as an outage probability constraint.
This is the case for networks where the main concern is correct reception
of packets. The outage probability in wireless ad hoc networks depends
on various factors: the node distribution, the applied MAC scheme, the
network topology, and the models used for the path loss attenuation and
fading effects. These factors will be considered in the following chapters.

Throughput is defined as the amount of information that is actually
delivered correctly to a destination. In the conventional sense, through-
put of a randomized MAC in a Poisson distributed network is given as
SPoisson = Ge−ξG [10], where G denotes the intensity of attempted trans-
missions per time slot (this may be given as the density of transmissions
times the rate or each transmission), and e−ξG is the success probability. In
a more general manner (i.e., for any distribution of nodes), throughput can
be defined as

S = λ
Rreq

W
(1− Pout), (1.3)

where λ is the spatial density of packet arrivals, Rreq/W [bits/s/Hz per
packet] is the average rate that a successful packet achieves, normal-
ized with respect to the bandwidth W, and Pout is the outage probability.
Throughput has units [bits/s/Hz/m2].

Transmission capacity is closely related to the notion of throughput. It
was proposed in [18] due to the fact that the throughput metric often ob-
scures the fact that high throughput is sometimes obtained at the expense
of unacceptably high outages. As a simple example, consider the classic
slotted ALOHA protocol with throughput of the form Ge−G. This through-
put is maximized for an attempt rate of G = 1, which corresponds to an
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optimal throughput of 1/e ≈ 0.32%, corresponding to an outage probabil-
ity of 1− 1/e ≈ 0.68. A 68% outage probability is unacceptable for many
common network applications, such as streaming media. Such ”wasting”
of transmissions also indicates the existence of unnecessary interference for
other nodes, as well as the waste of precious energy. Hence, transmission
capacity considers the achievable rates from an outage perspective. It is
given as

S(ε) = λε
Rreq

W
(1− ε), (1.4)

where λε is the maximum spatial density of attempted transmissions with
an outage probability constraint ε. Also note that transmission capacity is
a modified version of the ubiquitous transport capacity metric, introduced
by Gupta and Kumar in [19] and extended to random channels in [20]. The
main distinction is that transmission capacity allows for a stochastic outage
probability requirement.

Transmission delay is often a main concern in many networks, such as
real-time voice and video communication systems. Often reducing delay
results in an increase in the outage probability, and equivalently, a reduc-
tion in the throughput. Hence, the application that the ad hoc network is
tailored for often specifies a delay constraint. As the main concern of this
thesis is correct reception of packets, we will not impose such a constraint,
but will evaluate the amount of delay our network design entails.

Note that many other metrics than the aforementioned ones can be ap-
plied for the performance evaluation of wireless networks. Some of these
are power consumption, spectral efficiency, bandwidth usage, etc. The met-
rics discussed above are simply some of the most common measures used
to evaluate the average performance of ad hoc networks, and are therefore
also employed in this thesis.

1.1.4 Multiple Antenna Systems

All our discussions thus far have assumed single antenna systems, i.e., sin-
gle input single output (SISO) channels. The application of multiple an-
tennas have assumed great popularity because of their ability to reach re-
markably higher transmission rates and better signal qualities compared to
SISO systems [12; 1; 21]. Multiple antennas can be applied at both trans-
mitters and receivers, or either of them, as shown in Figure 1.3. Multiple
input multiple output (MIMO) denotes systems where multiple antennas
are used at both the transmitter and receiver; single input multiple output
(SIMO) refers to systems where only the receiver has multiple antennas;
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Figure 1.3: Illustration of SISO, SIMO, MISO, and MIMO channels.

and finally, in multiple input single output (MISO) channels, multiple an-
tennas are applied at the transmitter only.

MIMO point-to-point interference channels have come in focus only in
recent years, with prominent works such as [1; 3; 8; 22; 23]. An interfer-
ence channel is a model for studying networks with two or more source-
destination pairs and where the source signals interfere with each other
at the receivers. One of the main qualities of an interference channel is
the fact that a change in some system parameters not only affects the per-
formance of the link under observation, but also the impact of this link
on the rest of the network. This complicates the prediction of how nodes
in an uncoordinated network will perform and thus the performance of
a link. Understanding the behavior of MIMO interference channels is of
great importance in today’s communication networks, as there is an in-
creasing demand for enabling simultaneous transmissions between inde-
pendent multi-antenna transmitter-receiver pairs.

Many various MIMO techniques have been proposed to achieve an ef-
ficient use of the antennas. These can be sub-divided into three main cate-
gories [24], as listed below.

• Precoding: In general terms, precoding denotes all spatial process-
ing that occurs at the transmitter. From an antenna design perspec-
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tive, one common type of precoding is beamforming, which is the
act of emitting the same or different signals from each of the trans-
mit antennas with appropriate phase and gain weighting such that
the signal power is maximized at the receiver side. The benefit of
beamforming is the ability to increase the signal gain from construc-
tive interference and to reduce the degradation from multipath fad-
ing effects and interfering signals. Precoding requires knowledge
of the channel state information (CSI) at the transmitter. Precod-
ing/beamforming techniques were first published by J. Winters and
J. Salz at Bell Laboratories [25].

• Spatial multiplexing: In this technique, a high rate signal is split
into multiple lower rate streams and each stream is transmitted from
a different transmit antenna in the same frequency channel. If these
signals arrive at the receiver antenna array with sufficiently differ-
ent spatial signatures, the receiver can separate these streams, creat-
ing parallel channels. Spatial multiplexing is a powerful technique
for increasing channel capacity at high signal-to-noise ratio (SNR)
values. The maximum number of spatial streams is limited by the
lesser of the number of antennas at the transmitter or receiver. This
method can be used with or without transmit channel knowledge. It
can also be combined with precoding when the channel is known at
the transmitter. Spatial multiplexing was proposed and patented by
A. Paulraj and T. Kailath in 1993 [7].

• Diversity coding: This technique is used, in particular, when there is
no channel knowledge at the transmitter. In diversity methods, a sin-
gle stream (unlike multiple streams in spatial multiplexing) is coded
using techniques called space-time coding and emitted from each of the
transmit antennas. Diversity coding exploits the independent fading
in the multiple antenna links to enhance signal quality. Because there
is no channel knowledge, there is no beamforming or array gain. Di-
versity coding can be combined with spatial multiplexing when de-
coding reliability is in trade-off, as was established by L. Zheng and
D. Tse in 2003 [26].

The IEEE 802.16e standard [27] incorporates MIMO (in combination
with orthogonal frequency division multiple access (OFDMA)). Further-
more, MIMO is planned to be used in mobile radio telephone standards
such as the 3GPP (including the long term evolution (LTE) standard) and
3GPP2 standards [28].

Finally, we give a brief introduction to the newly proposed scheme of
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interference alignment [1; 2; 8]. In this approach, interference coming from
several nodes in the network is steered to superpose into a subspace of the
received signal space at each receiver. The remaining dimensions are free
from interference, thus providing notable improvement in the quality and
sum rate of the network. This scheme will be discussed in more details in
Chapter 6.

1.2 Overview of Contributions

Having established the motivation behind our work, along with the nec-
essary background material, we now describe the specific contributions of
this thesis. Specifically, we address the following questions:

• How do point-to-point ad hoc networks using various MAC proto-
cols behave in terms of outage probability as a function of various
network parameters?

• What network characteristics are essential for the behavior of MAC
protocols, and how do these impact the outage performance of ad
hoc networks?

• Can the performance of CSMA be improved by optimization of the
sensing threshold, or by allowing for cooperation between transmit-
ters and receivers?

• From a MAC layer perspective, can the outage probability of ad hoc
networks be reduced by introducing bandwidth partitioning?

• With the introduction of cross-layer design, how does the applica-
tion of multiple antennas in interference channels impact their per-
formance, and in what way should the antennas be applied in order
to improve the performance of ad hoc networks?

Answers to the above questions are given in the following chapters in
the same order as listed above. In Chapter 2, we analyze the system per-
formance of the ALOHA and CSMA MAC protocols as a function of the
density of nodes, rate of packet arrivals, transmission power, communica-
tion range, required SINR threshold, and number of backoff and retrans-
mission attempts. A precise analytical framework is established, where we
assume an infinite network, with AWGN channels and only path-loss at-
tenuation effects. Expressions for the outage probability of the ALOHA
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and CSMA protocols (in their various incarnations) are derived, and their
performances are compared.

In Chapter 3, we investigate different channel models, and derive new
outage probability expressions for our MAC protocols. The various model
characteristics investigated are: the addition of fading to the path loss
model, bounding of the communication domain and considering the im-
pact of edge effects, and allowing for fading in bounded networks. The
obtained results are compared to those of Chapter 2, and the significance
of correct modeling of the communication system is underlined.

Having analyzed the performance of the ALOHA and CSMA protocols
within different network settings, we then take a step further in Chapters
4 and 5 to improve the outage probability performance of these protocols.
MAC layer techniques such as threshold optimization, improved decision
making abilities by means of feedback channels, and bandwidth partition-
ing are investigated. For all the proposed schemes, the outage probability
is derived as a function of the additional parameters introduced by the var-
ious techniques, and optimization is performed.

Next, in Chapter 6, we attempt to improve the performance of ad hoc
networks through multiple antenna design. This paves the way for cross-
layer design between the PHY and MAC layers. We first establish an un-
derstanding for the behavior of MIMO and MISO interference channels in
terms of outage probability and ergodic capacity, when no CSI is available
at the transmitters. Moreover, we investigate the optimal number and us-
age of antennas. When CSI is available at the transmitters (CSIT), we briefly
touch upon interference alignment techniques and propose a distributed
power control algorithm that can improve the performance of interference
alignment in certain operation regimes.

Finally, in Chapter 7, we finalize this thesis by summarizing the conclu-
sions of our work, and we propose possible extensions to the various topics
covered in this thesis. Note that the related work done within each of the
above-mentioned topics will be discussed in their corresponding chapters.

1.2.1 Works Not Included in This Thesis

In addition to the publications that this thesis is based on, the author has
participated in the writing of some other papers, as mentioned briefly in
the following.

• P. H. J. Nardelli, M. Kaynia, P. Cardieri, and M. Latva-aho, “Opti-
mal transmission capacity of ad hoc networks with packet retrans-
missions”, to be submitted to IEEE Trans. on Communications, Sept.
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2010.

In this paper, we address the optimal transmission capacity of
wireless networks, where each packet is given an arbitrary number
of transmissions. For this study, four different medium access
protocols are considered, namely slotted and unslotted ALOHA,
CSMA with transmitter sensing, and CSMA with receiver sensing.
For each of these schemes, the number of allowed retransmissions
that optimizes the transmission capacity is derived as a function of
the transmission density and the outage constraint. Moreover, the
behavior of the transmission capacity of the various protocols are
compared and evaluated with respect to various system parameters.

• M. Kaynia, P. H. J. Nardelli, P. Cardieri, and M. Latva-aho, “On the
optimal design of MAC protocols in multi-hop ad hoc networks”,
in Proc. IEEE International Symposium of Modeling and Optimization
in Mobile, Ad Hoc, and Wireless Networks (WiOpt), pp. 424-429, June
2010.

We consider the performance of MAC protocols in multi-hop
wireless ad hoc networks in terms of the newly proposed metric
“aggregate multi-hop information efficiency”. This metric captures
the impact of the traffic conditions, the quality of service require-
ments for rate and correct packet reception, the number of hops
and distance between a sender and its destination, and the outage
probability for packet transmissions. Our network model resembles
that of Chapter 2, with the difference that each packet traverses
multiple hops to get to its destination. Approximate expressions are
derived for the outage probability of the ALOHA and CSMA MAC
protocols, and validated with Monte Carlo simulations. Moreover,
an analytical procedure is presented to optimally design the commu-
nication so the multi-hop information efficiency performance of the
network can be maximized.

• P. H. J. Nardelli, M. Kaynia, and M. Latva-aho, “Efficiency of the
ALOHA protocol in multi-hop networks”, in Proc. IEEE International
Workshop on Signal Processing Advances for Wireless Communications
(SPAWC), Marrakech, Morocco, June 2010.

This paper presents the evaluation of the “multi-hop aggregate in-
formation efficiency” of the slotted and unslotted ALOHA protocols.
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Closed-form lower bounds are derived on the outage probability
as a function of the required communication rate, the single-hop
distance, the number of hops and the maximum number of retrans-
missions. Moreover, we show that it is possible to optimize the
network efficiency by properly setting the required rate for a given
packet density. It is also established that in some scenarios, the use
of retransmissions and multiple hops degrades the performance of
single-hop links without retransmissions.

• M. Kaynia, P. H. J. Nardelli, and M. Latva-aho, “Evaluating the infor-
mation efficiency of multi-hop networks with carrier sensing capa-
bility”, submitted to IEEE International Conference on Communications
(ICC), Kyoto, Japan, June 2011.

We consider the performance of the CSMA MAC protocol in multi-
hop ad hoc networks in terms of “aggregate multi-hop information
efficiency”. Approximate analytical expressions are derived for
the outage probability of CSMA in its various incarnations, con-
sidering different values for the sensing threshold (related to the
backoff decision) and the required communication threshold (which
determines a correct packet reception). Our results indicate the
existence of optimal operating points for the transmission density,
the communication rate, the maximum number of permitted back-
offs, and the number of hops in order to achieve maximum efficiency.

• J. E. Corneliussen, M. Kaynia, and G. E. Øien, “Optimal tradeoff be-
tween transmission rate and packet duration in wireless ad hoc net-
works”, in Proc. IEEE Wireless Communications and Networking Confer-
ence (WCNC), pp. 1-6, April 2010.

This paper considers the tradeoff between bursty and continuous
transmissions in wireless ad hoc networks. Packets belonging to spe-
cific transmitters arrive randomly in space and time according to a
3-D Poisson point process, and are then transmitted to their intended
destinations using a fully-distributed MAC protocol (ALOHA or
CSMA). The objective of this work is to maximize the probability
of successful transmissions by optimizing the transmission rate
and duration of packets. Based on derived outage probability
expressions, the optimal spectral efficiency and packet duration of
ALOHA is found analytically, and that of CSMA is obtained through
simulations. CSMA is shown to yield the best performance both
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in terms of the minimum achievable outage probability and the
corresponding spectral efficiency.

• C.-S. Chen, M. Kaynia, G. E. Øien, and A. Gjendemsjø, “Coopera-
tive multi-cell power control under imperfect channel knowledge: A
comparative study”, in Proc. 2nd COST 2100 Workshop on MIMO and
Cooperative Communications, Trondheim, Norway, June 2008.

Radio resource management is important in enhancing spectrum
utilization efficiency in broadband wireless services. Multi-cell
binary power control (BPC) in full-reuse networks is a promising
candidate in system optimization for this purpose. While the BPC
scheme is inherently simple, the sum rate maximization by cooper-
ative BPC across cells/links is almost as good as the best achievable
non-binary solution. For practical use, the issue of imperfect channel
knowledge should also be considered for these schemes. In this
paper, we conduct an investigation of the performance of BPC and
compare it to the best known non-binary optimization, as well as to
full-power transmission. Performance under two different link gain
measurement error models is reported. When measurement errors
occur, BPC achieves a better and more robust performance than
an optimized non-binary power allocation. The simple full power
scheme is seen to be severely suboptimal when perfect channel state
knowledge or moderate channel state error levels are considered,
but it can actually outperform BPC and also GP-based optimization
in some scenarios with severely erroneous channel knowledge.
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Chapter 2

Performance Analysis

In this chapter, we consider a mobile wireless ad hoc network model in
which nodes are randomly distributed in space and packets arrive ran-
domly in time, and we address the problem of interference through MAC
layer design. The ALOHA and CSMA MAC protocols are employed for
communication, and the outage probability of packet transmissions is in-
vestigated. In particular, we ask the following questions: (a) Given a fixed
signal to interference plus noise ratio (SINR) threshold for each transmitter-
receiver link in the network, what is the probability of successful transmis-
sion for ALOHA and CSMA, (b) how do the various MAC protocols behave
with respect to the density of transmissions, transmitter-receiver distance,
and other network parameters, and (c) what is the impact of multiple back-
offs and retransmissions on the outage probability of the MAC protocols?

There has been a notable amount of research done on the performance
of ALOHA in wireless ad hoc networks. A number of researchers have
analyzed slotted ALOHA using a Poisson model for transmitter locations,
considering transmission capacity and success probability of the network
[35; 18; 36; 37]. Ferrari and Tonguz [38] have analyzed the transport ca-
pacity of slotted ALOHA and CSMA, showing that for low transmission
densities, this capacity of slotted ALOHA is almost twice that of CSMA.
However, for increasing densities, while the capacity of ALOHA drops to
zero, the capacity of CSMA increases, making CSMA more beneficial at
higher transmission densities. Other related works have evaluated the per-
formance of ALOHA and CSMA in terms of throughput and bit error rate
[19; 38; 39]. Some of these also assert CSMA’s superiority over ALOHA,
which is naturally followed by tradeoffs in other domains such as trans-
mission rate and delay [5; 39]. Some recent works have also considered the
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performance of ALOHA, showing that the scaling of transport capacity de-
pends on the amount of attenuation in the channel [19]. It is shown that in
the low-attenuation regime, the capacity of the network can be unbounded,
while in the high-attenuation regime, the capacity is bounded by the total
available power and thus scales as a function of the number of nodes in the
network.

The seminal paper of Gupta and Kumar [19] considers an ad hoc net-
work model that consists of Poisson distributed point-to-point transmis-
sions. This model resembles a slotted version of our model. However, their
analysis, as well as most of the other works done in this area, focuses on
a deterministic SINR model, and employs a deterministic channel access
scheme, thereby precluding the occurrence of outages. Weber et al. [18]
revise this model by considering a stochastic SINR-based model, within
which they find tight lower and upper bounds to the outage probability of
slotted ALOHA as a function of the node density. We consider the model
used in [18], and extend it to also cover unslotted systems. Other spatial
models considered for analyzing the performance of MAC protocols can
be found in [40–42]. In [40], the outage probability of the ALOHA protocol
with arbitrary number of retransmissions is derived. However, the model
used in this paper does not appear to be straight-forward to extend to cover
CSMA-like protocols. In [41], the throughput and fairness of CSMA/CA is
evaluated based on a Markovian analysis. In [42], an analytical framework
is introduced to evaluate the per-flow throughput of CSMA in a multi-hop
environment. However, in the two latter works, a single communication
link is considered; thus, the complexity of link performances and decisions
being dependent on each other, as is the case in interference channels, is ig-
nored. In contrast, this is considered in our model.

Despite all the research done on MAC protocols thus far, only a limited
number of works have considered a model that is both stochastic, contin-
uous in time, and allows for simultaneous communication between nodes
[18; 35; 36; 38]. Perhaps the closest work is that of Hasan and Andrews [36],
where the success probability of slotted ALOHA is analyzed within such a
stochastic ad hoc wireless network model. Success probability is defined as
the probability that a transmission is received successfully at the receiver,
i.e., that the measured SINR is above a certain threshold, β, for the duration
of the packet. This is equal to 1− Pout, where Pout denotes the outage prob-
ability. In their work, Hasan and Andrews assume the use of a scheduling
mechanism that creates an interferer-free guard zone, which is in effect a
theoretical circle around the receiver, within which no interfering transmit-
ters are allowed. By means of geometrical analysis, an optimal guard zone
radius is derived that maximizes the density of successful transmissions in
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slotted ALOHA under a specified outage constraint. In the same manner
as in [18] (which considers slotted ALOHA only), we adopt the concept of
guard zones in our analysis, with the difference that instead of incorporat-
ing into the protocol a guard zone within which no transmitter are permit-
ted, we consider actual MAC protocols that employ virtual guard zones in
order to make the backoff decision and evaluate the outage probability.

The work of this chapter is published in [43; 44], and a revision of [45]
is submitted for possible publication in IEEE Trans. on Wireless Communi-
cations.

2.1 System Model

As a starting point, consider a mobile wireless network in which transmit-
ters are randomly placed on an infinite 2-D plane according to a homoge-
neous Poisson point process (PPP) with spatial density λs [nodes/m2] and
moving independently of each other. At each transmitter, a series of pack-
ets, each with a fixed duration T, arrives according to an independent ho-
mogeneous 1-D PPP in time with intensity λt [packets/sec/node]. These
packets are then sent with a constant power ρ to their intended receiver,
which is assumed to lie a fixed distance R away. The assumptions made on
the system parameters will be justified in Subsection 2.1.1. In this network
model, the spatial PPP is first fixed and each transmitter generates its own
traffic of packets. This means that at each time instant, the average num-
ber of nodes per unit area that have formed a new packet during the last T
seconds is: λ = λsλtT [packets/m2]. Futhermore, each packet is given M
backoffs and N retransmission attempts. Hence, due to the ability to back-
off from transmissions (in CSMA) and retransmit in the case of erroneous
packet reception, we have an increase of λΔ(M, N) to the spatial density of
packets, when the network is in a steady state. That is, the density of pack-
ets attempting to access the channel at each time instant is λ(1 + Δ(M, N)),
where Δ(M, N) is a function of the number of backoffs and retransmis-
sions, depending on the applied protocol. If no backoffs or retransmissions
are allowed, i.e., (M, N) = (1, 0), we have that Δ(M, N) = 0 for all the pro-
tocols. Note that the number of backoffs M is always strictly greater than 0
for CSMA. Finally, the number of packets attempting to access the channel
over the area A is: λsλt A T(1 + Δ(M, N)) [packets].

Since this network model entails two independent Poisson distribu-
tions, in order to derive the outage probability, we would have to average
over both the spatial and temporal statistics. Because of the involved ex-
pressions and the complicated analysis this would entail, instead we con-
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Figure 2.1: Illustration of our ad hoc network and traffic model.

sider our wireless network from an alternative point of view. Instead of
fixing the user locations first and then generating traffic for each user, we
rather consider the packet arrivals to be the only random process and in-
corporate the spatial PPP into the temporal PPP. This is done as follows:
Consider a single queue of packet arrivals with density λsλt A. Upon the
arrival of each packet, it is assigned to a transmitter node, which is then
randomly placed on a 2-D plane (uniformly distributed in area A), as illus-
trated in Figure 2.1. The intended receiver of this packet is located, with
random orientation, a fixed distance R away. The transmission is then
initiated according to the specified MAC protocol. When the packet has
been served (successfully or not), the corresponding transmitter-receiver
pair disappears from the plane. When the maximum number of backoffs
and retransmissions is not reached, the packet is placed back in the packet
arrival queue, with a new transmission time. The retransmitted packet will
be located in a new position, which is most reasonable in networks with
high mobility. The density of packets attempting to access the channel, in-
cluding those due to backoffs and retransmissions, is λ(1 + Δ(M, N)).

Note that the temporal PPP of packet arrivals at each node is indepen-
dent of the PPP of transmitter locations in space. Due to the high mobilility
presumed in our network, different sets of packets are active between times
t0 and t0 + T. In a network domain of 35 m × 35 m, with a packet time of
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100 sec, high mobility would indicate a speed of about 0.17 m/sec. This is
in accordance with proposed sensor network designs, such as [46], where
a node mobility of 0.15 m/sec is assumed. Since the waiting time from one
transmission attempt to the next is set to be greater than T, and because
of the high mobility assumption, there are no spatial and temporal correla-
tions between retransmission attempts of a packet. This conclusion agrees
with the results of [47], where it is concluded that in a standard path loss
model, the spatio-temporal correlation coefficient (defined as the ratio of
the interference covariance over the interference variance) is indeed 0. The
reason for this result is that the nearest interferer is the main contributor to
the interference, and having independence between the location of interfer-
ers at time t0 and those at time t0 + T makes the correlation coefficient go
to 0. As a result of this independence, and the basic properties of PPPs, the
number of nodes in any random selection of an area at any random point
in time still follows a PPP [48; 49]. Hence, our space-time model entails a
3-D PPP with density λsλt(1 + Δ(M, N)) [packets/m2/sec]. Considering
the entire plane at a fixed point in time, we observe the behaviour of the
space-time model’s spatial 2-D PPP with density λ = λsλtT(1 + Δ(M, N)).
Equivalently, the total expected number of packets in area A during a time
interval T is λsλt A T(1 + Δ(M, N)). Thus, we see that our alternative 3-D
space-time model is a good representation of the ad hoc network initially de-
scribed, as it entails a Poisson distribution of nodes in space and of packet
arrivals in time, with the same density of packets accessing the channel as
the initial model. Hence, we adopt this model for our analysis, as it allows
us to only consider a single random process describing both the tempo-
ral and spatial variations of the system. Such unification of the sources
of randomness simplifies the analysis, as well as making many complex
derivations (e.g., for the outage probability of CSMA) tractable.

Finally, we also investigate what happens when the network area tends
to infinity. Consider our 3-D PPP with spatial density λ. Let Ak be the area
of a circle of radius k in this space. By the Borel-Cantelli lemma [48], we
have that for dimensions ≥ 2, the number of points inside Ak as k → ∞

is equal to λA, where A = limk→∞ Ak. The bearing of this lemma is that,
although the number of nodes goes to infinity, the density remains a finite
value of λ when the area increases to infinity.

We emphasize the following attributes of our traffic model that are of
significance for the derivations:

• Our network is highly mobile, meaning that different and indepen-
dent sets of nodes are observed on the plane from one slot (of length
T) to the next.
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• Upon retransmission of a packet, it is treated as a new packet arrival
and placed in a new location (justified by the preceding assumption),
resulting in no spatial correlation between transmission attempts.

• The waiting time between retransmission attempts is set to be twait >

T, which because of the high mobility assumption, results in no tem-
poral correlation between retransmission attempts.

For the channel model, we consider only path loss attenuation effects
(with path loss exponent α > 21), ignoring both short term and long term
fading. The channel is assumed to be constant for the duration of a trans-
mission. Each receiver sees interference from all active transmitters on the
plane, and these interference powers are added to the channel noise, η, to
result in a certain SINR at each receiver. If this received SINR falls below
a required SINR threshold, β, at any time during the packet transmission,
the packet is received erroneously, with probability

Perror = Pr

(
min

0≤t<T

ρR−α

η + ∑i(t) ρr−α
i

≤ β

)
, (2.1)

where ri is the distance between the node under observation and the i-th
interfering transmitter, and the summation is over all active interferers on
the plane at time t.

The MAC protocols ALOHA and CSMA are applied for the communi-
cation between nodes. In the case of unslotted ALOHA, each transmission
starts as soon as the packet arrives, regardless of the channel condition.
Slotted ALOHA improves the performance by removing partial outages,
but this requires synchronization. If the packet is received erroneously, it is
retransmitted. Each packet has a maximum of N retransmission attempts in
order to be received correctly. In the CSMA protocol, the channel is sensed
at the beginning of each packet (i.e., the radio measures the energy received
on its available radio channel). If the measured SINR is above βb,2 the
packet transmission is initiated; otherwise, it is backed off. Each packet is
given a maximum of M backoffs, before it is dropped. Since evaluating the
backoff scheme is outside the scope of this thesis3, we simply assume that

1α = 2 is for propagation in free space.
2The subscript b is used, because the backoff decision is made based on this sensing

threshold. Equivalently, the backoff probability is denoted Pb.
3Various backoff schemes are evaluated in [50]. Although the Fibonacci increment back-

off is shown to yield the best performance in terms of throughput and delay, the difference
between the various schemes is very small.
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the backoff times are random, uncorrelated, and exponentially distributed
(this also maintains the Poisson distribution of packets). Once the transmis-
sion is initiated, but the packet is received erroneously, i.e., its SINR < β, it
is retransmitted. If still received in error after N retransmissions, the packet
is counted to be in outage. Finally, all communication between the transmit-
ter and its receiver is assumed to occur over an orthogonal control channel,
and the delay introduced by the feedback is assumed to be insignificant
compared to the packet length.

The outage probability of ALOHA and CSMA is defined mathemati-
cally as

Pout(ALOHA) = Pr
[
SINR < β at some [0, T) N + 1 times

]
(2.2)

Pout(CSMA) = Pr
[
SINR < βb M times ∪ SINRt < β N + 1 times

]
,

where SINR0 is defined as the SINR at time t = 0, i.e., at the start of the
packet, and SINRt denotes the SINR at some t ∈ (0, T). As the goal of this
chapter is to establish an understanding on the outage probability of vari-
ous MAC protocols, with focus on the analysis technique, in the following
we assume that βb = β.

The throughput S of this network is given as

S = λ (1 + Δ(M, N))
Rreq

W
(1− Pout) (2.3)

where Rreq/W [bits/s/Hz per packet] is the average rate that a success-
ful packet achieves, normalized with respect to the system bandwidth, W.
The unit of S is [bits/s/Hz/m2]. Since the outage probability is the only
unknown term in the throughput expression, we will solely focus on this
metric in the analytical derivations of this chapter.

2.1.1 Justification of Assumptions

For ad hoc networks with single-hop communication links and substan-
tial mobility or indiscriminate node placement, such as a dense sensor net-
work, an assumption of Poisson distributed nodes in space is reasonable
and commonly used [35; 36; 51; 52]. However, in many networks, such
as clustered or multi-hop networks, this assumption might not be valid any-
more, as transmissions are often correlated with each other in both time
and space. Assuming no fading is not always reasonable. This assumption
is made in this chapter because we wish to find the outage probability of
MAC protocols under optimal conditions, as in [18; 36]. In Chapter 3, we
add fading to our model, and rederive the outage probability of the various
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protocols. Independent fading is there shown to deteriorate the average
performance of single-antenna networks.

The assumption of fixed packet length T is reasonable, because in most
applications, data is packetized before transmission, and each packet is
then of the same constant length. The fixed distance, R, between all
transmitter-receiver pairs (which is also assumed in [18; 19; 51]) is often
not a natural assumption. However, note that the whole network with a
fixed R could be viewed as a snapshot of a multi-hop wireless network,
where R is the bounded average inter-relay distance resulting from the spe-
cific routing protocol used. Furthermore, for low densities and zero am-
bient noise, the outage probability is a convex function of R, making our
outage probability analysis yield a lower bound to the case when R is vari-
able. As a simple proof of this fact, consider the outage probability of slot-
ted ALOHA with no retransmissions (as we will derive in Subsection 2.3):
Pout = 1− e−λπβ2/αR2

. Setting k = πλβ2/α , we have that

d2Pout

dR2 = 2 k e−kR2
(1− 2 k R2). (2.4)

For 2 k R2 ≤ 1, we have that d2Pout
dR2 ≥ 0, indicating convexity. Hence, we

may conclude that for low enough values of k = π λ β2/α (which is the case
when the density is low), Pout is a convex function of R.

2.2 Method of Analysis

The evaluation of outage probability consists of solving Eq. (2.2). However,
the consideration of all interfering contributions in the denominator of Eq.
(2.2) turns out to be impractical for the analytical derivations. For this rea-
son, we focus on the probability of having a single closest interferer, whose
received interference power alone is strong enough to result in outage for
the packet of interest. Denote a randomly selected active receiver on the
plane as RX0. In order to consider the closest interferer as the determinant
for outage probability, we first establish the notion of guard zones [36]. The
guard zone of RX0 is a circle B(RX0, s) centered on RX0 with radius s, de-
fined such that if a single interferer, TX1, is located at a distance less than s
away from RX0, the packet of RX0 will be received in error. The radius s is
derived to be

s =

(
R−α

β
− η

ρ

)−1/α

. (2.5)

Through Eq. (2.5), βb corresponds to sb, βr to sr, etc. This convention will
be used in the following chapters.
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Figure 2.2: Guard zone of RX0, denoted B(RX0, s), with an interfering trans-
mitter, TX1.

The guard zone B(RX0, s) is a circle of radius s around RX0, as illus-
trated in Figure 2.2. One situation that would cause RX0 to go into out-
age is if the accumulation of powers from all the interfering nodes outside
B(RX0, s) results in the SINR at RX0 to fall below the threshold β. An-
other situation that will lead to erroneous reception of a packet is if at least
one active transmitter, other than RX0’s own transmitter, TX0, falls inside
B(RX0, s) at some t ∈ [0, T). Considering only the latter event yields a
lower bound to the outage probability. It has previously been shown that
this lower bound is in fact fairly tight around the actual outage probability
[18], and hence, we only focus on this bound in our analysis.

Due to the Poisson distribution of packets over space and time, with
density λ, the probability of having at least one interferer within a given
area A and during a given time interval Δt is given by

PAΔt = 1− e−E[# of interferers in A during Δt] = 1− e−λ A Δt. (2.6)

This expression is valid because of a property of the PPP, namely that re-
moving one point from the process does not change the distribution, which
means that the interferers of the node under observation also follow a ho-
mogeneous PPP with the same intensity. The derivation of the outage prob-
ability of ALOHA and CSMA in non-fading networks is based on the tech-
niques described above.
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2.3 Outage Probability of ALOHA

In this section, we derive the outage probability of the ALOHA protocol,
following the analysis technique described in Section 2.2. Both the slotted
and unslotted ALOHA protocols are considered.

2.3.1 Slotted ALOHA

Due to the slotting of time in slotted ALOHA, there is no problem of partial
overlap of packets, something that is intuitively expected to decrease the
outage probability compared to unslotted algorithms. This performance
improvement comes, however, at the expense of a need for synchroniza-
tion. Using the concept of guard zones, a lower bound to the outage prob-
ability of slotted ALOHA is given by the following theorem.

Theorem 2.1
The outage probability of slotted ALOHA may be lower bounded by

Plb
out(Slotted ALOHA) = PN+1

rt,s , where Prt,s is the solution to4

Prt,s = 1− exp

{
−λ

1− PN+1
rt,s

1− Prt,s
π s2

}
. (2.7)

Proof: Consider the communication link of TX0-RX0. Due to the slotting of
time, only packets arriving during the last T seconds start simultaneously
with the one generated by TX0, and have thus the potential to result in an
erroneous packet reception at RX0. Based on the concept of guard zones,
we have that

E
[
# of interferers inside B(RX0, s) at some t ∈ [−T, 0)

] ≈ λslotted π s2, (2.8)

where λslotted is the density of packets accessing the channel. Allowing
for retransmissions is equivalent to increasing the number of packets that
attempt to access the channel. Since the waiting times are random and
uncorrelated (by assuming twait > T), there is no correlation between the
amount of interference detected in each retransmission attempt. Given the
probability of a packet being retransmitted is Prt,s, the density of packets in
the channel at each time instant is

λslotted = λ(1 + Prt,s + P2
rt,s + ... + PN

rt,s) = λ
1− PN+1

rt,s

1− Prt,s
. (2.9)

4The subscript “rt,s” denotes ReTransmission for Slotted ALOHA.
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The probability of having an erroneous packet transmission in a Pois-
son distributed network is Prt,s = 1 − e−E[# of interferers]. Furthermore,
a packet is retransmitted the k-th time if it is erroneously received all
k − 1 previous attempts. Hence, a packet is counted to be in outage if it
is received erroneously on the N-th retransmission attempt, resulting in
Plb

out(Slotted ALOHA) = PN+1
rt,s .

In [53], the exact outage probability of slotted ALOHA for α = 4 and
(M, N) = (1, 0) was derived to be

Pexact
out (Slotted ALOHA) = 1− erfc(

√
π β λ π R2/2). (2.10)

We will consider this expression for the sake of comparison with our lower
bound in Section 2.6.

2.3.2 Unslotted ALOHA

Unslotted protocols are particularly of interest in systems that have no syn-
chronization abilities. Intuitively, we expect the outage probability of un-
slotted ALOHA to exceed that of the slotted case, due to the partial overlap
of transmissions. With the same reasoning as for slotted ALOHA, we ob-
tain the following theorem.

Theorem 2.2
The outage probability of unslotted ALOHA may be lower bounded by

Plb
out(Unslotted ALOHA) = PN+1

rt,u , where Prt,u is the solution to

Prt,u = 1− exp

{
−2 λ

1− PN+1
rt,u

1− Prt,u
π s2

}
. (2.11)

Proof: Due to the unslottedness of the system, any transmission that
started less than time T before the start of TX0’s transmission and up to
time T later, will be interfering with the packet of RX0 and thus contribute
to its outage probability. Since the number of packet arrivals at times t0 and
t0 + T are independent, we have that

Prt,u = 1− Pr (No interferers inside B(RX0, s) during [−T, T))

= 1− Pr (No interf. during [−T, 0)) · Pr (No interf. during [−0, T))

= 1− e−2 λunslotted π s2
,

where λunslotted = λ
1−PN+1

rt,u
1−Prt,u

as explained in the proof of Theorem 2.1. Given

N retransmissions for each packet, the outage probability becomes PN+1
rt,u .
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Extending the result of [53] for the outage probability of slotted ALOHA
for α = 4 and (M, N) = (1, 0) to the unslotted case, we obtain

Pexact
out (Unslotted ALOHA) = 1− erfc(

√
π β λ π R2/2)2. (2.12)

This is also evaluated with simulations in Section 2.6.
For lower densities and when 1−PN+1

rt,s
1−Prt,s

≈ 1−PN+1
rt,u

1−Prt,u
≈ 1 (where equality

signs may be used when N = 0), we may apply the Taylor expansion on
Eqs. (2.7) and (2.11), obtaining

Pout(Slotted ALOHA) ≈ (
λ π s2)N+1

Pout(Unslotted ALOHA) ≈ (
2 λ π s2

)N+1

This shows that for lower densities, slotted ALOHA outperforms its un-
slotted version by a factor of 2N+1. When no retransmissions are allowed,
Pout(Unslotted ALOHA) ≈ 2 Pout(Slotted ALOHA), which is consistent
with the results obtained in the conventional model [10].

2.4 Outage Probability of CSMA

In this section, we derive the outage probability of the CSMA protocol. We
consider two basic forms of the protocol; CSMATX where the transmitter
makes the backoff decision, and CSMARX where the receiver is the deci-
sion maker. Moreover, we assume that the sensing threshold, βb, based on
which the backoff decision is made, is constant and equal to the required
SINR for correct reception of packets, β. The assumption on βb = β is made
because the aim of this section is primarily to establish an understanding
for the behavior of the CSMA protocol and our analysis technique.

2.4.1 CSMA with Transmitter Sensing

This protocol, denoted by CSMATX, is the conventional CSMA protocol
which is employed in many of today’s network standards, such as IEEE
802.11 and 802.16. In CSMATX, the transmitter is the backoff decision maker.
That is, when a new packet arrives, the transmitter immediately measures

the aggregate interference power. If this is greater than
(

ρ R−α

β − η
)

, it backs
off; otherwise, it starts transmitting immediately. The outage probability of
this protocol is established by the following theorem.

30



OUTAGE PROBABILITY OF CSMA

Theorem 2.3
The outage probability of CSMATX is given by5

Pout(CSMATX) = PM
b +

(
1− PM

b

)
Prt1 PN

rt , (2.13)

where:

• Pb is the backoff probability, approximated by the solution to

P̃b = 1− e
−π s2λ

(
1− P̃M

b +
(

1− P̃M
b

)
P̃rt1

1− P̃N
rt

1− P̃rt

)
. (2.14)

• Prt = Pb + (1− Pb) Pduring is the probability that a packet is received in er-

ror during a retransmission attempt and must thus be retransmitted again.
Pduring is the probability that the error has occurred at some t ∈ (0, T),

approximated by

P̃during = 1− e
−
∫ s

�s−R	+
λTX

csma

[
2π − 2 cos−1

(
r2 + R2 − s2

2Rr

)]
r dr

.
(2.15)

• Prt1 = Prx|transmit +
(
1− Prx|transmit

)
Pduring is the probability that the

packet is received in error at its first transmission attempt. Prx|transmit is

the probability that the received packet is in outage upon arrival, approxi-
mated by

P̃rx|transmit = P̃b

[
1− 1

πs2

(
2s2 cos−1

(
R
2s

)
− Rs

√
1− R2

4s2

)]
. (2.16)

• The density of packets attempting to access the channel is given by

λTX
csma ≈ λ

[
1− P̃M

b

1− P̃b
+ (1− P̃M

b ) P̃rt1
1− P̃N

rt

1− P̃rt

]
. (2.17)

Proof: The proof of Theorem 2.3 is given in the Subsection 2.5.1.

The reason why Eqs. (2.14)-(2.17) are approximations is that the concept
of guard zones is used to derive a lower bound, while the assumption that
all new interferers ignore each other and make their backoff decision based
on TX0 only, gives a higher outage probability than the lower bound.

5Note that in the following, we omit the superscript TX or RX for the various probability
expressions, in order to avoid confusion with the exponents. That is, we refer to the backoff
probability of both CSMATX and CSMARX by Pb, but the values of these are different.
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Figure 2.3: Algorithm for numerically solving the various probabilities to
find Pout(CSMATX).

Due to the interdependence between the various probabilities in Theo-
rem 2.3, their values must be solved numerically. Here we give an expla-
nation to how this may be done. Insert the equations for Prt, Prt1, and λTX

csma
into the expressions for Pb and Pduring, and observe that these two latter
probabilities are the only ones dependent on each other when N > 0. The
procedure for finding these probabilities is illustrated in Figure 2.3. First,
find an initial value for Pduring by replacing λTX

csma with λ in Eq. (2.15). Insert
this value for Pduring into Eq. (2.14), and find the corresponding Pb through
fixed point iteration. Then insert the values for Pb and Pduring into λTX

csma in
Eq. (2.15), and check whether the left and right sides of the expression are
equal. If not, increment Pduring by a small step6, insert it into Eq. (2.14), and
repeat the procedure just described until both sides of Eq. (2.15) become
equal. The values for Pb and Pduring are then the correct solutions, based on

6The reason we can increase Pduring is that when N > 0, λTX
csma > λ, meaning that Pduring

cannot fall below its corresponding value with λ.
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Figure 2.4: Area of overlap between B(RX0, s) and B(TX0, s).

which we can find Prt, Prt1, and thereby Pout(CSMATX). If N = 0, Pduring
is dependent on Pb, but not vice versa, meaning that the solution will be
reached after only one iteration.

Note that the outage probability of CSMATX is due to the hidden and
exposed node problems. The hidden node problem occurs when a new
interferer TXi is located inside B1 = B(RX0, s) ∩ B(TX0, s), where TX0 is
hidden to TXi, in each of the N retransmission attempts of the packet of TX0-
RX0. The exposed node problem occurs when TXi backs off in cases when
its transmission would not have contributed to any outage, i.e., when TXi

is located inside B2 = B(TX0, s) ∩ B(RX0, s) during all the M backoffs. The
regions B1 and B2 are shown in Figure 2.4.

Compared to unslotted ALOHA, the impact of the carrier sensing in
CSMATX is two-fold;

a) The benefit that CSMA provides over unslotted ALOHA is to pre-
vent interferers from being placed inside Bol = B(RX0, s) ∩ B(TX0, s)
during the transmission of TX0-RX0 (because in this region, the inter-
ferer would back off). The area of this region is denoted Aol(s), and
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is given as

Aol(s) = 2s2 cos−1
(

R
2s

)
− Rs

√
1−

(
R
2s

)2

. (2.18)

Hence, the outage probability of unslotted ALOHA is reduced by
the probability that interferers are located in area Aol(s) during all N

retransmission attempts, namely
(

1− e−λTX
csma Aol(s)

)N
.

b) There is also a probability that a packet is dropped without making
any transmission attempts (i.e., it is backed off M times), while it
could in fact have been received without errors at its receiver, if it
had been transmitted. This is the exposed node problem, and is a
result of the transmitter being the decision maker. The probability
of this is determined by active interferers on the plane being located
in the vicinity of the transmission of TX0 but out of the hearing
range of RX0, i.e., inside B2 = B(TX0, s) ∩ B(RX0, s). The area of
this region is πs2 − Aol(s), and the increase in the probability is
(1− e−λactive(πs2−Aol(s))).

Considering the outage probability decrease caused by factor a) and the
outage probability increase of factor b) yields

Pout(CSMATX) ≈ Pout(Unslotted ALOHA)−
(

1− e−λTX
csma Aol(s)

)N

+
(

1− e−λactive(πs2−Aol(s))
)M

, (2.19)

where λactive is the density of active transmissions, given by

λactive = λ

(
1− PM

b + (1− PM
b ) Prt1

1− Prt
N

1− Prt

)
. (2.20)

The approximation of Eq. (2.19) works best for low transmission densities,
i.e., when λTX

csma ≈ λactive ≈ λunslotted.
Note that only the first term of Eq. (2.17) is multiplied by (1− Pb), be-

cause once a transmitter-receiver pair has decided to transmit, it will not
perform new sensing and make a new decision at every retransmission at-
tempt. If the channel was sensed at the start of each retransmission also, the
density of active transmissions would have been λTX

csma(1− Pb). This yields
a lower density of interferers compared to λactive, something that would
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improve the performance of CSMA, at the expense of higher complexity of
the hardware. In this thesis, we follow the same scheme as CSMA/CA in
the IEEE 802.11 and 802.16 standards, i.e., we assume that once a packet has
been activated, but must be retransmitted, it does not perform new sensing
for each retransmission. Hence, the density of active transmissions is given
by λactive in Eq. (2.20).

To better understand the behavior of the backoff probability, consider
the particular case of (M, N) = (1, 0), i.e., we do not allow for any retrans-
missions and when a packet backs off it is essentially dropped. In this case,
Pb can be expressed in terms of the Lambert function, W0(·) [54]

Pb = 1− 1
λ π s2 W0

(
λπs2) = 1− 1

λ π s2

∞

∑
n=1

(−n)n−1

n!
(
λπs2)n

. (2.21)

Let x = λπs2 in Eq. (2.14). Dividing the backoff probability by the outage
probability of slotted ALOHA, letting the density go to 0, and applying
l’Hopital’s rule multiple times, yields

lim
x→0

Pb

Pout(Slotted ALOHA)
= lim

x→0

1− 1
xW0(x)

1− e−x = lim
x→0

x−W0(x)

x(1− e−x)

= lim
x→0

1− dW0(x)
dx

1− e−x + xe−x
(3)
= lim

x→0

eW0(x) + x− 1
(eW0(x) + x) [e−x(x− 1) + 1]

= lim
x→0

eW0(x) dW0(x)
dx + 1

(eW0(x) dW0(x)
dx + 1) [e−x(x−1) + 1] + (eW0(x)+x) [−e−x(x−1) + e−x]

(5)
= 1.

This proves that as λ → 0, Pb → Pout(Slotted ALOHA). In step 3 of the
above derivation, we apply the result dW0(x)

dx = 1
(1+W0(x))eW0(x) = 1

eW0(x)+x
,

and in step 5, we use that limx→0W0(x) = 0 and limx→0
dW0(x)

dx = 1.
Moreover, for low values of Pb, we have that λactive ≈ λslotted, while as

Pb increases, the density of active transmissions in CSMA may no longer
be approximated by that in slotted ALOHA. Due to the reduced number
of interferers, Pb is less than the case when all prior arrivals are activated.
Hence, while Eq. (2.14) is an approximate measure of Pb, Eq. (2.7) operates
as an upper bound.

2.4.2 CSMA with Receiver Sensing

In this subsection, we consider a variation of the CSMA protocol, termed
CSMARX. In this protocol, the receiver senses the channel and subsequently
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determines whether or not the packet transmission should be initiated.
Since the information determining a backoff is binary (“transmit” or “don’t
transmit”), the communication between the receiver and its transmitter is
assumed to occur over a 1 bit control channel (per packet), which is or-
thogonal to the control channel. This means that there are no interference
issues between the control signals and the data packets. Moreover, the de-
lay introduced by the feedback is assumed to be small and insignificant
compared to the packet length.

Note that the main difference between the proposed CSMARX protocol
and the popular CSMA/CA protocol used in the IEEE 802.11 and 802.16
standards family is that in the latter, all nodes in the channel hear the
request-to-send (RTS) and clear-to-send (CTS) signals, whereas in CSMARX,
we assume that the communication of control signals is between a receiver
and its own transmitter only. Assuming that this control channel is much
smaller than the system bandwidth, we do not consider in our analysis the
“stealing” of resources that it entails. The outage probability of CSMARX is
given by the following theorem.

Theorem 2.4

The outage probability of CSMARX is given by

Pout(CSMARX) = PM
b +

(
1− PM

b

)
Pduring PN

rt , (2.22)

where:

• Pb is the backoff probability, approximated by the solution to

P̃b = 1− e
−π s2λ

(
1− P̃M

b +
(

1− P̃M
b

)
P̃during

1− P̃N
rt

1− P̃rt

)
. (2.23)

• Prt = Pb + (1− Pb) Pduring is the probability that a packet is received in
error during a retransmission attempt. Pduring is the probability that the

error has occurred at some t ∈ (0, T), approximated by

P̃during = 1− e
−
∫ s

s−R

∫ 2π−ν(r)

ν(r)
λRX

csma P(active | r, φ) r dφ dr
, (2.24)

with P(active|r, φ) and ν(r) given by:

P(active|r, φ) = 1− 1
π

cos−1

(
r2 + 2R2 − s2 − 2Rr cos φ

2R
√

r2 + R2− 2Rr cos φ

)
(2.25)

ν(r) = cos−1
(

r2 + 2Rs− s2

2Rr

)
. (2.26)

36



PROOF OF THEOREMS FOR CSMA

• The density of packets attempting to access the channel is given by

λRX
csma ≈ λ

[
1− P̃M

b

1− P̃b
+ (1− P̃M

b ) P̃during
1− P̃N

rt

1− P̃rt

]
. (2.27)

Proof: The proof of Theorem 2.4 is given in the Subsection 2.5.2.

The outage probability of CSMARX is due to the hidden node problem,
which occurs when an interferer, TXi, is located too close to RX0, while its
receiver is located too far away from TX0 to detect its transmission. That is,
TXi is located inside B1 = B(RX0, s) ∩ B(TX0, s), as shown in Figure 2.4.

Compared to unslotted ALOHA, the impact of the carrier sensing in
CSMARX is only positive; it prevents interferers from being placed inside
B(RX0, s) ∩ B(TX0, s − R) during the transmission of TX0-RX0. Here we
presume that s ≥ R, which is a reasonable assumption, as the sensing range
of the receiver should at least cover the distance to its own transmitter.
The area of this region is Aol(s) = π (s − R)2. Moreover, the receiver
of the interfering node must be outside of B(TX0, s) to be activated. The
probability of this is

Pactivation = 1− 1
π

cos−1
(

2R2 − s2

2R2

)
. (2.28)

Hence, the outage probability of unslotted ALOHA is reduced by the prob-
ability of the activation of interferers inside Aol(s) during all N retransmis-
sion attempts, resulting in

Pout(CSMARX) ≈ Pout(Unslotted ALOHA)

−
[

1−e−λRX
csma

[
1− 1

π cos−1
(

2R2−s2

2R2

)]
π (s−R)2

]N

, (2.29)

where λRX
csma is given by Eq. (2.27).

2.5 Proof of Theorems for CSMA

In this section, we provide proof for the theorems on the outage probability
of CSMA, as given in Section 2.4.

2.5.1 Proof of Theorem 2.3

Denote the received SINR of the receiver under observation, RX0, by SINR0.
The packet transmission of TX0-RX0 is counted to be in outage if one or both
of the following events occur:
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a) The packet is backed off (i.e., SINR0 < β upon packet arrival) M times
and thus dropped.

b) Once the packet transmission is initiated, one or both of the following
subevents occur N + 1 times:
b1) SINR0 < β at the start of the packet, i.e., at t = 0.
b2) SINR0 < β at some t ∈ (0, T).

where events (a) and (b) are independent except at the first transmission
attempt. This yields

Pout(CSMA) = Pr(a) + (1− Pr(a)) Pr(b1 ∪ b2|a)N+1

= Pr(a) + (1− Pr(a)) Pr(b1 ∪ b2|a) Pr(b1 ∪ b2)
N (2.30)

Based on Eq. (2.30), the probability that event (a) occurs in CSMATX is
Pr(a) = PM

b , where Pb can be lower bounded by considering packet arrivals
inside B(TX0, s) during [−T, 0). The density of packets attempting to access
the channel is

λTX
csma =

{
λ ∑

M−1
m=0 Pm

b ; for N = 0

λ
[
∑

M−1
m=0 Pm

b + (1− PM
b )Prt1 ∑

N−1
n=0 Pn

rt

]
; for N ≥ 1

which yields Eq. (2.17). We assume that the number of active interferers
on the plane follows a PPP (which will be proven by the simulation results
to be reasonable) with density λactive. This density is derived by multiply-
ing the first term of Eq. (2.17) by (1− Pb), since only new packet arrivals
perform channel sensing. This yields

λactive = λ

(
1− PM

b

�
�

��1− Pb
�

�
�

��(1− Pb) + (1− PM
b ) Prt1

1− PN
rt

1− Prt

)
. (2.31)

Applying the error proability expression for PPPs, 1− e−E[# of interferers] with
density λactive, we obtain Pr(a), as given in Eq. (2.14).

Event b1 is concerned with packet arrivals during [−T, 0). When βb =
β, we have that Pr(b1) = Pb. For the first transmission attempt, Pr(b1|a) is
found geometrically as the ratio of the area of B1 = B(RX0, s) ∩ B(TX0, s)
over the area of B(RX0, s), as given by Eq. (2.16).

Pr(b2) is lower bounded by the probability that one or more interfering
transmitters are located and activated inside B(RX0, s) at some t ∈ (0, T).
To derive this probability, consider the homogeneous PPP of packet arrivals
with density λTX

csma. Once a packet has been activated, outage occurs if the
SINR at RX0, SINR0, falls below β at some t ∈ (0, T). This happens if there
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Figure 2.5: The setup used to analyze the outage probability of CSMA.

are one or more packets activated inside B(RX0, s) at some t ∈ (0, T). We
have that:

Pr [SINR0 < β at some t ∈ (0, T)| active]

≥ Pr [≥ 1 interferer in B(RX0, s) at some t ∈ (0, T)| active] .

Next, we assume that all interferers (following a PPP with density λTX
csma)

base their backoff decision on the interference they see only from TX0. Since
ρ R−α

η + interf. from TX0
≥ ρ R−α

η + interf. from TX0 and all other interferers :

Pr [≥ 1 interferer in B(RX0, s) at some t∈ (0, T)| active] ≤
Pr
[≥ 1 interferer in B(RX0, s) at some t∈ (0, T) based only on TX0| active

]
.

This means that we no longer have a lower bound, but rather an approxi-
mate measure to Pr(b2). For the interferer of RX0 to be activated, it must
be placed at least a distance s away from TX0. Hence, Pr(b2) = Pduring

is derived by considering the area B1 = B(RX0, s) ∩ B(TX0, s) (the darkly
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shaded region in Figure 2.5):

E[# of interferers in B1] =
∫ s

�s−R	+

∫ 2π−γ(r)

γ(r)
λTX

csma r dφ dr, (2.32)

where γ(r) in the integration limit found by using the cosine-rule:

s2 = r2 + R2 − 2Rr cos(γ) ⇒ γ(r) = cos−1
(

r2 + R2 − s2

2Rr

)
. (2.33)

Solving the integral of Eq. (2.32) with respect to φ, and inserting it into
1− e−E[# of interferers in B1], yields Eq. (2.15). Note that for high densities and
for large values of N, Pduring loses its accuracy, partly due to the fact that
the portion of λTX

csma that is due to retransmissions, does not perform any
channel sensing, meaning that this portion can be placed anywhere inside
B(RX0, s) (and not only inside B1 as we assume here). However, at high
densities, the outage probability is will be too high to be applied in practical
scenarios.

Inserting these expressions back into Eq. (2.30) yields Theorem 2.3.

2.5.2 Proof of Theorem 2.4

As for CSMATX, Pr(a) ≈ PM
b in CSMARX. Moreover, P(b1|a) = 0, because

once the receiver decides that its packet transmission is activated, it is sure
to not have any interferers inside B(RX0, s) at the start of its first transmis-
sion.

In order to derive Pr(b2) = Pduring, we apply the fact that the process
of packets starting in B(RX0, s) at some t ∈ (0, T) is a inhomogeneous PPP
with intensity μ(x, y).

μ(x, y) = Pr[ packet starts at location (x,y)]
= Pr[ packet arrives at (x, y) ∩ packet is activated]

= Pr[ packet arrives at (x, y)] · Pr[ packet activated |(x, y)]

= λRX
csma · Pr( active |x, y).

As in Subsection 2.5.1, we use the approximation that all interferers,
TXi, base their backoff decision only on the interference from TX0. Hence,
in order for TXi to be activated, its receiver, RXi, must be placed a distance
s away from TX0. Hence, outage occurs if TXi falls inside B3 = B(RX0, s) ∩
B(TX0, s− R), as shown in Figure 2.6. Integrating μ(x, y) over B2 with polar
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Figure 2.6: The setup used to analyze the outage probability of CSMARX.

coordinates, yields:

E [# of interferers in B3 during (0, T)] =
∫∫

B2

μ(x, y) dx dy (2.34)

=
∫ s

s−R

∫ 2π−ν(r)

ν(r)
λRX

csma P(active|r, φ) r dr dφ.

ν(r) is found by using the cosine rule as described in Subsection 2.5.1.
P(active|r, φ) is the probability that TXi initiates its transmission, and is
in effect a thinning process of the rate of packet arrivals. Consider Fig-
ure 2.7, and the triangle TX1-RX0-TX0. Using the cosine rule, we have:
d =

√
r2 + R2 − 2Rr cos φ. Next, consider the triangle P-TX1-TX0. Again

by applying the cosine rule, we derive θ to be: θ = cos−1
( d2+R2−s2

2Rd

)
. Fur-

thermore, RXi must be placed outside of B(TX0, s). Thus, the probability
that an interfering packet is activated is P(active|r, φ) = 2π−2θ

2π , as given in
Eq. (2.25).

Inserting these expressions back into Eq. (2.34), and using the proba-
bility expression Pduring = 1− e−E[# of interferers in B3], we arrive at Theorem
2.4.
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Figure 2.7: The setup used in the derivation of Pduring for CSMARX.

2.6 Numerical Results

For the simulations, we employ MATLAB to generate a total of 10000 pack-
ets, each of which are located at a random (x, y)-coordinate on 35 m × 35
m communication domain (which is, compared to the transmission range,
a good representation of an infinite network). Transmissions are initiated
according to the applied MAC protocol, and depending on other simul-
taneous transmissions and interferer locations. The outage probability is
calculated by dividing the number of packets that are received erroneously
after M backoffs and N retransmissions by the total number of transmitted
packets. Unless stated otherwise, we set the transmitter-receiver distance
R = 1 m, the transmission power ρ = 1 mW, the path loss exponent α = 4,
and the SINR threshold βb = β = 0 dB (which corresponds to sb = s ≈ R).
The value 0 dB is chosen in order for the analytical outage probability to
have little dependence on the path loss exponent α.

The derived formulas for slotted and unslotted ALOHA are plotted in
Figure 2.8 for (M, N) = (1, 0). The curves confirm Theorems 2.1 and 2.2, as
the analytical results follow the simulations tightly. Moreover, we observe
that the slotted system outperforms the unslotted one by approximately a
factor of 2. This is consistent with the result obtained in Subsection 2.3.2,
as well as from the conventional ALOHA model [10]. The exact outage
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Figure 2.8: Outage probability of ALOHA along with the backoff probabil-
ity of CSMA, as a function of λ for (M, N) = (1, 0).

probability expressions as given in Eqs. (2.10) and (2.12) are also plotted in
Figure 2.8.

Moreover, we observe that the outage probability of ALOHA increases
linearly with the number of interferers on the plane (which is equal to the
number of packet arrivals), until it reaches a saturation point where Pout ≈
1. For the sake of the discussions in Section 2.4.1, the backoff probability
of CSMA, Pb, is also plotted in Figure 2.8. For low densities, Pb is approxi-
mately equal to the outage probability of slotted ALOHA. For higher densi-
ties, due to fewer active interferers in CSMA, Pb < Pout(Slotted ALOHA).

Figure 2.9 shows the outage probability performance of CSMATX and
CSMARX for (M, N) = (1, 0) and (M, N) = (2, 1). While the analytical
expressions are seen to follow the simulations tightly for (M, N) = (1, 0),
some discrepancies are observed for (M, N) = (2, 1). This is due to the
fact that the guard zone approximation is used multiple times when M > 1
and N > 0. For (M, N) = (1, 0), approximately 60% of the outage proba-
bility is due to backoffs and 40% is due to errors occurring during an active
transmission. Clearly, the addition of several backoffs and retransmissions
improves the outage probability performance of CSMA considerably, and
this difference increases for lower densities.
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Figure 2.9: Outage probability of ALOHA and CSMA as a function of λ.
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Figure 2.10: Ratio of the outage probability of CSMA over that of unslotted
ALOHA as a function of λ.
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Figure 2.11: Average transmission delay as a function of the number of
retransmissions, N for λ = 0.05, and in CSMA, M = 3.

In order to compare the different protocols, in Figure 2.10, the ratio
of the outage probability of CSMATX and CSMARX over that of slotted
ALOHA is plotted for both (M, N) = (1, 0) and (M, N) = (2, 1). Interest-
ingly, we see that for lower densities and (M, N) = (1, 0), CSMATX actually
performs worse than unslotted ALOHA, having about 10% more outage
probability. This is due to the exposed node problem, as discussed in Sec-
tion 2.4.1. The outage probability of slotted ALOHA is almost two orders
of magnitude lower than that of CSMATX, as was also concluded in [38].
However, for higher values of M and N, CSMATX becomes more efficient
than unslotted ALOHA, outperforming it by approximately 25% in terms
of outage probability. As the density increases, so does Pb, thus decreasing
the level of interference in the channel and making CSMA more advanta-
geous. The introduction of the simple feedback channel in CSMARX em-
phasizes the advantage of the backoff property, providing a performance
gain of up to 25% compared to CSMATX when (M, N) = (1, 0) and 20%
when (M, N) = (2, 1).

Figure 2.11 shows the performance of the MAC protocols in terms of the
average transmission delay per transmitted packet as a function of N, for a
fixed density of λ = 0.05 and M = 3. This delay is the average time from
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Figure 2.12: Dependence of the outage probability on the transmitter-
receiver distance R for λ = 0.01.

the instant of the packet arrival at the transmitter till the entire packet is re-
ceived correctly at the receiver, and is solely based on simulations. As seen
from the figure, the average delay increases with N, and this rate of increase
is highest for ALOHA. E.g., for N = 1, the average delay of CSMARX is ap-
proximately 16% more than that of unslotted ALOHA, whereas for N = 4,
CSMARX yields 32% lower delay than ALOHA. This result emphasizes the
benefit of using CSMA (in particular CSMARX) over unslotted ALOHA.

In Figure 2.12, we investigate the behavior of the outage probability as
the transmitter-receiver distance, R, varies. For higher values of R, the out-
age probability increases approximately linearly. Moreover, we note that a
change in R has a greater impact on the outage probablity for lower values
of M and N. For (M, N) = (1, 0), the rate of increase is approximately 50%,
while for (M, N) = (2, 1), it is 22%.

Finally, we evaluate the dependence of the outage probability on the
path loss exponent α, as shown in Figure 2.13 for a moderate packet density
of λ = 0.05. When α is very low, the interfering signals are not affected too
much from the path loss, and thus, the aggregation of the interference pow-
ers becomes too destructive, resulting in a high outage probability. As α

increases, the destruction from the aggregate interference powers reduces,
and the interference detected becomes closer to that of only one closest in-
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Figure 2.13: Dependence of the outage probability on the path loss expo-
nent α for λ = 0.05 and (M, N) = (2, 1).

terferer. Consequently, the outage probability converges towards a con-
stant value. Note that this effect is only observed in the simulation, because
the analytical results do not consider the aggregate interference.

2.7 Summary

In this chapter, we have considered the performance of the ALOHA and
CSMA MAC protocols in terms of outage probability. The ad hoc network
model applied for this work represents a communication system in which
transmitter-receiver pairs are randomly placed on a 2-D plane, and packets
arrive continuously in time based on a 1-D PPP. Having established a new
analytical framework for analyzing this network, we derive expressions for
the outage probability of slotted and unslotted ALOHA, CSMA with trans-
mitter sensing (CSMATX) and CSMA with receiver sensing (CSMARX). Our
derived analytical expressions are consistent with the simulations, and an
intuitive understanding is established on the benefits that CSMA provides
over ALOHA. It is confirmed that CSMA is more effective than ALOHA
for higher densities, as there is a greater probability of backoff, and thus
less interference in the network.
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An interesting result is that when no backoffs or retransmissions are al-
lowed, CSMATX actually performs worse than unslotted ALOHA for low
densities due to the exposed node problem, i.e., transmitters back off in sit-
uations where their transmissions would not have caused outage for other
packets. By allowing the receiver to sense the channel in CSMARX and in-
form its transmitter over a control channel whether or not to initiate its
transmission, the performance of the conventional CSMA protocol is signif-
icantly improved. However, note that this improvement is achieved at the
expense of additional feedback (1 bit per packet). Some challenges related
to this, which are not considered in our analysis, are collisions between
control signals and the usage of extra bandwidth (although this additional
bandwidth is significantly small compared to the system bandwidth).
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Chapter 3

Impact of Network
Characteristics

In this chapter, we evaluate the impact of various channel characteristics on
the outage probability performance of the ALOHA and CSMA MAC proto-
cols. In particular, we consider the addition of fading attenuation in infinite
ad hoc networks, edge effects in bounded networks (without fading), and
finally the influence of fading in bounded networks. Each of these network
characteristics has devoted to it a separate section, in the same order as
listed above.

The work of this chapter is partly published in [55–57], and partly sub-
mitted to IEEE Trans. on Vehicular Communications [58].

3.1 Impact of Fading

The issue of interference is more involved than simply estimating the lo-
cation of interferers. In most networks, there is also the phenomenon of
fading, which denotes rapid variations of received signal power due to con-
structive and destructive addition of the signal’s multipath components.
This is an additional factor to the path loss, and usually results in signif-
icant instantaneous deviation from the expected value of interference ob-
tained from a large-scale path loss model. The introduction of fading often
results in degradation of the network performance, and complicates the
estimation of the interference powers.

Much work has been done on fading and its effects in communication
networks. In [59], Baccelli et. al. evaluate the outage capacity of ALOHA
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in a Rayleigh-fading environment. The aggregate co-channel interference
is characterized under distance attenuation with random fading as a sta-
ble random process. The focus of their work is on optimizing the transmit
power and the access probability (which is the product of the number of si-
multaneously successful transmissions per unit space by the average range
of each transmission). In [35], the success probability (Ps = 1 − Pout) of
slotted ALOHA is derived in various fading scenarios, obtaining similar
results as the formulas we apply in our analysis of unslotted protocols. The
work of [35] is extended in [60] to evaluate the transmission capacity and
outage probability of a stationary and isotropic Poisson cluster process in
the presence of Rayleigh fading. The system evaluates the spread-spectrum
systems DS-CDMA and FH-CDMA, and complicated formulas are derived
for the performance of clustered networks.

In [61], a new fading model is proposed that combines uncertainties in
the transmission distance with small-scale fading. In this model, where
transmitters are Poisson distributed and fading is assumed to be Rayleigh,
it is established that the effect of fading is a thinning in the geographical
domain in the same manner as path loss effects. The role of fading on net-
works with regular topologies and deterministic node placements are con-
sidered in [62], specifically for square, triangular, and hexagon networks.
Ilow and Hatzinakos [63] consider the impact of random channel effects on
the aggregate co-channel interference in an ad hoc network where nodes
are distributed according to a PPP. Whereas their focus is on identifying
the impact of fading on the parameters of the characteristic function of the
interference, we concentrate on the MAC layer design and evaluate the out-
age probability of various MAC protocols in the presence of fading.

In the same manner as in [18], Weber et. al. evaluate in [64] the transmis-
sion capacity of slotted ALOHA in a fading ad hoc network with Poisson
distributed node locations. It is shown that in the absence of CSI, fading
can significantly reduce the transmission capacity. Rather than setting a
constraint on the outage probability, as is done in the transmission capac-
ity metric, we evaluate the performance of our ad hoc network in terms
of outage probability for given transmission densities. Furthermore, our
work extends the results of [35] and [64] to consider the unslotted ALOHA
and CSMA protocols.

3.1.1 System Model

The traffic model of this section is similar to the one explained in Section
2.1. That is, packets are generated according a 3-D PPP with a density of
new packet arrivals of λ = λsλtT [packets/m2], where λs [nodes/m2] is the
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density of nodes on the 2-D plane, λt [packets/sec/node] is the density of
packet arrivals in time, and T [sec] is the fixed packet length. Each packet
is transmitted with a constant power ρ to its destination, which is located a
fixed distance R away1. The ALOHA and CSMA protocols are applied in
a distributed manner to grant channel access to the packets. Each packet is
given M backoffs and N retransmissions before it is dropped and counted
to be in outage. Following the same setup as in Chapter 2, we set the sens-
ing threshold of CSMA, βb, equal to the communication threshold, β, which
is specified by the QoS requirement, i.e., βb = β.

The only difference between the model of this section and the one used
in Chapter 2 is the channel model, where we now add fading effects to the
path loss attenuation. Although our derivations apply to potentially any
fading distribution, we will assume the particular case of Rayleigh fad-
ing, as this is the only distribution that yields a closed form expression for
the error probability [65] (page 160). Each node i potentially sees interfer-
ence from all transmitters on the plane, and these independent interference
powers are added to the channel noise power, η, resulting in a signal to
interference plus noise ratio of

SINR f
i =

ρ h00 R−α

η + ∑i ρ h0i r−α
i

, (3.1)

where ri and h0i are, respectively, the distance and the fading coefficient be-
tween the node under observation (this could be either the transmitter or
receiver of the packet we are considering) and the i-th interfering transmit-
ter. h00 represents the fading effects between the receiver under observation
and its designated transmitter. The summation is over all active interfering
transmissions at a particular snapshot in time.

If the received SINR falls below the required SINR threshold β during
the packet transmission, the packet is received in error. This happens with
probability P f

error, given as

P f
error = Pr

(
ρR−αh00

η + ∑i ρ r−α
i h0i

< β

)
. (3.2)

In the following subsections, we derive the outage probability of ALOHA
and CSMA based on Eq. (3.2).

1For justification of the use of a fixed R, please refer to Subsection 2.1.1. Moreover, it
has been rigorously shown in [6] that variable transmit distances in the presence of fading
do not result in fundamentally different performances.
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3.1.2 The ALOHA Protocol

When introducing fading, we can no longer use the concept of guard zones
and distance to evaluate the outage probability. Instead, we consider the
probability of having a dominant interferer, i.e., one whose received inter-
ference power is strong enough to alone cause outage for the receiver under
observation, RX0. Considering a PPP of dominant interferers, and allowing
each packet to retransmit up to a maximum of N times, yields the following
theorem for slotted ALOHA.

Theorem 3.1

The outage probability of slotted ALOHA in the presence of Rayleigh fading may

be approximated by P̃out(Slotted ALOHA) = P
N+1
rt,s , where Prt,s is the solution to

Prt,s = 1− exp

{
−λ

1− P
N+1
rt,s

1− Prt,s
π R2 β2/α 2π/α

sin(2π/α)

}
. (3.3)

Proof: To derive the error probability in Eq. (3.3), define s f (h00, h0i) to be
the distance to the dominant interferer on the plane, given as

s f (h00, h0i) = h1/α
0i

(
h00R−α

β
− η

ρ

)−1/α

. (3.4)

Due to the presence of fading, this distance is clearly a function of the fad-
ing coefficients h00 and h0i. Since interferers are distributed uniformly in
space according to a PPP, we apply the error-probability expression

Prt,s(h00, h0i) = 1− e−E [# of interferers within a distance s f (h00,h0i) away ]. (3.5)

Now, following the same reasoning as for non-fading networks in Section
2.3, we replace s by s f (h00, h0i) in Eq. (2.7).

Taking the expectation with respect to h00 and h0i, yields [9]

Prt,s = 1−E

[
exp

{
−λslotted π h

2
α

0i

(
h00R−α

β
− η

ρ

)− 2
α

} ]

≈ 1− exp

{
−λslotted π E

[
h

2
α

0i

]
E

[(
h00R−α

β
− η

ρ

)− 2
α

]}
. (3.6)

where λslotted = λ
1−P

N+1
rt,s

1−Prt,s
. As path loss and fading are assumed to be the

main sources of signal degradation, for the sake of simplifying the analysis,
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we set the noise power η to 0. This results in

Prt,s ≈ 1− e
−λ

1−PN+1
rt,u

1−Prt,u
π R2 β2/α E[h2/α

0i ]E[h−2/α
00 ]

. (3.7)

For Rayleigh fading channels, E

[
h−2/α

00

]
and E

[
h2/α

0i

]
are Gamma func-

tions [64], and thus we have that

E

[
h−2/α

00

]
E

[
h2/α

0i

]
=

2π/α

sin(2π/α)
. (3.8)

Note that other fading distributions may be assumed, such as Rician or
Nakagami-m. However, if the received signal strength from the desired
transmitter is not Rayleigh fading, there are no known closed-form expres-
sions for the outage [65]. Log-normal shadowing was considered in [64],
and an integral form expression was derived for the outage probability of
slotted ALOHA.

Inserting Eq. (3.8) back into Eq. (3.7), we arrive at Eq. (3.3). With a
maximum of N retransmissions for each packet, the outage probability is
equal to P

N+1
rt,s .

In the same manner as in Subsection 2.3.2, we also evaluate the perfor-
mance of unslotted ALOHA. Accounting for the partial overlap of a packet
with its dominant interfering packets, we obtain the following theorem.

Theorem 3.2

The outage probability of unslotted ALOHA in the presence of Rayleigh fading

may be approximated by P̃out(Unslotted ALOHA) = P
N+1
rt,u , where Prt,u is the

solution to

Prt,u = 1− exp

{
−2 λ

1− P
N+1
rt,u

1− Prt,u
π R2 β2/α 2π/α

sin(2π/α)

}
. (3.9)

Proof: In the same manner as in the case of non-fading, as explained in the
proof of Theorem 2.2, in unslotted ALOHA, outage occurs if the received
SINR falls below β either at the start of the packet or at any time during
its transmission. This means that rather than considering packet arrivals
only in [−T, 0) (as is the case for slotted ALOHA, given in Theorem 3.1),
we now consider the period [−T, T). Due to independence between packet
arrivals in each slot (of length T), we arrive at Prt,u in Eq. (3.9). Given N

retransmissions for each packet, the outage probability becomes P
N+1
rt,u .
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For lower densities and when 1−P
N+1
rt,s

1−Prt,s
≈ 1−P

N+1
rt,u

1−Prt,u
≈ 1, we may apply the

Taylor expansion formula on Eqs. (3.3) and (3.9), obtaining

Prt,s ≈ λ π R2β2/α 2π/α

sin(2π/α)
∧ Prt,u ≈ 2 λ π R2β2/α 2π/α

sin(2π/α)

This shows that for lower densities, unslotted ALOHA is outperformed in
terms of outage probability by its slotted version, by a factor of 2N+1.

3.1.3 The CSMA Protocol

In this subsection, we derive the outage probability in the presence of fad-
ing for both versions of the CSMA protocol discussed in Chapter 2, namely
CSMATX, where the transmitter performs the channel sensing and makes
the backoff decision, and CSMARX, where the receiver is the decision-
maker.

3.1.3.1 Outage Probability of CSMATX

With M backoffs and N retransmission attempts per packet, the outage
probability of CSMATX is given by the following theorem.

Theorem 3.3

The outage probability of CSMATX in the presence of Rayleigh fading is given by

Pout(CSMATX) = P
M
b +

(
1− P

M
b

)
Prt1 P

N
rt , (3.10)

where:

• Pb is the average backoff probability, approximated by the solution to

Pb = 1− e
−λ

(
1−P

M
b +

(
1−P

M
b

)
Prt1

1−PN
rt

1−Prt

)
πR2β2/α 2π/α

sin(2π/α) . (3.11)

• Prt = Eh00

[
Pb +

(
1− Pb

)
Pduring(h00)

]
is the average probability that a

packet is received in error during a retransmission attempt. Pduring(h00) is

the probability that the error has occurred at some t ∈ (0, T), approximated
by

P̃during(h00) = 1−e
− ∫ ∞

0 2πλTX
csma

(
1−exp

{
− E[hii]R

−αrα

β

})
exp

{
− h00R−αrα

β

}
rdr

.(3.12)
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• Prt1 = Eh00

[
Prx|transmit(h00) +

(
1− Prx|transmit(h00)

)
Pduring(h00)

]
is the

probability that the packet is received in error at its first transmission at-

tempt. Prx|transmit(h00) is the probability that the received packet is in outage
upon arrival, approximated by

P̃rx|transmit(h00)= Pb

[
1− 1

πs f 2

(
2s f 2

cos−1
(

R
2s f

)
−Rs f

√
1− R2

4s f 2

)]
.

(3.13)
where s f = s f (h00, E[h0i]) is given by Eq. (3.4).

• The density of packets attempting to access the channel is given by

λTX
csma ≈ λ

[
1− P

M
b

1− Pb
+ (1− P

M
b ) Prt1

1− P
N
rt

1− Prt

]
. (3.14)

Proof: The expression for the total outage probability of CSMATX is as
explained in Subsection 2.5.1, with Pb, Prt1, and Prt being replaced by their
average values with respect to h00 and h0i, denoted by Pb, Prt1, and Prt,
respectively. To derive the average backoff probability of CSMATX, Pb, we
note that the sensing at the start of the packet is dependent on the number
of packet arrivals during the last T seconds. Thus, we apply Eq. (3.3), with
the density of active transmissions as derived in Eq. (2.20). Assuming that
the active interferers are still Poisson distributed (an approximation that is
proven to be reasonable by our Monte Carlo simulations), we have that

P
f
b = 1− exp

{
−λactive π R2 β2/α 2π/α

sin(2π/α)

}
, (3.15)

where we have applied the result E

[
h−2/α

00

]
E

[
h2/α

0i

]
= 2π/α

sin(2π/α)
, as ex-

plained in the proof of Theorem 3.1.
Next, we derive an expression for the probability that a packet goes

into outage at some time during its transmission, denoted by Pduring(h00).
This is found by considering all the active dominant interferers, TXi, on the
plane (i.e., all transmitters that started their transmissions during the last
T seconds, and that each can alone cause outage for the ongoing packet
transmission of TX0-RX0):

μ f = Intensity of active dominant interferers for RX0 (3.16)

= Pr (TXi placed at (x, y) during (0, T]) Pr (TXi activated | (x, y))

× Pr (TXi causes outage for RX0 | TXi active at (x, y)).

55



3. IMPACT OF NETWORK CHARACTERISTICS

The first term in (3.16) is equal to λTX
csma. To derive the second term, we

assume that the interferer TXi makes its backoff decision based on the in-
terference from TX0 only. This approximation is reasonable, because once
TXi is a dominant interferer for RX0, it is likely that TX0 is a dominant in-
terferer for RXi (due to the distance-dependence of the outage probability).
Moreover, we assume that the distance TXi-RX0 is approximately equal to
the distance TX0-RXi, denoted by r. This yields:

Pr(TXi activated | (x, y), hii) = Pr(SINRi ≥ β | (x, y), hii)

≥ Pr(SINRi ≥ β based on TX0 only |(x, y), hii)

= Pr(hi0 ≤ hiiR−α rα

β
| (r, φ), hii)

= FHi

(
hiiR−α rα

β

)
, (3.17)

where FHi(hi0) is the cdf of hi0. Finally, we derive an expression for the last
term of Eq. (3.16):

Pr (TXi causes outage for RX0 | TXi active at (x, y), h00)

= Pr (SINR0 < β | TXi active at (x, y))

= Pr (h0i >
h00R−αrα

β
| TXi active at (r, φ), h00)

= 1− FHi

(
h00R−αrα

β

)
. (3.18)

Inserting Eqs. (3.17) and (3.18) back into Eq. (3.16) yields:

μ f ≈
∫ ∞

0

∫ 2π

0
λTX

csmaFHi

(
hiiR−αrα

β

)[
1− FHi

(
h00R−αrα

β

)]
r dφ dr

=
∫ hiiR−αrα

β

0
fHi(h0i) dh0i

∫ ∞

h00R−αrα

β

fHi(hi0) dHi. (3.19)

Assuming we have a Rayleigh fading channel, hi0 and h0i are exponentially
distributed, with pdf: fHi(h) = ζe−ζh, where 1

ζ is the mean value of Hi.
The expected total number of interferers that can alone cause outage for
the packet of RX0 is then

E [ # dominant interferers for RX0 | h00, hii] =
∫∫

A
μ f r dr dφ

=
∫ ∞

0

∫ 2π

0
λTX

csma

(
1− e−

E[hii]R
−α rα

β

)
e−

h00R−α rα

β r dφ dr.
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Based on the Poisson distribution of packets, we derive the probability that
a packet is received in error at some time during its transmission to be

Pduring = 1−Eh00,hii

⎡
⎣e
−
∫∫

A
μ f r dr dφ

⎤
⎦ . (3.20)

This is given by Eq. (3.12).
To find Prx|transmit(h00), we approximate this by considering a portion of

the probability that the packet is in error at the start of its transmission, Pb.
To derive this portion, we treat the area within which there is a probability
of having a dominant interferer at the start of the packet, given h00 and h0i,
as a circle with radius s f = s f (h00, [h0i]). This probability is then equal to
area of B(RX0,s f )∩ B(TX0,s f )

πs f 2 , which yields Eq. (3.13).

Due to the interdependence of the different probability expressions in
Theorem 3.3, their values are found through numerical iterations, in the
same manner as was described in Chapter 2. This procedure was illustrated
in Figure 2.3.

3.1.3.2 Outage Probability of CSMARX

Allowing the receiver to sense the channel and make the backoff decision,
as in CSMARX, improves the performance over that of CSMATX, as it en-
sures that the packet is not in error at the start of its first transmission at-
tempt. In the same manner as for CSMATX, we derive the outage probabil-
ity of CSMARX as expressed by the following theorem.

Theorem 3.4

The outage probability of CSMARX in the presence of Rayleigh fading is given by

Pout(CSMARX) = P
M
b +

(
1− P

M
b

)
Pduring P

N
rt , (3.21)

where:

• Pb is the average backoff probability, approximated by

Pb = 1− e
−λ

(
1−P

M
b +

(
1−P

M
b

)
Pduring

1−PN
rt

1−Prt

)
π R2 β2/α 2π/α

sin(2π/α) . (3.22)

• Prt = Eh00

[
Pb +

(
1− Pb

)
Pduring(h00)

]
is the average probability that

a packet is received in error after a retransmission attempt. Pduring =
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Eh00

[
Pduring(h00)

]
is the average probability that the error has occurred at

some t ∈ (0, T), where Pduring(h00) is approximated by

P̃during(h00) = 1−e
− ∫ ∞

0 2πλRX
csma

(
1−exp

{
− E[hii]R

−αrα

β

})
exp

{
− h00R−αrα

β

}
rdr

.(3.23)

• The density of packets attempting to access the channel is given by

λRX
csma ≈ λ

[
1− P

M
b

1− Pb
+ (1− P

M
b ) Pduring

1− P
N
rt

1− Prt

]
. (3.24)

Proof: The proof of Theorem 3.4 is similar to that of Theorem 3.3. The
only difference is that Prx|transmit(h00) = 0, resulting in Prt1 = Pduring. This
is because once the receiver decides to transmit, it is sure to not to be in
outage at the start of its first transmission attempt.

3.1.4 Numerical Results

Monte Carlo simulations are generated using MATLAB, to confirm the de-
rived expressions of this section. The averaging is performed over 4000
channel instances2. Unless stated otherwise, we use the following parame-
ter values: fixed transmitter-receiver distance R = 1 m, transmission power
ρ = 1 mW, path-loss exponent α = 4, SINR threshold βb = β = 0 dB, fad-
ing with parameter ζ = 1, number of backoffs M = 2, and number of
retransmissions N = 1.

Figure 3.1 shows the outage probability of all the MAC protocols in the
presence of fading. As expected, CSMARX yields the lowest outage prob-
ability of all the continuous-time protocols. For (M, N) = (1, 0) and low
transmission densities (i.e., when λ  1), approximately 60% of the total
outage probability of CSMARX is due to backoff, and 40% is due to outage
occurring during transmission. The effect of fading on the backoff prob-
ability can be observed by the effect that fading has on ALOHA for low
densities. Fading also has an impact on the hidden and exposed node prob-
lems, which are intensified by the fact that new packet arrivals base their
decisions on their own channel conditions, and are not concerned with the
destruction they cause for other active packet transmissions on the plane.

As was also the case in non-fading networks, when (M, N) = (1, 0),
the outage probability of CSMATX is 10% higher than that of unslotted

2This number is lower than for non-fading networks due to memory limitations of
MATLAB.
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Figure 3.1: Outage probability of ALOHA and CSMA as a function of the
packet arrival density λ.
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Figure 3.3: Outage probability with fading over outage probability without
fading, as a function of λ.

ALOHA. This is due to the exposed node problem. As the density of nodes
increases, however, the benefit of channel sensing becomes more evident,
and CSMATX can then provide up to 18% less outage probability. The sim-
ple feedback channel introduced in CSMARX results in significant improve-
ment in the performance of CSMATX, by approximately 30% for low den-
sities. Note that the outage probability of CSMARX is primarily due to the
hidden node problem, while the outage probability of CSMATX is due to
both the hidden and exposed node problems. As λ increases, the exposed
node problem of CSMATX is reduced, while the hidden node problem in-
creases. Similarly, for higher values of M and N, the hidden and exposed
node problems become less destructive.

As M and N increase, so does the difference between the various pro-
tocols. This difference is emphasized in Figure 3.2 for (M, N) = (2, 1).
Compared to unslotted ALOHA, CSMATX provides up to 35% lower out-
age probability as opposed to 28% in non-fading networks. CSMARX per-
forms even better, providing up to 65% improvement (compared to 50% in
the absence of fading).

Figure 3.3 illustrates the impact of fading on the outage probability of
ALOHA and CSMA. Compared to a non-faded network, the average out-
age probability in the presence of fading increases by up to 58% for ALOHA
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Figure 3.4: Behavior of the outage probability in the presence of fading as
a function of R, with λ = 0.01 and (M, N) = (2, 1).

and up to 47% for CSMA. When (M, N) = (2, 1), the impact of fading in-
creases, yielding up to 160% higher outage probability for ALOHA and ap-
proximately 120% for CSMA. This is to be expected, as independent chan-
nel fading is known to degrade communication links, at least as long as we
cannot apply techniques such as opportunistic scheduling. As the trans-
mission density increases, the difference between the outage probability of
a fading network and a non-fading network decreases. This is because for
higher densities, the outage probability approaches 1 in both cases, mean-
ing that both networks have saturated.

Finally, in Figure 3.4, we investigate the dependence of a fading net-
work on the transmitter-receiver distance. Although at a higher outage
probability, the rate of increase with R is approximately the same as that in
non-fading networks, observed in Section 2.6. On a logarithmic scale, this
increase is linear.
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3.2 Bounded Networks

Assuming an infinite network, as has been done thus far in this thesis, is not
always an appropriate model. In many ad hoc networks, such as military
battlefields or sensor networks, the communication domain is bounded.
Interference, being one of the most challenging issues in the design of ad
hoc networks, is closely related to the network topology, such as the phys-
ical size and shape of the communication domain. These factors, as well
as the location of the node of interest, play a great role in the amount of
interference that this node detects.

Only a few works have evaluated the significance of the boundedness of
regions and the impact of the node position. In [66], distance distributions
of uniformly and Gaussian distributed nodes in a rectangular area are con-
sidered. Other network types and shapes, such as Manhattan networks,
hypercubes, and shufflenets are investigated in [67]. In [68], the capacity
of networks with a regular structure, using slotted ALOHA, is evaluated.
For linear networks, it is shown that the capacity is almost constant with
respect to the network size. In two-dimensional networks, on the other
hand, the capacity grows in proportion to the square root of the area of the
deployment region. Moreover, the mean transmission distance between
two randomly selected points in a square Manhattan network of unit size
is determined to be 2/3.

The edge effects due to the finiteness of deployment region have been
initially considered in [69]. Extensions of this work can be seen in [70],
where the specific case of a square domain is analyzed in detail. With geo-
metrical considerations, the probability that a randomly chosen node is not
isolated, is derived. However, the two latter works only focus on connectiv-
ity, while no indication is given about its implications on the performance
at MAC layer. The MAC layer perspective is added in [56], where we eval-
uate the impact of edge effects in a bounded square network. The MAC
protocols considered in [56] are simplified in that no backoffs or retrans-
missions are allowed. This restriction is removed in this section.

3.2.1 System Model

Our model resembles that of Chapter 2, with the difference of having a
bounded region. Consider a finite 2-D region R, where transmitter nodes
are deployed according to a homogeneous PPP with spatial node density
λs [nodes/m2]. At each transmitter, data packets of a fixed duration T ar-
rive in time according to an independent 1-D PPP with temporal density
λt [packets/sec/node]. As before, the spatial density of new packets ar-
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rivals at each time instant is λ = λsλtT [packets/m2]. Upon the formation
of each packet, it is transmitted with constant power ρ to its intended re-
ceiver, which is located a fixed distance R away. The packet transmissions
are initiated according to either the ALOHA or CSMA MAC protocol. The
SINR threshold determining an erroneous packet reception is β, and the
threshold based on which the backoff decision in CSMA is made is βb = β.
Each packet is given N retransmissions, and in the case of CSMA M back-
offs, before it is dropped and counted to be in outage.

For the channel model, we again consider only deterministic path loss
attenuation effects (with exponent α > 2). That is, additional fading and
shadowing effects are ignored. Each receiver potentially sees interference
from all transmitters, and these independent interference powers are added
to the channel noise η, resulting in

SINRi =
ρR−α

η + ∑i ρ r−α
i

, (3.25)

where ri is the distance between the node under observation and the i-
th interfering transmitter, and the sum is over all active interferers on the
bounded plane, R. If the received SINR falls below β at any time during
a packet transmission, that transmission is said to be received erroneously
with probability Perror;

Perror = Pr

(
ρ R−α

η + ∑i ρ r−α
i

< β

)
. (3.26)

The outage probability of the various MAC protocols is derived as different
combinations of error events.

In order to address the problem of edge effects in space, we devote our
attention to a square domain of size L× L, denoted as D, and we only con-
sider those nodes that fall inside this region. The origin of our coordinates
system is placed in the center of the square. For the sake of the analysis car-
ried out in the following subsections, we consider the tessellation proposed
in [70], i.e., we divide our network domain into eight circular subregions, as
shown in Figure 3.5. The advantage of this tessellation is that we can switch
to polar coordinates very easily, owing to the decomposition of the surface
into sectors of annuli. Specifically, given whatever node position (x, y) in-
side the square, we may obtain the number of interferers inside a circle of
radius r centered at (x, y), by considering the area of overlap between this
circle and the domain D. Denoting the fraction of the circle overlapping D
by ΔD, we have that

ΔD =
θi(r, x, y)

π
, (3.27)
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Figure 3.5: Partitioning of the finite area into 8 circular subregions.

where θi(r, x, y) is given in Table 3.2. θi(r, x, y) is dependent on the size
of r, which ranges from r1,i(x, y) to r2,i(x, y) for each subregion i of the 8
sectors ofD. These are defined in Table 3.1. The entries of these tables were
derived in [70].

3.2.2 The ALOHA Protocol

The evaluation of outage probability consists of solving Eq. (3.26) in the
specific case of the square domain D. However, the consideration of all
interfering contributions in the denominator of Eq. (3.26) turns out to be
unpractical. For this reason we focus on the probability of having a single
closest interferer, whose received interference power alone is strong enough
to result in outage for the packet of RX0. This technique was described in
details in Chapter 2. Hence, our problem is now reduced to finding the
areas of intersection between the circles B(RX0, s), B(TX0, s), and the square
domain D for every (x, y)-coordinate of the network.

Following the concept of guard zones, as was explained in Section 2.2,
we incorporate the boundedness of the network into the geometrical anal-
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Table 3.1: Boundary values for r in the eight regions.

Region Range: r1,i(x, y) ≤ r ≤ r2,i(x, y)

1 0≤r≤ L
2−x

2 L
2−x≤r≤ L

2−y

3 L
2−y≤r≤

√
( L

2−x)
2
+( L

2−y)
2

4
√

( L
2−x)

2
+( L

2−y)
2≤r≤ L

2 +y

5 L
2 +y≤r≤

√
( L

2−x)
2
+( L

2 +y)
2

6
√

( L
2−x)

2
+( L

2 +y)
2≤r≤ L

2 +x

7 L
2 +x≤r≤

√
( L

2 +x)
2
+( L

2−y)
2

8
√

( L
2 +x)

2
+( L

2−y)
2≤r≤

√
( L

2 +x)
2
+( L

2 +y)
2

Table 3.2: Boundary values for the angle θ in the eight subregions.

Region θi(r, x, y)

1 π

2 π
2 +arcsin

L
2 −x

r

3 π
2 +arcsin

L
2 −x

r −arccos
L
2 −y

r

4 π
2 + 1

2 (arcsin
L
2 −x

r −arccos
L
2 −y

r )

5 π
2−arccos

L
2 +y

r + 1
2 (arcsin

L
2 −x

r −arccos
L
2 −y

r )

6 π
2− 1

2 (arccos
L
2 +y

r +arccos
L
2 −y

r )

7 1
2 (arcsin

L
2 −y

r +arcsin
L
2 +y

r )−arccos
L
2 +x

r

8 1
2 (arcsin

L
2 +y

r −arccos
L
2 +x

r )

ysis by considering the area of the intersection between D and B(RX0, s).
This yields the following theorem for slotted ALOHA.

Theorem 3.5 (Slotted ALOHA)
The outage probability of slotted ALOHA in a bounded region (without fading) can
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be lower bounded by Plb
out(Slotted ALOHA) = P

N+1
rt,s , where Prt,s is the solution to

Prt,s = Ex,y

[
1− e

−λ
1− P

N+1
rt,s

1− Prt,s

8

∑
i=1

∫ r2,i(x,y)

r1,i(x,y)
2 θi(r, x, y) r u(s− r) dr]

,(3.28)

where u(·) is the step function, and r1,i(x, y), r2,i(x, y), and θi(r, x, y) are given
in Tables 3.1 and 3.2, respectively.

Proof: Observing the packet transmission of a randomly chosen
transmitter-receiver pair TX0-RX0, starting at time 0, we know that with
slotted ALOHA, all packet arrivals during the time period [−T, 0) are po-
tential interferers for RX0. Moreover, with the concept of guard zones to
derive a lower bound to the outage probability, all packet arrivals during
[−T, 0) inside RX0’s guard zone B(RX0, s), can cause outage for the packet
reception at RX0. Hence, we evaluate the number of packet arrivals inside
D ∩ B(RX0, s), which is the intersection between a circle of radius s around
the receiver under observation, RX0, and the square domain D where the
nodes are deployed. We denote the area of this region by AD, and derive it
by integrating θi(r, x, y) with respect to r, and using Table 3.1 for the inte-
gration limits.

The interferers of RX0 (located at (x, y)) are Poisson distributed with
density λslotted. This density is given by Eq. (2.9), where Prt,s is replaced by
Prt,s = E[Prt,s(x, y)]. Based on this, we have that the lower bound to the
probability of erroneous packet reception is:

Pr (≥ 1 transmitter inside D ∩ B(RX0, s) during [0, T)) = 1− e−λslottedAD(x,y),

A packet is then in outage if it is received erroneously during all its N + 1
transmission attempts, resulting in Theorem 2.1.

Note that since nodes are uniformly distributed in space, and because of
symmetry, the average of Eq. (2.7) with respect to x and y may be obtained
by only considering the lower half of the first quadrant of Figure 3.5 and
then multiplying the result by 8.

For unslotted ALOHA, we must consider two time slots, as this protocol
allows for partial overlap of packets. Compared to slotted ALOHA, the
unslotted nature of the system increases the outage probability, which is
given by the following theorem.
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Theorem 3.6 (Unslotted ALOHA)
The average outage probability of unslotted ALOHA in a bounded region (without

fading) can be lower bounded by Plb
out(Unslotted ALOHA) = P

N+1
rt,u , where Prt,u

is the solution to

Prt,u = Ex,y

⎡
⎢⎢⎢⎣1− e

−2λ
1− P

N+1
rt,u

1− Prt,u

8

∑
i=1

∫ r2,i(x,y)

r1,i(x,y)
2 θi(r, x, y) r u(s− r) dr

⎤
⎥⎥⎥⎦,(3.29)

where u(·) is the step function, and r1,i(x, y), r2,i(x, y), and θi(r, x, y) are given

in Tables 3.1 and 3.2, respectively.

Proof: This proof for unslotted ALOHA is similar to that for slotted
ALOHA, with the only difference that in the unslotted case, we have to
consider all packet arrivals during [−T, T). Note that the number of packet
arrivals (and hence, the amount of interference) in [−T, 0) is independent
from that in [0, T). Thus, the only difference between Eqs. (2.7) and (2.11)
is the factor 2 in the exponent of the exp(·)-expression.

3.2.3 The CSMA Protocol

The derivation of the outage probability of CSMA in a bounded region fol-
lows the same concept as for ALOHA, with the difference that if a packet
is expected to be received in error at the start of its transmission, it is
backed off and the transmission is reattempted after a random waiting
time. Hence, at every given (x, y)-point, we evaluate the existence of inter-
ferers in the vicinity of this point, accounting for the edge effects by using
Table 3.1 for the integration limits of the interferer distance r.

In CSMATX, it is the transmitter that makes the backoff decision. With
M backoffs and N retransmissions, we arrive at the following theorem.

Theorem 3.7 (CSMATX)
The outage probability of CSMATX in a bounded region (without fading) is given

by

Pout(CSMATX) = P
M
b + (1− P

M
b ) Prt1 P

N
rt , (3.30)

where:
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• Pb = Ex,y [Pb(x, y)] is the average backoff probability for a transmitter
TX0 with its receiver RX0 being located in (x, y). This probability is ap-

proximated by the solution to

Pb = Ex,y

[
1− e

−λ

(
1−P

M
b +(1−P

M
b )Prt1

1−PN
rt

1−Prt

)
∑

8
i=1

∫ r2,i(x,y)

r1,i(x,y)
2θi(r,x,y) r u(s−r) dr

]
,

(3.31)
with r1,i(x, y), r2,i(x, y), and θi(r, x, y) as given in Tables 3.1 and 3.2, re-
spectively.

• Prt = Ex,y
[
Pb(x, y) + (1− Pb(x, y)) Pduring(x, y)

]
is the approximate av-

erage probability that a packet located at (x, y) is received in error during a
retransmission attempt. Pduring(x, y) is approximated by

P̃during(x, y) =
8

∑
i=1

∫ r2,i(x,y)2

r1,i(x,y)2
λTX

csma θi(r, x, y) e−λTX
csma θi(r,x,y) r2

(3.32)

×
[
1− 1

π cos−1
(

r2+R2−s2

2Rr

)]
rect

(
r−s+R/2

R

)
d(r2),

where rect
(

t− a
b

)
= u

(
t− a + b

2

)
− u

(
t− a− b

2

)
.

• Prt1 = Ex,y
[
Prx|transmit(x, y) +

(
1− Prx|transmit(x, y)

)
Pduring(x, y)

]
is

the average probability that the packet is received in outage at its first trans-
mission attempt, with

Prx|transmit(x, y) ≈ Pb(x, y)

[
1− 1

πs2

(
2s2 cos−1

(
R
2s

)
−Rs

√
1− R2

4s2

)]
.

• The density of packets attempting to access the channel is given by

λTX
csma = λ

[
1− P

M
b

1− Pb
+ (1− P

M
b ) Prt1

1− P
N
rt

1− Prt

]
, (3.33)

Proof: The proof of the expressions in this theorem is similar to the proof
of Theorem 2.3, given in Subsection 2.5.1. The difference is that the expres-
sions derived above are for a given (x, y)-coordinate. The area of overlap
considered for the derivation of Pb is D ∩ B(TX0, s). This is considered in
the exponent of the exp(·)-expressions in Eq. (3.31), where the limits of r
are taken from r1,i(x, y) to r2,i(x, y), which are given in Table 3.1.

In order to derive Pduring, we apply a slightly different approach than in
Chapter 2. Due to the boundedness of the network, we need to account for
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both the angles specifying the region B(RX0, s)∩ B(TX0, s), at the same time
as accounting for the angle of the region D ∩ B(RX0, s). The most straight-
forward way to do this, is to consider the pdf of having an interferer a
distance r away within an angle of θi(r, x, y). This is then integrated over
the area of B(RX0, s) ∩ B(TX0, s), as is done as follows.

Consider the pdf, fr(r; ψ), of the distance r to the nearest neighbor
within the angle ψ. Assuming a PPP of interferers on an infinite plane,
this is given as [70]

fr(r; ψ) = λTX
csma r ψ e−

λTX
csma

2 ψ r2
. (3.34)

In a bounded square region, considering ψ = 2 θi(r, x, y) (owing to the
definition of θi(r, x, y) as a semi-angle defining the i-th subregion of the
square domain), the same distribution becomes

fr(r; x, y) =

{
2 λTX

csma r θi(r) e−λTX
csma θi(r,x,y) r2

; r1,i(x, y) ≤ r ≤ r2,i(x, y)

0 ; otherwise
(3.35)

with i = 1, . . . , 8. Furthermore, the distribution of r2 may be easily ob-
tained as f (i)

r2 (r2; x, y) = λTX
csma θi(r2, x, y) e−λTX

csma θi(r2,x,y) r2
for r1,i(x, y) ≤ r ≤

r2,i(x, y). Using that the distribution of φ is fφ(φ) = 1
2π , we derive Pduring to

be

Pduring(x, y) ≈
8

∑
i=1

r2,i(x,y)2∫
r1,i(x,y)2

2π−γ(r)∫
γ(r)

λTX
csma
2π f (i)

r2 (r2; x, y) rect
(

r−s+R/2
R

)
dφ d(r2).

Solving the first integral yields Eq. (3.32).
The probability expressions at a given (x, y)-coordinate must then be

averaged over the entire domain D. Due to symmetry, we may divide D
into 8 triangles, average the outage probability expressions with respect
to x and y within each of these triangles, and then multiply the result by
8. Inserting the derived expressions back into Eq. (3.30) yields the outage
probability of CSMATX.

With the addition of a simple 1-bit feedback channel between each re-
ceiver and its transmitter in CSMARX, as introduced in Section 2.4, the
performance of the CSMATX protocol is improved significantly. Within a
bounded network, the outage probability of CSMARX is given by the fol-
lowing theorem.
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Theorem 3.8 (CSMARX)
The outage probability of CSMARX in a bounded region (without fading) may be

approximated by

Pout(CSMARX) = P
M
b + (1− P

M
b ) Pduring P

N
rt , (3.36)

where

• Pb = Ex,y [Pb(x, y)] is the average backoff probability, approximated by the

solution to

Pb = Ex,y

[
1− e

−λ

(
1−P

M
b +(1−P

M
b ) Prt1

1−PN
rt

1−Prt

)
∑

8
i=1

∫ r2,i(x,y)

r1,i(x,y)
2 θi(r,x,y) r u(s−r)dr

]
,

(3.37)
with r1,i(x, y), r2,i(x, y), and θi(r, x, y) given in Tables 3.1 and 3.2, respec-
tively.

• Prt = Ex,y
[
Pb(x, y) + (1 − Pb(x, y)) Pduring(x, y)

]
is the average prob-

ability that a packet is received in error after a retransmission attempt.
Pduring(x, y) is approximated by

P̃during(x, y) =
8

∑
i=1

∫ r2,i(x,y)2

r1,i(x,y)2

∫ 2π−ν(r)

ν(r)

λRX
csma

2π
P(active|r, φ)θi(r, x, y)

× e−λRX
csma θi(r,x,y) r2

u(s− d) dφ d(r2), (3.38)

where P(active | r, φ) and ν(r) given by

P(active|r, φ) = 1− 1
π

cos−1
(

r2+2R2−s2−2Rr cos φ

2R
√

r2+R2−2Rr cos φ

)
, (3.39)

ν(r) = cos−1
(

r2 + 2Rs− s2

2Rr

)
. (3.40)

• The density of packets attempting to access the channel is given by

λRX
csma = λ

[
1− P

M
b

1− Pb
+ (1− P

M
b ) Pduring

1− P
N
rt

1− Prt

]
, (3.41)

Proof: The derivation of Eqs. (3.37)-(3.40) is similar to that explained in
Subsection 2.5.2, for a given (x, y)-coordinate. The limits introduced by
the sides of D are incorporated into the expressions in the same manner as
explained in the proof of Theorem 3.7.
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Figure 3.6: Outage probability of ALOHA and CSMA in a bounded non-
fading network with L = 3.3 m, as a function of λ.

3.2.4 Numerical Results

The simulation model is as described in Subsection 3.2.1, and unless stated
otherwise, we apply the following parameter values: a fixed transmitter-
receiver distance R = 1 m, transmission power ρ = 1 mW, path-loss expo-
nent α = 4, and SINR threshold β = 0 dB. The analytical expressions are
solved through numerical iterations, in the same manner as was described
in Chapter 2, and illustrated in Figure 2.3.

Figure 3.6 shows the outage probability of the various MAC protocols
as a function of the density for a 3.3× 3.3 m2 network. In both cases, the
simulations are seen to follow the analytical results tightly, thus validating
our derivations. As the density increases, so does the outage probability,
until it reaches a saturation density above which the outage probability is
approximately 1. Slotted ALOHA is seen to yield the lowest outage proba-
bility, due to the avoidance of partial overlap of packets. Among the unslot-
ted protocols, CSMARX performs the best, because by allowing the receiver
to make the backoff decision, the exposed node problem is omitted. In the
same manner as in infinite networks, for (M, N) = (1, 0) and low densi-
ties, CSMATX yields up to 10% higher outage probability than unslotted
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Figure 3.7: Outage probability of ALOHA and CSMA in a bounded non-
fading network, as a function of L.

ALOHA. However, the outage probability of CSMATX is significantly re-
duced by allowing for more backoff attempts. When (M, N) = (2, 1), the
difference between the protocols increases, and CSMATX outperforms un-
slotted ALOHA by 30%, while it is outperformed by CSMARX with 50%.
As the density increases, so does the backoff probability, and the amount of
interference in the channel is thus less in the case of CSMA than ALOHA.
Hence, for higher densities, the benefit of the carrier sensing capability in
CSMA becomes more evident.

Having validated our model, we now evaluate the system performance
as the size of the deployment region is changed. In Figure 3.7, the outage
probability is plotted as a function of the length of the side of our square
region, L, for fixed densities of λ = 0.01 and 0.1 [packets/m2]. We ob-
serve that up to 85% of the outage probability is reduced due to edge effects
when the side of the deployment region, L, is reduced to be of the same or-
der as the radius of the guard zone, s. Our simulations show that the the
outage probability of a node located in the corner is about 50% less than
one located at the center of the communication region. As L increases, the
outage probability converges towards that obtained in infinite networks.
L ≈ 30× s is a good approximation for an infinite network.
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Practical implications of these results include the possibility of deploy-
ing a greater density of nodes in indoor networks than predicted by previ-
ous models, due to the presence of walls and obstacles.
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3.3 Bounded Networks with Fading

Having considered the impact of fading on infinite ad hoc networks and
the edge effect in bounded non-fading networks, a natural question then
becomes: How does a bounded network behave in the presence of fading?
And moreover, knowing from Section 3.2 that interference is a greater prob-
lem in infinite networks than in bounded ones, we ask whether fading is
more destructive in either network? These questions are addressed in this
section.

The effect of fading on infinite wireless networks has been under exten-
sive investigation, as described in Section 3.1, while only a few results exist
in the literature on the the impact of fading in bounded networks. Related
works on edge effects are discussed in Section 3.2. In [57], the outage prob-
ability performance of a bounded network with fading was investigated
under simplified protocol assumptions (no backoffs and retransmissions
were allowed). Removing these restrictions, we evaluate in the following
the performance of MAC protocols in bounded fading ad hoc networks.

3.3.1 System Model

We employ the same traffic and network model as described in Section
3.2, but with the addition of fading, as explained in Subsection 3.1.1. In
summary, the model used in this section is as follows. Consider a bounded
network of size L× L, with packets distributed in space and time according
to a PPP with density λ = λsλtT(1 + Δ(M, N)), where λs [nodes/m2] is the
density of nodes on the 2-D plane, λt [packets/sec/node] is the density of
packet arrivals in time, T [sec] is the fixed packet length, and Δ(M, N) is
the amount of increase in the number of packets that attempt to access the
channel due to M backoffs and N retransmissions.

For the channel model, we consider fading effects in addition to the de-
terministic path loss attenuation effects explained in Subsection 3.2.1. The
SINR of a received packet in the presence of fading is given by Eq. (3.1),
and the probability that this SINR falls below the required SINR threshold
β is given by the error probability in Eq. (3.2). As in the previous sections,
we assume that βb = β in CSMA.

The evaluation of the outage probability consists of solving Eq. (3.2)
over the square domain D. In order to make the analysis tractable, we fol-
low the same concept of lower bounding the outage probability as in the
absence of fading. This is done by considering all dominant interferers, as
explained in Section 3.1. Hence, to find the probability of outage, we de-
rive the probability of having dominant interferers over the entire network
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domain, D. This yields

P f
error(x, y) ≥ Pr

(
ρ h00 R−α

η + ρ h0i r−α
< β

)
(3.42)

The outage probability is obtained as different combinations of error
events.

3.3.2 The ALOHA Protocol

Combining the techniques of Sections 3.1 and 3.2, we can analytically eval-
uate the existence of dominant interferers in the square domain, D, during
the time period [−T, 0). The outage probability is thus given by the follow-
ing theorem.

Theorem 3.9 (Slotted ALOHA)

The average outage probability of slotted ALOHA in a bounded network with

Rayleigh fading can be approximated by P̃out(Slotted ALOHA) = P
N+1
rt,s , where

Prt,s is the solution to

Prt,s = Ex,y

[
1− e

−λ
1−P

N+1
rt,s

1−Prt,s

8

∑
i=1

∫ r2,i(x,y)

r1,i(x,y)
2 θi(r, x, y) ζβ

ζβ+R−αrα r dr]
, (3.43)

with r1,i(x, y), r2,i(x, y), and θi(r, x, y) as given in Tables 3.1 and 3.2, respectively.

Proof: Since interferers are Poisson distributed in D, we may apply the
expression Prt,s(x, y) = 1− e−E[# of interferers]. To find this, we first derive the
expected number of dominant interferers when RX0 is in (x, y) to be

μ f (x, y) =
∫∫
D

λslotted Pr(TXi causes outage for RX0|(r, θ)) r dr dθ

≥
∫∫
D

λslotted Pr
(

ρR−αh00

η + ρr−αh0i
< β | r

)
r dr dθ (3.44)

where λslotted is given by Eq. (2.9).
Assuming Rayleigh fading, we have that the channel coefficients are

exponentially distributed, i.e., fHi(h0i) = ζe−ζ h0i , where 1
ζ = E[h0i ]. There-

fore, taking the expectation of Eq. (3.42) yields

P f
error(x, y) = 1− ζR−α exp(−βη/R−αβ)

ζR−α + βr−α

≈ ζβ

ζβ + (r/R)α
, (3.45)
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where we have assumed in the last step that the path loss and fading effects
are the main sources of signal degradation, thus setting η = 0.

Inserting these formulas back into the expression for Prt,s and splitting
the integral over the domain D into the 8 subregions listed in Table 3.1,
yields Eq. (3.43).

The extension of the results of Theorem 3.9 to unslotted ALOHA is
straight forward, as two time slots must now be considered, as opposed
to one in slotted ALOHA. This yields the following theorem.

Theorem 3.10 (Unslotted ALOHA)

The average outage probability of unslotted ALOHA in a bounded network with

fading can be approximated by P̃out(Unslotted ALOHA) = P
N+1
rt,u , where Prt,u is

the solution to

Prt,u = Ex,y

[
1− e

−2λ
1−P

N+1
rt,u

1−Prt,u

8

∑
i=1

∫ r2,i(x,y)

r1,i(x,y)
2 θi(r, x, y) ζβ

ζβ+R−αrα r dr]
, (3.46)

with r1,i(x, y), r2,i(x, y), and θi(r, x, y) as given in Tables 3.1 and 3.2, respectively.

Proof: The outage probability of unslotted ALOHA is derived in the same
manner as slotted ALOHA, with the difference that the period [−T, 0) is
now also considered in addition to [0, T). Due to the assumption on high
mobility and fixed packet length, the arrivals of interferers during [−T, 0)
and [0, T) are independent, which results in a factor 2 in the exponent of
the exp(·)-expression.

3.3.3 The CSMA Protocol

The outage probability of CSMA is derived as a combination of the drop-
ping of a packet due to M backoffs and, in the case of activation, because
of erroneous packet reception after N retransmissions. For CSMATX, this
probability is given by the following theorem.

Theorem 3.11 (CSMATX)

The average outage probability of CSMATX in a bounded network with Rayleigh
fading is given by

Pout(CSMATX) = P
M
b + (1− P

M
b ) Prt1 P

N
rt , (3.47)

where
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• Pb = Ex,y [Pb(x, y)] is the average backoff probability, approximated by the
solution to

Pb = Ex,y

⎡
⎣1− e

−λ

(
1−P

M
b +(1−P

M
b )Prt1

1−PN
rt

1−Prt

)
8
∑

i=1

∫ r2,i(x,y)

r1,i(x,y)
2θi(r,x,y) ζβ

ζβ+R−αrα r dr

⎤
⎦.

(3.48)
• Prt = Ex,y

[
Pb(x, y) + (1 − Pb(x, y)) Pduring(x, y)

]
is the average prob-

ability that a packet is received in error after a retransmission attempt.

Pduring(x, y) is the probability that a receiver at (x, y) receives its packet
in error at some t ∈ (0, T), approximated by

P̃during(x, y) = 1− e
−λTX

csma

8
∑

i=1

∫ r2,i(x,y)2

r1,i(x,y)2 2θi(r,x,y) ζβ

ζβ+R−αrα

(
1− ζβ

ζβ+R−αrα

)
r dr

,(3.49)

with λTX
csma as given by Eq. (3.14).

• Prt1 = Ex,y
[
Prx|transmit(x, y) + (1− Prx|transmit(x, y)) Pduring(x, y)

]
is the

average probability that the packet is received in outage at its first transmis-

sion attempt. Prx|transmit(x, y) is the probability that the receiver located at
(x, y) is in outage at the start of the transmission;

Prx|transmit ≈ Pb Eh00

⎡
⎣1− 1

πs f 2

⎛
⎝2s f 2

cos−1
(

R
2s f

)
−Rs f

√
1− R2

4s f 2

⎞
⎠
⎤
⎦,

(3.50)

where s f = s f (h00, E[h0i]) is given by Eq. (3.4).

Proof: The expression for the outage probability is derived as in the case
of non-fading in Section 3.2. Also the backoff probability is derived as de-
scribed in the proof of Theorem 3.3. In the same manner as for infinite fad-
ing networks in Section 3.1, we derive the density of dominant interferers
to be

μ f (x, y) =
∫∫
D

λTX
csma · P f

error(x, y) · Pr(TXi activated|(r, θ)) r dr dθ. (3.51)

P f
error(x, y) is given in Eq. (3.45). When βb = β, the probability that TXi is

activated is derived to be 1− P f
error(x, y).

Finally, the probability that a packet is in outage at the receiver at the
start of its first transmission attempt, once its transmitter has decided to
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transmit, is

Prx|transmit(h00, h0i) ≈ Pb

(
Area of B(RX0, s f ) ∩ B(TX0, s f )

Area of B(RX0, s f )

)
, (3.52)

which is given by Eq. (3.50). Inserting these derived expressions back into
Eq. (3.10), yields the outage probability of CSMATX.

By allowing the receiver to perform the channel sensing and make
the backoff decision, significant performance gain may be obtained. In
the same manner as in for CSMATX, we obtain the outage probability of
CSMARX, as given by the following theorem.

Theorem 3.12 (CSMARX)
The average outage probability of CSMARX in a bounded network with Rayleigh

fading is approximated by

Pout(CSMARX) = P
M
b + (1− P

M
b ) Pduring P

N
rt , (3.53)

where

• Pb = Ex,y [Pb(x, y)] is the average backoff probability, approximated by

Pb(x, y) = 1− e
−λ

(
1−P

M
b +(1−P

M
b )Pduring

1−PN
rt

1−Prt

)
8
∑

i=1

∫ r2,i(x,y)

r1,i(x,y)
2θi(r,x,y)

ζβ

ζβ+R−αrα r dr
.

(3.54)
• Pduring = Ex,y

[
Pduring(x, y)

]
is the average probability that the error oc-

curs at some t ∈ (0, T). Pduring(x, y) is the probability that a receiver
located at (x, y) goes into outage at some t ∈ (0, T), approximated by

P̃during(x, y) = 1− e
−λRX

csma

8
∑

i=1

∫ r2,i(x,y)

r1,i(x,y)
2θi(r,x,y)

ζβ

ζβ+R−αrα

(
1− ζβ

ζβ+R−αrα

)
r dr

,(3.55)

with λRX
csma as given by Eq. (3.24).

• Prt = Ex,y

[
Pb(x, y) + (1− Pb(x, y)) Pduring(x, y)

]
is the average proba-

bility that a packet is received in error after a retransmission attempt.

Proof: The outage probability of CSMARX is obtained in the same man-
ner as explained in the proof of Theorem 3.11. The main difference is that
Prt1 = Pduring, due to the fact that once the receiver dictates its transmitter
to initiate the packet transmission, the packet is ensured to not be in outage
at the start of its first transmission attempt. Hence, Prx|transmit(h00, h0i) = 0.
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Figure 3.8: Outage probability of ALOHA and CSMA in a bounded 3 m×
3 m network with fading as a function of λ.

3.3.4 Numerical Results

Monte Carlo simulations are conducted in order to confirm the derived
results of this section. As before, the simulation tool MATLAB is used, and
the simulations are carried out as described in Section 2.6. The network
model is as described in Subsection 3.3.1. Unless stated otherwise, we set
the transmitter-receiver distance R = 1 m, transmission power ρ = 1 mW,
path-loss exponent α = 4, SINR threshold β = 1, number of backoffs M =
2, and number of retransmissions N = 1.

Figure 3.8 shows the outage probability of the various MAC protocols
in a bounded fading network with L = 3.3 m, as a function of the packet
arrival density λ. The simulations follow the analytical results tightly, thus
validating our expressions. As in the case of non-fading networks, slotted
ALOHA is seen to yield the lowest outage probability, outperforming its
unslotted version by a factor of 2 when N = 0, and approximately by a fac-
tor of 2N+1 = 4 for N = 1. However, this protocol requires perfect synchro-
nization between nodes, something that is difficult to maintain. CSMARX
yields approximately 30% lower outage probability than CSMATX, when
(M, N) = (1, 0), and 53% lower when (M, N) = (2, 1). As the density in-
creases, so does the backoff probability, and the benefit of the carrier sens-
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Figure 3.9: Outage probability ratio of the unslotted protocols over that of
slotted ALOHA as a function of λ for (M, N) = (1, 0).

ing capability in CSMA becomes more evident.
Compared to non-fading networks, the presence of fading results in ap-

proximately 35% higher outage probability for all the MAC protocols. Fig-
ure 3.9 emphasizes the difference between the various MAC protocols in
the absence and presence of fading. In this figure, the ratio of the outage
probability of all the unslotted protocols over that of slotted ALOHA is
plotted for (M, N) = (1, 0). We note that while the outage probability ra-
tio of unslotted ALOHA over slotted ALOHA remains approximately the
same (about 2 for low densities) in non-fading and fading networks, that
of the CSMA protocols over slotted ALOHA changes considerably. That
is, the degradation due to fading has a larger impact on CSMA than on
ALOHA. E.g., in a non-fading network, CSMARX yields about 40% more
outage probability than slotted ALOHA, while in a fading network, this
difference is about 80%.

Having validated our model and analytical results, we now evaluate
the system performance as the size of the deployment region is changed.
In Figure 3.10, the outage probability is plotted as a function of the length
of the side of our square domain, L, for fixed densities of λ = 0.01 and
0.1 [packets/m2]. At the high density, up to 85% of the outage probability
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Figure 3.10: Outage probability of ALOHA and CSMA in a fading network
as a function of L.
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Figure 3.11: Outage probability of CSMARX for bounded and infinite net-
works, both in the absence and presence of fading, for (M, N) = (2, 1).
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is reduced due to edge effects when the side of the deployment region is
reduced to be of the same order as the radius of the guard zone, s. Our
simulations show that the outage probability of a node located in the corner
is about 50% lower than one located in the center of the communication
domain.

Finally, we compare the outage probability of a bounded region to that
of an infinite network, as shown in Figure 3.11. We only consider CSMARX,
as the other protocols behave in the same manner. In the absence of fading,
the bounded network with side length L = 3.3 m yields up to 60% lower
outage probability than the infinite network. The degradation due to fad-
ing is about 47% in infinite networks and about 38% in bounded networks.
The reason for this difference is that there is a greater number of interferers
in an infinite network. Consequently, when each interferer causes a greater
destruction due to fading, the aggregate destruction becomes more signifi-
cant as the number of interferers increases. Hence, the impact of fading is
more severe in infinite networks compared to bounded ones.
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3.4 Summary

In this chapter, we have evaluated the impact of various channel character-
istics on the performance of ad hoc networks. In particular, we investigate
the effects of fading, boundedness of the network domain, and a combi-
nation of these. In all the aforementioned network models, we derive ap-
proximate expressions for the outage probability of the ALOHA and CSMA
MAC protocols. With Monte Carlo simulations our analytical expressions
were validated in all scenarios, and our approximations are proven to be
reasonable.

Moreover, the outage performance of the various protocols are com-
pared. Without allowing for many backoffs relative to retransmissions,
slotted ALOHA is shown to yield the best performance in all the network
models considered, i.e., infinite fading networks, bounded non-fading net-
works, and bounded fading networks. However, if the network has no syn-
chronization capabilities, then the most reliable protocol to use is CSMA
with receiver sensing, CSMARX. This protocol is modified from the con-
ventional CSMA protocol by introducing a simple feedback channel and
allowing the receiver to sense its channel and make the backoff decision.
This minor modification yields up to 30% improvement in the outage prob-
ability of CSMA both in the presence of fading in an infinite network and
when the network region is bounded.

It is also observed that both in the absence and presence of fading, the
outage probability is much lower in bounded networks compared to infi-
nite ones. This is because the number of interferers is lower in bounded
networks (i.e., the edges of the communication region behave as shields
against potential interferers outside the region). Specifically, edge effects
reduce the outage probability by up to 85% in both cases. Furthermore,
fading is seen to degrade the system performance considerably, with up to
2.5 times higher outage probability (when (M, N) = (2, 1)). The degrada-
tion due to fading is about 20% higher in infinite networks than in bounded
ones. This is again due to the fact that the number of interferers is higher
in infinite networks, and so when the destruction from interfering signals
increases, fading has a greater impact in infinite networks.

Finally, note that our findings on boundedness of networks also applies
to other shapes of the communication domain. Clearly, the expressions
and the values for outage probability will change, but the main conclusions
remain intact. The fewer edges the domain has, the greater is the impact
of edge effects, as the number of interferers decreases. This results in a
greater difference between infinite networks and bounded ones. Practical
implications of our results include the possibility of deploying a greater
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density of nodes in indoor networks than predicted by infinite network
models, due to the presence of walls and obstacles.
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Chapter 4

Performance Improvement
Through Advanced CSMA

In this chapter, we focus on the CSMA protocol, and we propose some
MAC layer techniques to improve its performance. In particular, we first
optimize the sensing threshold of CSMATX and CSMARX, in both non-
fading and fading networks. Next, we propose a joint transmitter-receiver
sensing and decision-making scheme in order to reduce the outage proba-
bility further. Each of these techniques is devoted a separate section.

Since the analysis techniques and the derivations were discussed in
great detail in the proofs of the various theorems in Chapter 2 for non-
fading networks, and in Section 3.1 for fading networks, in this chapter
(and the next), we will be referring to these proofs and explain the changes
made in this section in order to arrive at the new outage probability expres-
sions. For the sake of fluency in the reading, this will be done in the body
of the text (rather than in separate proofs, as was done in the preceding
chapters).

The work of this chapter is partly published in [71], in revision for pos-
sible publication in IEEE Trans. on Wireless Communications [45], and sub-
mitted to IEEE Trans. on Communications [72].

4.1 Optimizing CSMA’s Sensing Threshold

A good choice of the sensing threshold of CSMA, βb, is of great impor-
tance for achieving an optimal performance. Hence, numerous works have
been performed to determine the optimum value of this threshold. In [11],
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the throughput of the CSMA protocol is evaluated in a multi-hop ad hoc
network. It is shown that the optimal algorithm is to decrease the sens-
ing range as long as the network remains sufficiently connected. In [73],
it is claimed that in order to maximize the spatial reuse of the network,
one must set βb ≈ ρ

(
1 + β1/α

)α
, where ρ represents the transmitted signal

strength, α is the path loss exponent, and β is the minimum required SINR
threshold for correct packet reception. The authors subsequently propose
a distributed scheme in which the nodes would exchange their SINR mea-
surements in order to adjust their sensing thresholds toward a common
value.

In [74], an algorithm with joint adaptation of sensing threshold and
transmit power is proposed. It is shown that the optimum sensing thresh-
old of CSMA depends on the system design parameters, such as the dis-
tance between a transmitter and its receiver. The authors conclude that
in order to minimize the outage probability, senders must keep the prod-
uct of their transmit power and carrier sensing threshold equal to a fixed
constant. However, this algorithm is not distributed, and is dependent
on estimation of signal powers. Loosening these limitations, a new sens-
ing threshold adaptation algorithm is proposed in [75], where each node
chooses the βb that maximizes the number of successful transmissions in
its neighborhood. The drawback of this scheme is that it relies on the col-
lection of information from the environment over a period of time, which
entails high complexity and is not able to handle fast variations of the chan-
nel or the interference.

Our objective in this section is to optimize the sensing threshold, βb, of
CSMA in its various incarnations, in order to minimize the outage proba-
bility. In the analysis thus far, we have used a constant sensing threshold,
namely βb = β = 0 dB. This simplified the analysis, as we did not need
to consider different ranges of βb in the derivation of the formulas. In this
section, we take into account variations in βb (translating to sb through Eq.
(2.5)). We consider both CSMATX and CSMARX, and derive their outage
probabilities in the following.

4.1.1 System Model

For the system model, we refer to the initial network model described in
Chapter 2. The traffic generated follows a 3-D PPP with density λ = λsλtT,
where λs [nodes/m2] is the density of nodes on the 2-D plane, λt [pack-
ets/sec/node] is the density of packet arrivals in time, and T [sec] is the
fixed packet length. Upon a packet arrival, it is transmitted to its destina-
tion located a fixed distance R away. Transmissions occur according to the

86



OPTIMIZING CSMA’S SENSING THRESHOLD

ALOHA and CSMA protocols in a fully-distributed manner. In ALOHA, a
packet transmission is initiated upon its arrival, regardless of the channel
conditions. In CSMA, a packet backs off a random time if the measured or
estimated SINR at the start of the packet falls below the sensing threshold,
βb. Once a transmission is initiated, but the SINR falls below the thresh-
old β at some time throughout its duration, the packet is received in error
and must be retransmitted. If the packet is not received correctly after M
backoffs and N retransmissions, it is dropped and counted to be in outage.

As before, we assume high mobility of nodes, meaning that a backed off
or retransmitted packet is located in a new position on the plane. The wait-
ing time between the transmission attempts, twait, is by design ensured to
be more than T, meaning that new channel instances are observed for each
transmission attempt. As a consequence, there are no spatial or temporal
correlations between packet transmissions. For more details on the traffic
and network model, we refer the reader to Section 2.1.

For the channel model, we first consider only deterministic path loss
attenuation effects (with exponent α > 2). This yields

SINRi =
ρ R−α

η + ∑i ρ r−α
i

, (4.1)

where ri is the distance between the node under observation and the i-th
interfering transmitter, and the summation is over all active interferers on
the plane at each time instant.

In Subsection 4.1.3, we will add fading effects to the deterministic path
loss attenuation, in the same manner as was done in Subsection 3.1.1. This
results in

SINR f
i =

ρ h00 R−α

η + ∑i ρ h0i r−α
i

, (4.2)

where ri and h0i are, respectively, the distance and fading coefficient be-
tween the node under observation and the i-th interfering transmitter. h00
represents the fading effects between the receiver under observation, RX0,
and its own transmitter, TX0.

Initially, we assume that β stays constant (we set β = 0 dB, as in Chapter
2, which corresponds to s ≈ R), while βb varies. We will also investigate
what happens when βb = β and both the thresholds vary simultaneously.

4.1.2 Performance in the Absence of Fading

In this subsection, we assume only distance-dependent attenuation in the
signal transmissions. This allows us to translate the outage probability for-
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Figure 4.1: Area of overlap between B(RX0, s) and B(TX0, sb) for the deriva-
tion of the outage probability of CSMA.

mulation, as stated in Eq. (2.2), into a distance problem. The analysis tech-
nique used is similar to the one explained in Section 2.2, but because of the
variations in βb, new expressions must be derived for the outage probabil-
ity of CSMA. Hence, we apply similar geometrical considerations as before,
with the difference that we also account for when sb is different from s.

The outage probability of CSMA is given as

Pout(CSMA) = Pr [SINR < βb at t = 0]M +
(

1− Pr [SINR < βb at t = 0]M
)

× Pr
[
SINR < β during 1st transmission|active

]
× Pr [SINR < β at some t ∈ [0, T) ]N

= PM
b + (1− PM

b ) Prt1 PN
rt . (4.3)

As sb changes, so does the area of B(TX0, sb), as shown in Figure 4.1. This
impacts Pb, Prt1, and Prt.

We start with CSMATX, where the transmitter senses the channel state
and makes the backoff decision. The backoff probability, Pb, is derived in
same manner as described in Section 2.5. Once a packet transmission has
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been activated, we have that:

Pduring ≈ Pr
[
≥ 1 interferer inside B(RX0, s) ∩ B(TX0, sb) at some t∈ (0, T)

]
.

For sb < R + s, the derivation is as explained in Subsection 2.5.1. For sb >

R + s, B(TX0, sb) covers B(RX0, s) completely, meaning that it is impossible
for an interferer to fall inside B(RX0, s) and at the same time be outside of
B(TX0, s).

Once a packet has been activated, there is still a chance that an error
occurs at the start of its transmission. This is denoted Prx|transmit and is
determined by the probability that at least one interferer is placed inside
B1 = B(RX0, s) ∩ B(TX0, sb) during [−T, 0). This is approximated by the
probability that the receiver is in outage at the start of the packet, Prx, mul-

tiplied by the ratio Area of B(RX0,s) ∩ B(TX0,sb)
Area of B(RX0,s) . Based on these considerations,

in addition to the derivations carried out in Chapter 2, we arrive at the
following theorem.

Theorem 4.1 (CSMATX)
The outage probability of CSMATX for variable sensing threshold is given by

Pout(CSMATX) = PM
b + (1− PM

b ) Prt1 PN
rt , (4.4)

where

• Pb is the backoff probability, approximated by the solution to

P̃b = 1− exp
{
−π s2

b λ

(
1− P̃M

b +
(

1− P̃M
b

)
P̃rt1

1− P̃N
rt

1− P̃rt

)}
. (4.5)

• Prt = Prx + (1− Prx) Pduring is the probability that an activated packet is
received erroneously in a retransmission attempt. Prx is the probability that

the receiver is in outage upon arrival in each retransmission attempt (since
no backoff decision is made for each transmission), and is approximated by

Eq. (4.5), with sb replaced by s.
• Pduring is the probability that the error occurs at some t ∈ (0, T), approxi-

mated by

P̃during = (4.6)⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1− e
−λTX

csma

[ ∫ R−sb
0 2π r dr +

∫ s
R−sb

2π−2 cos−1
(

r2+R2−s2
b

2Rr

)
rdr
]

; sb < R

1− e
−λTX

csma
∫ s

sb−R 2π−2 cos−1
(

r2+R2−s2
b

2Rr

)
rdr

; R≤ sb < R+s

0 ; otherwise
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• Prt1 = Prx|transmit + (1− Prx|transmit) Pduring is the probability that the first
transmission is received erroneously. Prx|transmit is the probability that the

receiver is in outage at the start of the packet, approximated by

P̃rx|transmit = (4.7)⎧⎪⎪⎪⎨
⎪⎪⎪⎩

P̃rx − P̃rx
s2

b
πs2 cos−1

(
R2+s2

b−s2

2Rsb

)
− P̃rx

1
π cos−1

(
R2+s2−s2

b
2Rs

)
+ P̃rx

2πs2

√
(sb +s−R)(sb−s+R)(−sb +s+R)(sb +s+R) ; sb < R+s

0 ; otherwise

Optimizing the sensing threshold in CSMATX yields an optimal tradeoff
between the hidden and exposed node problems. As noted in Chapter 2,
the hidden node problem occurs during an active packet transmission, when
a newly arriving interferer, TXi, is located less than a distance s away from
RX0, and simultaneously more than a distance sb away from TX0 (in order
to be activated). That is, TXi is activated because TX0 is hidden to it. The
exposed node problem occurs when a packet transmission is backed off even
though its transmission would not have contributed to the outage proba-
bility. This is the case when TXi is located within a distance sb of TX0, but
more than a distance s away from RX0. Clearly, an increase in one problem
(due to changes in sb) results in a decrease in the other, and vice versa.

Due to the complexity of our outage probability expressions, we are
not able to analytically perform the optimization of the sensing threshold.
Hence, this is done through simulations in Subsection 4.1.4. For the par-
ticular case of CSMARX with (M, N) = (1, 0), we can apply approximate
measures to find the sensing threshold analytically, as is done at the end of
this subsection. As an approximation, the reasoning and final results ob-
tained for CSMARX also apply to CSMATX. This is because Pb and Pduring
are approximately the same in these two versions of CSMA, leaving the
main source of difference in the probability that an error occurs at the start
of the first transmission attempt.

To derive the outage probability of CSMARX, we start with the same
total outage probability expression as Eq. (4.4). Also the backoff probability
expression is unchanged, because whether the transmitter or the receiver
make the backoff decision, the same distribution and density of interferers
are observed. To derive the probability that an activated transmission is
received in error during its transmission, we consider the occurrence of an
interferer, TXi, inside B(RX0, s) at some t ∈ (0, T), while its receiver, RXi, is
placed outside of B(TX0, sb). As seen from Figure 4.1, when sb > 2R + s,
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Figure 4.2: Setup for derivation of Prx|transmit in CSMARX.

B(TX0, sb) covers B(RX0, s) completely with a margin R. This means that if
TXi falls anywhere inside B(RX0, s), RXi will be inside B(TX0, sb), and TXi-
RXi would thus back off. For the other ranges of sb, the integration limits
are adjusted as to cover the area B1 = B(RX0, s) ∩ B(TX0, sb − R), in the
same manner as described in Subsection 2.5.2.

Furthermore, an error occurs at the start of the first transmission at-
tempt, if at least one interferer is placed inside B1 = B(RX0, s) ∩ B(RX0, sb),
as shown in Figure 4.2. When s < sb, the area of B1 is 0, and so is Prx|transmit.
When s ≥ sb, this probability is equal to the probability that outage occurs
at the start of the packet, Prx, multiplied by the probability that the inter-
ferer is not inside B(RX0, sb). These derivations, in addition to the ones in
Chapter 2, lead to the following theorem.

Theorem 4.2 (CSMARX)
The outage probability of CSMARX for variable sensing threshold is given by Eq.

(4.4), where:

• Pb ≈ P̃b is given by the solution to Eq. (4.5); Prx is approximated by Eq.
(4.5), with sb replaced by s.

• Prt = Prx + (1− Prx) Pduring is the probability that an activated packet is
received erroneously after a retransmission attempt. Pduring is the probabil-
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ity that the error occurs at some t ∈ (0, T), and is approximated by

P̃during = (4.8)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1−e
−λRX

csma

[
sb∫
0

2π∫
0

P(active|r,φ)r dφdr+2
s∫

sb

ζ(r)∫
ν(r)

P(active|r,φ)r dφdr+
s∫

sb

[2π−2(ζ(r)−ν(r))] rdr

]

; 0< sb < R

1−e
−λRX

csma

[
2R−sb∫

0

2π∫
0

P(active|r,φ)r dφdr+
s∫

2R−sb

2π−ν(r)∫
ν(r)

P(active|r,φ)r dφdr

]
; R≤ sb < 2R

1−e
−λRX

csma

s∫
sb−2R

2π−ν(r)∫
ν(r)

P(active|r,φ)r dφ dr

; 2R≤ sb < 2R+s

0 ; otherwise

with P(active|r, φ) and ν(r) given in Eq. (2.25), with s replaced by sb.

Moreover, ζ(r) = cos−1
(

r2−2Rsb−s2
b

2Rr

)
.

• Prt1 = Prx|transmit + (1− Prx|transmit) Pduring is the probability that the first

transmission attempt is erroneous, with Prx|transmit approximated by

P̃rx|transmit =

⎧⎪⎪⎨
⎪⎪⎩

Prx

[
1− s2

b
s2

]
; sb < s

0 ; otherwise

(4.9)

Our simulation results indicate that the optimal sensing threshold in
CSMARX is βb = β (equivalent to sb = s). To confirm this analytically, we
start by considering the case of (M, N) = (1, 0), simplifying Eq. (4.4) to

P̃total = P̃out(CSMARX) =

{
P̃rx + (1− P̃rx) P̃during ; sb < s

P̃b + (1− P̃b) P̃during ; otherwise
(4.10)

Based on this, we now evaluate the rate of change of the different sources
of outage, namely P̃b and P̃during.
• When sb < s:

dP̃total

dsb
= [1− P̃rx]

dP̃during

dsb
. (4.11)

Since P̃rx is only a function of s, its derivative with respect to sb is 0.
P̃during, on the other hand, is a monotonically decreasing function of
sb, which can be observed by considering Figure 4.3. As sb increases
with ds, the areas A and C shrink. As the decrease in these areas has
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Figure 4.3: Setup to illustrate the rate of increase in Pb and decrease in
Pduring as sb increases.

a greater impact on P̃during than the increase in area B (because in A
and C, P(active|r, φ) = 1), we get a decrease in P̃during. Intuitively,
this means that an increase in sb results in more protection for an
arriving TX-RX pair, resulting in a higher rate of backoff. Conse-
quently, due to the reduced number of interferers, there is a smaller
probability that a packet transmission is received in error once it has
been activated. Hence, dP̃total

dsb
< 0 for sb < s.

• When sb ≥ s:

dP̃total

dsb
=

[
1− P̃during

] dP̃b

dsb
+
[
1− P̃b

] dP̃during

dsb
. (4.12)

When sb increases by ds, B(RX0, sb) grows and so does P̃b. The rate of
this increase is:

dP̃b

dsb
≈ π(sb + ds)2 − πs2

b

πs2
b

1
ds

=
ds2 + 2 sb ds

s2
b

1
ds

. (4.13)

P̃during, on the other hand, decreases with sb. This change may be
approximated by the decrease in the area around RX0 within which
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the occurrence of an interferer would cause outage, given by:

dP̃during

dsb
≈

(
πs2 − π(sb+ds−R)2

3

)
−
(

πs2 − π(sb−R)2

3

)
πs2

1
ds

= −2(sb − R)ds + ds2

3 s2
1
ds

. (4.14)

To obtain the sign of dP̃total
dsb

, we make some approximations. Since
ds  1, we set (ds)2 ≈ 0. Also, since β = 1, and the noise is small,
we have s ≈ R. The largest rate of decrease of Eq. (4.14) is when

sb = s + R. This yields | dP̃during
dsb

| ≈ 1
3sds <

1
2sds ≈ | dP̃b

dsb
|. Hence, since for

all sb ≥ s, | dP̃during
dsb

| < | dP̃b
dsb
| and (1− P̃b) ≤ (1− P̃during), we have that

the first term in Eq. (4.12) has a greater impact, resulting in dP̃total
dsb

> 0
for sb ≥ s.

Thus, we conclude that the outage probability of CSMARX is minimized
for β

opt
b = β (i.e., sopt

b = s). Similar behavior is observed for CSMATX. Note
that the reduction in the outage probability by using β

opt
b is more evident

for higher values of λ, as we will observe and discuss further in Subsection
4.1.4.

Extending the above optimization result to M > 1 and N > 0, results in
solving the following equation

dPout(CSMARX)

dsb
= M PM−1

b

(
1− PN+1

rt

) dPb

dsb
(4.15)

+(N + 1) PN
rt (1− Pb)(1− Prx)

dPduring

dsb
= 0

where Prt = Prx + (1− Prx) Pduring, while dPb
dsb

and
dPduring

dsb
may be approxi-

mated by Eqs. (4.13) and (4.14), respectively. The evaluation of this expres-
sion depends on the values of M and N, and because of the complexity of
the expressions, must be solved numerically. This is done by finding, for
each value of st with ds increments, the values of Pb and Pduring through nu-
merical iterations, as described in Chapter 2, and illustrated in Figure 2.3.

Inserting these values, along with the approximate values of dPb
dsb

and
dPduring

dsb

into Eq. (4.15), yields dPout(CSMARX)
dsb

. This can then be plotted as a function of

sb. The point where this curve crosses the 0-line yields sopt
b .
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Finally, we assume that both the sensing threshold and the required
SINR threshold are varying, at the same time as remaining equal, i.e., βb =
β (equivalently sb = s).

Theorem 4.3 (CSMA with varying sb = s)
The outage probability of CSMATX when sb is equal to s, is found by replacing sb

by s in Theorem 4.1, with the following differences:

• The probability that the receiver is in outage at the start of its first transmis-

sion attempt is approximated by

P̃rx|transmit =

⎧⎪⎨
⎪⎩

Prx ; s ≤ R
2

Prx

[
1− 2

π cos−1
( R

2s

)
+ R

πs

√
1−( R

2s

)2
]

; otherwise
(4.16)

• The probability that a packet goes into outage at some t ∈ (0, T) is approxi-

mated by

P̃during =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1− e−λTX
csmaπs2

; s <
R
2

1− e−λTX
csma

[ ∫ R−s
0 2πrdr+

∫ s
R−s 2π−2 cos−1

(
r2+R2−s2

2Rr

)
rdr
]

; R
2 < s < R

1− e−λTX
csma

∫ s
s−R

[
2π−2 cos−1

(
r2+R2−s2

2Rr

)]
rdr ; otherwise

(4.17)

The outage probability of CSMARX is found by setting sb = s in Theorem 4.2,

with the difference that the third line in Eq. (4.8) is now valid for all s ≥ 2R.

4.1.3 Performance in the Presence of Fading

In this section, we add fading to the channel model, as described in Sub-
section 4.1.1. In the same manner as described in Subsection 3.1.3, the total
outage probability of CSMA is given by

Pout(CSMA) = P
M
b +

(
1− P

M
b

)
Prt1 P

N
rt , (4.18)

where Pb, Prt1, and Prt are respectively the backoff probability, the probabil-
ity that the packet is received in error at its first transmission attempt, and
the probability of erroneous packet reception in a retransmission attempt,
averaged with respect to the fading coefficients.
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The density of packets that attempt to access the channel when the net-
work is in a steady state, is (for both CSMATX and CSMARX)

λcsma = λ

[
1− P

M
b

1− Pb
+ (1− P

M
b ) Prt1

1− P
N
rt

1− Prt

]
, (4.19)

The backoff probability is derived using a modified version of the guard
zone concept as discussed in Section 3.1. Once a transmission has been
initiated, there is still a probability Prx|transmit in CSMATX that the packet
is in outage at the start of its first transmission attempt. To derive this
probability, we refer to Eq. (3.4) for a strictly interference-limited channel,
i.e.,

s f (h00, h0i) = h1/α
0i

(
h00R−α

β

)−1/α

∧ s f
b (h00, h0i) = h1/α

0i

(
h00R−α

βb

)−1/α

(4.20)

These are the distances to the dominant interferers of RX0 or TX0 that cause
the SINR to fall below β or βb, respectively. For the sake of readability
of the expressions, we use the simplified notation s f

b for s f
b (h00, hi0) and

s f for s f (h00, hi0). Now consider the region of overlap Bol = B(RX0, s f ) ∩
B(TX0, s f

b ). The area of this region is derived to be

Aol(s f , s f
b ) = (4.21)⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0 ; s f +s f
b < R

πs f 2

b ; s f
> R+s f

b

s f 2
cos−1

(
R2+s f 2−s f 2

b
2Rs f

)
+ s f 2

b cos−1
(

R2+s f 2

b −s f 2

2Rs f
b

)
− 1

2

√
(s f

b +s f −R)(s f
b−s f +R)(−s f

b +s f +R)(s f
b +s f +R) ; otherwise

Given the probability that the packet is in error at the start of a transmis-
sion, Prx (which is derived by using Eq. (3.11)), we have for CSMATX that

Prx|transmit(h00, h0i) ≈ Prx
Area of B(RX0, s f ) ∪ B(TX0, s f

b )

Area of B(RX0, s f )
. (4.22)

To derive the probability that a packet goes into outage at some time
during its transmission, Pduring, we use the Poissonianity of interferers and
apply the following expression:

Pduring = 1−Eh00,hii

[
exp

{
−
∫∫

A
μ f r dr dφ

}]
, (4.23)
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where μ f is the density of dominant interferers, TXi, for the packet at RX0,
given as

μ f = E
[
density of active dominant interferers for RX0

]
(4.24)

= Pr (TXi placed at (x, y)) · Pr(TXi activated |(x, y))

× Pr(TXi causes error at RX0 | TXi active at (x, y)).

The first term in Eq. (4.24) is equal to λTX
csma in CSMATX and λRX

csma
in CSMARX. As derived in Section 3.1, the second and third terms
are, respectively, Pr(TXi activated |(x, y), hii) = 1 − exp

{
− hiiR−αrα

βb

}
and

Pr(TXi causes error at RX0| TXi active at (x, y), h00) = exp
{
− h00R−αrα

β

}
.

Taking the expectation with respect to h00 and h0i of the above expres-
sions, we arrive at the following theorem.

Theorem 4.4 (CSMATX)
The outage probability of CSMATX in the presence of Rayleigh fading for variable

sensing thresholds is given by Eq. (4.18), where:

• Pb is the average backoff probability, approximated by the solution to

Pb = 1− e
−λ

(
1−P

M
b +

(
1−P

M
b

)
Prt1

1−PN
rt

1−Prt

)
π R2 β2/α

b
2π/α

sin(2π/α) . (4.25)

Prx is the average probability that a packet is in error at the start of each of
its retransmission attempts. This is given by Eq. (4.25), with βb replaced

by β.
• Prt = Eh00

[
Prx +

(
1− Prx

)
Pduring(h00)

]
is the average probability

that a packet is received in error during a retransmission attempt, with
Pduring(h00) approximated by

P̃during(h00) = 1− e−
∫ ∞

0 2πλTX
csma

(
1−e−E[hii]R

−αrα/βb
)

e−h00R−αrα/β r dr, (4.26)

where λTX
csma is the density of packets attempting to access the channel, as

given by (4.19).
• Prt1 = Eh00

[
Prx|transmit(h00) +

(
1− Prx|transmit(h00)

)
Pduring(h00)

]
is the

average probability that the packet is received in error at its first transmis-
sion attempt. Prx|transmit(h00) is the probability that the received packet is
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in error upon its arrival, approximated by

P̃rx|transmit(h00) ≈ Prx Eh0i

⎡
⎣1−

Aol

(
s f (h00, h0i), s f

b (h00, h0i)
)

π s f (h00, h0i)2

⎤
⎦ ,

(4.27)
where Aol

(
s f (h00, h0i), s f

b (h00, h0i)
)

is given by Eq. (4.21).

The outage probability of CSMARX is derived in the same manner as
for CSMATX with some minor differences. The main difference is the ex-
pression for Prx|transmit(h00), which is now dependent on the value of βb
with respect to β. When βb ≥ β, we have that Prx|transmit(h00) = 0, because
once a packet using CSMARX has decided to transmit, its packet will surely
not be received in error at the start of its first transmission attempt. When

βb < β, we have that Prx|transmit(h00, h0i) ≈ Prx
Area of B(RX0,s f )∩B(RX0,s f

b)

Area of B(RX0,s f )
. Ap-

plying these changes to Theorem 4.4, we arrive at the following theorem
for CSMARX.

Theorem 4.5 (CSMARX)

The outage probability of CSMARX in the presence of Rayleigh fading for variable
sensing threshold is given by Eq. (4.18), where:

• Pb is the average backoff probability, approximated by the solution to Eq.
(4.25). Prx is given by Eq. (4.25) with βb replaced by β.

• Prt = Eh00

[
Prx +

(
1− Prx

)
Pduring(h00)

]
is the average probability

that a packet is received in error during a retransmission attempt, with

Pduring(h00) approximated by Eq. (4.26).
• Prt1 = Eh00

[
Prx|transmit +

(
1− Prx|transmit

)
Pduring(h00)

]
is the average

probability that the packet is received in error at its first transmission at-
tempt. Prx|transmit is the probability that the received packet is in outage

upon arrival, approximated by

Prx|transmit =

⎧⎪⎨
⎪⎩

0 ; for βb ≥ β

Prx
β2/α − β2/α

b

β2/α
; otherwise

(4.28)

Optimization of the derived outage probability expressions as a func-
tion of the sensing threshold βb is performed through simulations in the
following subsection.
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Figure 4.4: Outage probability in the absence of fading with λ = 0.02 and
β = 0 dB, as a function of βb/β

4.1.4 Numerical Results

For the Monte Carlo simulations, we apply the following values (unless
stated otherwise): transmitter-receiver distance R = 1 m, transmission
power ρ = 1 mW, path-loss exponent α = 4, SINR threshold β = 0 dB,
and fading parameter ζ = 1. The averaging is performed over 10000 in-
stances in the case of non-fading, and 4000 for fading networks.

In Figure 4.4, the outage probability of unslotted ALOHA and CSMA
in a non-fading network is plotted as a function of the normalized sens-
ing threshold βb, for β = 0 dB and a low density of λ = 0.02. For
(M, N) = (1, 0), we observe that the outage probability of CSMATX in-
creases monotonically with βb, meaning that the outage probability is in
fact minimized when no sensing is applied at all. This is due to the fact that
for low values of βb, B(TX0, sb) is too small, and consequently transmitter-
sensing provides minimal protection for its receiver, resulting in an approx-
imately constant outage probability for all βb ≤ β. For higher values of
βb, Pb becomes the dominant source of outage, and with a higher rate of
increase than the decrease in Pduring, the total outage probability increases
monotonically. For CSMARX, however, a slight improvement in the outage
probability is observed when β

opt
b = β. For (M, N) = (2, 1), on the other
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Figure 4.5: The outage probability in the presence of fading with λ = 0.02
and β = 0 dB.

hand, the benefit of optimizing the sensing threshold becomes more signifi-
cant for both protocols. The outage probability is minimized for βb ≈ β (as
was also derived in Subsection 4.1.2), providing up to 50% improvement
for CSMARX and 40% for CSMATX, compared to having no sensing (i.e.,
when βb = 0).

Similarly, Figure 4.5 shows the outage performance of a fading network
as a function of βb/β for a fixed density of λ = 0.02. The outage prob-
ability of both CSMA protocols is minimized for βb = β = 0 dB. When
(M, N) = (1, 0), the use of the optimal sensing threshold reduces the out-
age probability of CSMARX by up to 22% and that of CSMATX by 8%. For
higher values of M and N, this improvement is increased; the outage prob-
ability of CSMARX can then be reduced by up to 50%.

To compare the various protocols, Figure 4.6 shows the the ratio of the
outage probability of the unslotted protocols over that of slotted ALOHA
for a non-fading network with (M, N) = (1, 0) as a function of βb/β.
The advantage of the sensing threshold optimization is more apparent for
higher densities. By using β

opt
b when λ = 0.2, the outage probability of

CSMATX and CSMARX can be reduced by up to 40% and 42%, respectively.
Note that the minimum outage probability occurs at a slightly higher sens-
ing threshold than β. This is because the probability that outage occurs due
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Figure 4.6: Ratio of the outage probability of the unslotted protocols over
that of slotted ALOHA in a non-fading network with (M, N) = (1, 0), as a
function of βb/β.

to the aggregate interference power from transmitters outside B(RX0, s) in-
creases with λ, and having a higher βb provides greater protection against
this event.

Figure 4.7 shows the ratio of the outage probability of unslotted
ALOHA and CSMA over that of slotted ALOHA in a non-fading network,
when βb = β and both varying, for (M, N) = (2, 1) and a fixed high den-
sity of λ = 0.2. For low values of β, CSMARX yields up to 10% lower out-
age probability compared to unslotted ALOHA, while CSMATX yields 45%
higher outage probability. However, as βb = β increases (i.e., for β > −6
dB), making both the sensing zone and the communication guard zone
grow, the outage probability of CSMATX decreases below that of unslot-
ted ALOHA. This is because once a packet has been activated, the ratio of
the area within which the arrival of an interferer causes outage in CSMATX

(i.e., B(RX0, s) ∩ B(TX0, s)) over that in ALOHA (i.e., B(RX0, s)) decreases
with β.

More interestingly, for even higher values of β (i.e., for β > 8 dB), both
CSMA protocols actually perform better than slotted ALOHA. This is be-
cause for large s, B(TX0, s) and B(RX0, s) overlap almost completely, such
that the only source of outage in CSMA is if an interferer is placed inside
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Figure 4.7: Ratio of the outage probability of unslotted ALOHA and CSMA
over that of slotted ALOHA as a function of βb = β for λ = 0.2 and
(M, N) = (1, 0).

B(RX0, s) during [0, T), as is the case in slotted ALOHA. Moreover, due to
the backoff property of CSMA, the density of interferers is lower than that
of slotted ALOHA, making CSMA yield a lower outage probability. Similar
behavior is observed for lower densities and other (M, N)-values.
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4.2 CSMA With Joint Transmitter-Receiver Sensing

Having considered the performance of CSMATX and CSMARX, a poten-
tially interesting follow-up question is: Can we improve the performance
of CSMA further if we allow both the transmitter and its receiver to sense
the channel, and subsequently let them collectively decide whether or not to
initiate transmission of each packet? And moreover, what are the optimal
sensing thresholds that minimize the outage probability of this new flavor
of CSMA, both in the absence and presence of fading?

Hence, in the following, we will analyze the impact of such a joint back-
off decision-making on the performance of the CSMA protocol. Following
the same style of notation as in the preceding chapters, we refer to this
flavor of CSMA as CSMATXRX. Not only is this analysis useful for future
improvements made to CSMA, it also provides us with an understanding
of the hidden and exposed node problems, which are the main sources of im-
perfection of this protocol. The hidden node problem occurs whenever a
new node is unable to detect an ongoing transmission, so that it initiates its
transmission and thereby causes outage for an already active packet. The
exposed node problem is characterized by transmissions being prevented
even though they could have taken place without harm to other ongoing
transmissions. An increase in one of these problems, results in a decrease in
the other, and vice versa. Choosing optimal values for the sensing thresh-
olds βt and βr, will provide a balance between the hidden and exposed
node problems, thus improving the system performance.

4.2.1 System Model

The ad hoc network model in this section resembles again that of Chapter
2. That is, we consider a single random process describing both the tempo-
ral and spatial variations of the system, by assuming a 3-D PPP of packet
arrivals in time and space. The spatial density of new packet arrivals is as
before λ = λsλtT, where λs [nodes/m2] is the density of nodes on the 2-
D plane, λt [packets/sec/node] is the density of packet arrivals in time at
each node, and T [sec] is the fixed packet length.

The channel access is driven by the CSMATXRX protocol. This protocol
operates as follows: Whenever a packet is ready for transmission, its cor-
responding transmitter and receiver both perform physical carrier sensing
(i.e., the radio measures the energy received on its available radio chan-
nel), calculate their SINRs individually, and compare them against their
required sensing thresholds, βt and βr, respectively. If the SINR at the
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transmitter is greater than βt and1 the SINR at the receiver is greater that
βr, the transmission is initiated. Otherwise, the channel is considered busy,
and the packet is backed off. Once a transmission is initiated, there is a
probability that it is received in error at its receiver, i.e., the received SINR
is below β at some t ∈ [0, T). In this case, the packet is retransmitted. Each
packet is given M backoffs and N retransmissions before it is dropped and
counted to be in outage.

For the channel model, we consider both non-fading and fading chan-
nels. In the former, only path loss attenuation effects are considered, with
path loss exponent α > 2. Each receiver potentially sees interference from
all transmitters, and these independent interference powers are added to
the channel noise η to cause signal degradation. The introduction of fad-
ing adds another source of randomness to the model, namely the channel
coefficients hij. The SINR of a non-fading network and SINR f of a fading
network (for link i) are given as

SINRi =
ρ R−α

η + ∑i ρ r−α
i

∧ SINR f
i =

ρ R−α h00

η + ∑i ρ r−α
i h0i

, (4.29)

where ri is the distance between the node under observation and the i-th in-
terfering transmitter; h00 represents the fading effects between the receiver
under observation, RX0, and its designated transmitter, and h0i is the fad-
ing coefficient between RX0 and the i-th interfering transmitter. The sum-
mation is over all active interferers on the plane at each time instant.

Our performance metric is, as before, outage probability, which is de-
fined as the probability that a packet is received erroneously at its receiver
after M backoffs and N retransmission. In the following, we derive the
outage probability of CSMATXRX both in the absence and in the presence
of fading. Moreover, the sensing thresholds of both the transmitter and the
receiver are optimized.

4.2.2 Performance in the Absence of Fading

In this section, we assume no fading effects in the channel, i.e., the sig-
nal degradation is due to path loss only, as described in Subsection 4.2.1.
Denoting the SINR based on the transmitter’s sensing as SINRt, and
that based on the receiver’s sensing as SINRr, the outage probability of

1Using “or” here would mean that each node pair backs off less often than both
CSMATX and CSMARX, and thus the outage probability of CSMA would increase and ap-
proach that of unslotted ALOHA.
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Figure 4.8: Illustration of the sensing zones B(RX0, sr) and B(TX0, st).

CSMATXRX is given by

Pout(CSMATXRX) = Pr [SINRt < βt ∪ SINRr < βr at t = 0]M (4.30)

−
(

1− Pr [SINRt < βt ∪ SINRr < βr at t = 0]M
)

× Pr [SINRr < β at some t ∈ [0, T)]N+1 .

To derive the backoff probability, Pb, in the same manner as in the previ-
ous sections, we use the distance dependence of the interference and apply
the concept of guard zones [36]. Defining st to be the distance between the
transmitter under observation, TX0, and its closest interferer, TXi, and sr as
the distance between RX0 and TXi, yields

st =

(
R−α

βt
− η

ρ

)− 1
α

∧ sr =

(
R−α

βr
− η

ρ

)− 1
α

. (4.31)

The sensing zone of RX0 is then B(RX0, sr) and that of the transmitter is
B(TX0, st). This means that if there exists, upon the arrival of TX0-RX0, at
least one transmission inside B1 = B(TX0, st) ∪ B(RX0, sr), this transmitter-
receiver pair would back off from transmission. The area of B1 is shown as
the lightly shaded area (of the two smaller circles) in Figure 4.8, and given
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as πs2
t + πs2

r − Aol(st, sr), where Aol(st, sr) is the area of overlap B(TX0, st)∩
B(RX0, sr), as given by Eq. (4.21).

Once TX0-RX0 decides to transmit, there is still a probability that their
packet is in error at the start of its first transmission due to ongoing trans-
missions inside B(RX0, s) that were not detected in the backoff decision-
making stage. That is, the packet must be retransmitted if an interfer-
ing transmission is detected inside B(RX0, s) ∩ B(TX0, st) ∪ B(RX0, sr). This
area is the darkly shaded area shown in Figure 4.8, and is given by

Arx|transmit(st, sr , s) =⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 ; sr ≥ s

πs2 − πs2
r − Aol(st, s) ; sr < s and st < R− sr

πs2 − πs2
r − Aol(st, s) + Aol(st, sr) ; sr < s and st < R + sr

πs2 − Aol(st, s) ; otherwise

(4.32)

Finally, given the packet transmission of TX0-RX0 is initiated, and it is
not in error at the start of its transmission, then there is a probability that
a new interferer, TXi, enters the plane at some t ∈ (0, T) and is located
inside B(RX0, s), causing error for the packet of RX0. Since, TXi would
back off if it detects the transmission of TX0, this means that TXi must be
placed inside B2 = B(RX0, s) ∩ B(TX0, st), while its receiver RXi is located
outside of B(TX0, sr), in order for it to cause outage for RX0. The area of B2,
including the probability of activation on RXi is given as

Gactive = (4.33)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 ; st≥R + s
s∫

st−R

2π−γ(r)∫
γ(r)

P(active|r, φ) r dφ dr ; R≤ st < R+s

R−st∫
0

2π∫
0

P(active|r, φ)r dφ dr +
min(sr,s)∫

R−st

∫ 2π−γ(r)
γ(r) P(active|r, φ)r dφ dr

+2
min(sr,s)∫

sr

ζ(r)∫
γ(r)

P(active|r, φ) r dφ dr +
s∫

min(sr,s)
(2π−2ζ(r)) r dr ; otherwise

where P(active|r, φ) is the probability that the receiver of the interferer, RXi,
is located out of the range of TX0, i.e., outside B(TX0, sr). It is derived in the
same manner as explained in Subsection 2.5.2 The integration limits of the
angle are derived with the cosine rule based on the points of intersection
between B(TX0, st) and circles around RX0 with various radi.

Due to the Poisson distribution of interferers, we apply the expression
Perror = 1 − exp

{−λTXRX
csma A

}
, where A is the detection area, depending
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on the particular error probability to be calculated. Moreover, the density
λTXRX

csma is given as

λTXRX
csma =

{
λ ∑

M−1
m=0 Pm

b ; for N = 0

λ
[

∑
M−1
m=0 Pm

b + (1− PM
b ) Prt1 ∑

N−1
n=0 Pn

rt

]
; for N ≥ 1

= λ

[
1− PM

b
1− Pb

+ (1− PM
b ) Prt1

1− PN
rt

1− Prt

]
, (4.34)

where Pb is the backoff probability, Prt1 is the probability that the packet is
received in error at its first transmission attempt, and Prt is the probability
that the packet is received erroneously in a retransmission attempt. Based
on the above derivations, we are now able to mathematically express the
outage probability of CSMATXRX in the following theorem.

Theorem 4.6

The outage probability of CSMATXRX (in the absence of fading) with variable sens-
ing thresholds is given by

Pout(CSMATXRX) = PM
b +

(
1− PM

b

)
Prt1 PN

rt , (4.35)

where:

• Pb is the backoff probability, approximated by the solution to

P̃b = 1− e
−λ

(
1−P̃M

b +(1−P̃M
b ) P̃rt1

1−P̃N
rt

1−P̃rt

)
(πs2

t + πs2
r − Aol(st,sr))

, (4.36)

where Aol(st, sr) is given by Eq. (4.21).
• Prt = Prx + (1− Prx) Pduring is the probability that a packet is received in

error in a retransmission attempt. Prx is the probability that the packet is in

error at the start of each of its retransmissions, approximated by

P̃rx = 1− e
−λ

(
1−P̃M

b +(1−P̃M
b ) P̃rt1

1−P̃N
rt

1−P̃rt

)
π s2

, (4.37)

• Pduring is the probability that an error occurs at some t ∈ (0, T), approxi-

mated by

P̃during = 1− e
−λ

(
1−P̃M

b
1−P̃b

+(1−P̃M
b ) P̃rt1

1−P̃N
rt

1−P̃rt

)
Gactive(st,sr)

, (4.38)

107



4. PERFORMANCE IMPROVEMENT THROUGH ADVANCED CSMA

where Gactive(st, sr) is given by Eq. (4.33), with P(active|r, φ) and the an-
gles ν(r), ζ(r), and γ(r) given by

P(active|r, φ) = 1− 1
π

cos−1

(
r2 + 2R2 − s2

r − 2Rr cos φ

2R
√

r2 + R2− 2Rr cos φ

)
(4.39)

ν(r) = cos−1
(

r2 + 2Rst − s2
t

2Rr

)
∧ ζ(r) = cos−1

(
r2 − 2Rst − s2

t
2Rr

)

γ(r) = cos−1
(

r2 + R2 − s2
t

2Rr

)
.

• Prt1 = Prx|transmit + (1 − Prx|transmit) Pduring is the probability that the

packet is received in error at its first transmission attempt. Prx|transmit is the
probability that the receiver is in outage at the start of the packet, although

it decides to initiate its transmission, approximated by

P̃rx|transmit = Prx
Arx|transmit(st, sr, s)

π s2 , (4.40)

with Arx|transmit(st, sr, s) given by Eq. (4.32).

Optimization of the sensing thresholds is carried out in Subsection 4.2.4,
and comparison between the outage probability of CSMATXRX with the
other versions of CSMA is performed through simulations in Subsection
4.2.5.

4.2.3 Performance in the Presence of Fading

In this section, we again add fading effects to the path loss attenuation, as
described in Subsection 4.2.1. Due to the independence of the channel fad-
ing coefficients on distance, we now consider all the dominant interferers,
which are transmitters whose interference power can alone result in outage
for the packet under observation.

The outage probability expression in the case of fading is the same as
Eq. (4.35), with the difference that Pb, Prt1, and Prt are replaced by their av-
erage values with respect to the fading coefficients: Pb, Prt1, and Prt. More-
over, based on the same reasoning as in the case of non-fading networks,
the density of packets attempting to access the channel is

λTXRX
csma = λ

[
1− P

M
b

1− Pb
+ (1− P

M
b ) Prt1

1− P
N
rt

1− Prt

]
. (4.41)
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The probability that a transmitter-receiver pair, TX0-RX0, backs off is
given by the probability that the SINR at the start of the packet is below βt
at the transmitter, or below βr at the receiver, or both. Hence, we have

Pb = Pb1(βt) + Pb1(βr)− Pr(TX0 beg. ∩ RX0 beg.) (4.42)

Pb1(βt) (and similarly Pb1(βr)) is derived by using a modified version of
the guard zone concept, as described in Section 3.1. That is, with an SINR
constraint of β, the distance to the dominant interferer (given h00 and h0i)
is given in Eq. (3.4). Consequently, we have that the expected number of
dominant interferers within a distance s f (h00, h0i) away and with arrival
time during [−T, 0), is approximately: π λTXRX

csma s f (h00, h0i)
2. Assuming a

strictly interference-limited network (i.e., η ≈ 0) with Poisson distributed
packets, we have

Pb1(βt) ≈ 1− exp

{
−π λactive E

[
h

2
α

0i

]
E

[(
h00R−α

βt

)− 2
α

]}
, (4.43)

where λactive = λ

[
1− P

M
b + (1− P

M
b ) Prt1

1−P
N
rt

1−Prt

]
. The expectations in Eq.

(4.43) can be simplified by using the result given in Eq. (3.8).
To derive Pr(TX0 beg.∩ RX0 beg.), we refer to our geometrical analysis

again. Assuming that B(TX0, s f
t ) and B(RX0, s f

r ) are approximately circular
regions, as shown in Figure 4.8, we have after some manipulations

Pr(RX0 beg. ∩ TX0 beg.) (4.44)
= Pr(RX0 beg.)− Pr(TX0 beg.) · Pr(RX0 beg. | TX0 beg.)

= Pb1(βr)−
(
1− Pb1(βt)

)
Pb1(βr)

πs f 2

r − Aol(s f
t , s f

r )

πs f 2

r

.

Inserting this expression back into Eq. (4.42), yields the backoff probability
of CSMATXRX.

Once a transmission has been initiated, there is a probability Prx|transmit
that the packet is in error at the start of its first transmission attempt. Using
geometric arguments again, this probability is given as the probability that
an active interferer already exist on the plane inside B(RX0, s f ), that was not
detected during the backoff decision-making stage. That is, the interferer
TXi must have been located inside Arx|transmit(s f

t , s f
r , s f ), as shown by the

dark-shaded area in Figure 4.8.
To derive the probability that a packet goes into outage at some time

during its transmission, denoted by Pduring, we use the Poissonianity of
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interferers and apply the following expression:

Pduring = Eh00,hii

[
1− exp

{
−
∫∫

A
μ f r dr dφ

}]
. (4.45)

where μ f is the density of dominant interferers, TXi, for the packet at RX0,
and is derived as

μ f = E
[
density of active dominant interferers for RX0

]
= Pr (TXi placed at (x, y))× Pr(TXi−RXi activated |(x, y))

× Pr(TXi causes error at RX0|TXi active at (x, y))

= λTXRX
csma

(
1− e−

hiiR
−αrα

βt

)(
1− e−

hiiR−αrα

βr

)
e−

h00R−αrα

β . (4.46)

Based on the derivations given above, we arrive at the following theorem.

Theorem 4.7

The outage probability of CSMATXRX in the presence of Rayleigh fading with vari-
able sensing thresholds is given by

Pout(CSMATXRX) = P
M
b +

(
1− P

M
b

)
Prt1 P

N
rt , (4.47)

where:

• Pb ≈ Pb1(βt) +
(
1− Pb1(βt)

)
Pb1(βr)

πs f 2
r −Aol(s f

t ,s f
r )

πs f 2
r

is the average backoff

probability, where Pb1(βt) is the solution to

Pb1(βt) = 1− e
−λ

(
1−P

M
b +

(
1−P

M
b

)
Prt1

1−PN
rt

1−Prt

)
π R2 β2/α

t
2π/α

sin(2π/α) , (4.48)

Similarly, Pb1(βr) is given by replacing βt by βr in Eq. (4.48).
• Prt = Eh00

[
Prx +

(
1− Prx

)
Pduring(h00)

]
is the probability that a packet

is received in error in a retransmission attempt. Prx is the average prob-
ability that the packet is in error at the start of each packet, approximated

by

Prx = 1− e
−λ

(
1−P

M
b +

(
1−P

M
b

)
Prt1

1−PN
rt

1−Prt

)
π R2 β2/α 2π/α

sin(2π/α) , (4.49)

• Pduring(h00) is the probability that an error occurs at some t ∈ (0, T), ap-

proximated by

P̃during(h00) = 1− e
−λTXRX

csma

∞∫
0

2π

⎛
⎝1−e

−E[hii]R
−αrα

βt

⎞
⎠
⎛
⎝1−e

−E[hii]R
−αrα

βr

⎞
⎠e

− h00R−αrα

β r d

.
(4.50)
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• Prt1 = Eh00

[
Prx|transmit(h00) +

(
1− Prx|transmit(h00)

)
Pduring(h00)

]
is the

probability that the packet is received in error at its first transmission at-

tempt. Prx|transmit(h00) is the probability that the packet is received in error
at the start of its first transmission, approximated by

P̃rx|transmit(h00) = Prx Eh0i

[
Arx|transmit

(
s f

t (h00,h0i), s f
r (h00,h0i)

)
π s f (h00,h0i)2

]
, (4.51)

where s f (h00, h0i) is given by Eq. (3.4).

4.2.4 Optimizing the Sensing Thresholds

In order to find the optimal sensing thresholds of CSMATXRX, β
opt
t and β

opt
r ,

such that the outage probability is minimized, we must in principle dif-
ferentiate the outage probability expressions derived above with respect
to βt and βr , and set the derivatives equal to 0. However, because of the
complexity of our equations, this turns out to be a nontrivial task. Hence,
we attack our optimization problem from another angle: Using the perfor-
mance of CSMARX

2 as a reference point, we evaluate the outage probability
of CSMATXRX based on the change in the exposed and hidden node prob-
lems. For this, we first develop an understanding of the impact of trans-
mitter and receiver sensing on the hidden and exposed node problems.

4.2.4.1 Understanding the Hidden and Exposed Node Problems

In order to establish a fundamental understanding of the inherent hidden
and exposed node problems of CSMA, we solely focus on a non-fading
network. The hidden node problem of CSMA occurs during an active packet
transmission, when a newly arriving transmitter, TXi, is located too close to
the receiver under observation, RX0, while TXi and RXi are simultaneously
too far away from TX0 to detect its transmission. That is, TXi initiates its
transmission and causes error for the packet reception of RX0 because TX0
is hidden to it and its receiver. The probability of such an event ocurring is:

Pr(hidden node) ≈ Pr(RX0 mid. | TXi beg.∩ RXi beg.).

Now, the probability that TX0 is hidden to both TXi and RXi is less than
the probability that it is hidden only to RXi, which is the case in CSMARX.

2This protocol was evaluated in Section 4.1 for a variable sensing threshold. We assume
low density of transmissions, where the outage probability expressions are reasonable ap-
proximations.
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Hence, the transmitter sensing of CSMATXRX reduces the hidden node
problem, as the area around RX0 within which an interferer may be acti-
vated and cause outage, is reduced. For a non-fading network, this yields
the following approximation:

P̃during ≈ P̃RX
during −

(
1− e−λTXRX

csma Aol(st,sr)
)

, (4.52)

where Aol(st, sr) is the overlapping area of B(TX0, st) and B(RX0, sr), as
illustrated in Figure 4.8 and given by Eq. (4.21).

The exposed node problem occurs when a packet transmission is backed
off even though its transmission would not have contributed to any out-
ages. This is the case when TXi or RXi are located too close to the active
transmission of TX0, but far enough from RX0 to not cause outage. That is:

Pr(exposed node) ≈ Pr(TXi beg. ∪ RXi beg. | RX0 mid.).

The exposed node problem is a direct consequence of the transmitter mak-
ing the backoff decision, because if the receiver detects TX0’s transmission,
its decision to back off is legitimate. Hence, the exposed node problem oc-
curs when TXi is located inside B(TX0, st), and simultaneously outside of
B(RX0, s). Since it is TXi that is causing the outage, we consider its (and not
RX0’s) position. Compared to CSMARX, we have:

P̃b ≈ P̃RX
b +

(
1− e−λTXRX

csma (πs2
t−Aol(st,sr))

)
, (4.53)

where P̃RX
b is the backoff probability of CSMARX as derived in Section 4.1,

and Aol(st, sr) is given by Eq. (4.21).
In summary, the joint transmitter-receiver sensing of CSMATXRX results

in a decrease in the hidden node problem compared to CSMARX, while it
has the potential to increase the exposed node problem. The trade-off be-
tween these two problems allows us to derive the optimal sensing thresh-
olds of CSMATXRX.

4.2.4.2 Optimization in the Absence of Fading for M = 1 and N = 0

In a non-fading network, we note that Pout(CSMATXRX) is a convex function
of st and sr for low densities. As a simplified proof for this claim (which was
also proven for slotted ALOHA in Subsection 2.1.1), we note that the total
outage probability of CSMATXRX consists of the summation of error proba-
bility expressions, which are of the form Perror = 1− e−λTXRX

csma π s2
. Since the
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sum of convex functions is also convex, we concentrate on Perror. Differen-
tiating this expression twice with respect to s = {st , sr} yields

d2Perror

ds2 = 2π λTXRX
csma e−π λTXRX

csma s2
(1− 2 π λTXRX

csma ). (4.54)

For 2πλTXRX
csma < 1, we have that d2Pout

ds2 > 0, indicating convexity. Hence,
we may conclude that for low enough values of the density (where our
approximate expressions are reasonable), Pout is a convex function of s.

This means that in order to obtain β
opt
t and β

opt
r (equivalently sopt

t and
sopt

r ), we may minimize the outage probability with respect to each variable
separately. Starting from Eq. (4.35), we have that the derivative of the out-
age probability for arbitrary values of M and N with respect to the sensing
zone st (or equivalently sr) is

dPout(CSMATXRX)

dst
= M PM−1

b

(
1− PN+1

rt

) dPb

dst
(4.55)

+(N + 1) PN
rt (1− PM

b )(1− Prx)
dPduring

dst
,

where Prt = Prx + (1− Prx) Pduring. The probabilities Pb and Pduring are the
only ones dependent on st, and may be approximated by Eqs. (4.52) and
(4.53). The optimal value for st is then the solution to dPout(CSMATXRX)

dst
=

0 (with PRX
b and PRX

during as given in Theorem 4.2), which must be solved
numerically.

In order to find simpler expressions for the optimal values of st and sr,
we consider the particular case of M = 1 and N = 0. This yields

Pout(CSMATXRX) =

{
Prx + (1− Prx) Pduring ; sr < s

Pb + (1− Pb) Pduring ; otherwise
(4.56)

Firstly, we recall from Section 4.1 that the optimum sr that minimizes the
outage probability of CSMARX (which Eqs. (4.52) and (4.53) are based on)
is sopt

r = s, which corresponds to β
opt
r = β. The intuition behind this is as

follows:

• For sr < s ⇒ B(RX0, sr) < B(RX0, s) ⇒ lower probability of backoff
⇒ higher probability that outage occurs during an active transmis-
sion. In addition, the reduction in the backoff probability does in
fact not result in a reduction in the total outage probability, because
even though B(RX0, sr) < B(RX0, s), any active transmissions inside
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B(RX0, s) upon the arrival of TX0-RX0 will contribute to the outage.
Hence, if sr < s, the total outage probability will be higher than its
minimum value.

• For sr > s ⇒ B(RX0, sr) > B(RX0, s) ⇒ higher probability of backoff
⇒ lower probability that outage occurs during an active transmis-
sion. However, this decrease is less than the increase in the backoff
probability, because the change in the area of B(RX0, sr) is larger than
the decrease in the circumference of the circle around TXi where RXi
can be located. Hence, the total outage probability increases as sr in-
creases beyond s.

Now, assuming that sopt
r = s, we have that Pout(CSMATXRX) is a func-

tion of st only. In order to derive the optimal sensing radius of the trans-
mitter, sopt

t , we use Eqs. (4.52) and (4.53). Moreover, we note that P̃RX
b and

P̃RX
during are functions of s and sr only (and not of st), which yields:

Pout(CSMATXRX)

dst
= (1− Pduring)

dPb

dst
+ (1− Pb)

dPduring

dst

= −(1− Pb) λ e−λAol(st,s
opt
r ) dAol(st, sopt

r )

dst
(4.57)

+(1−Pduring)λe−λ(πs2
t−Aol(st,s

opt
r )) d

dst
(πs2

t−Aol(st, sopt
r )).

Setting this derivative equal to 0, we obtain:

(1− Pb)e−λAol(st,s
opt
r ) dAol(st, sopt

r )

dst
(4.58)

−(1− Pduring)e−λ(πs2
t−Aol(st,s

opt
r ))

(
2πst − dAol(st, sopt

r )

dst

)
= 0

Note that for sr = s ≈ R, we have: dAol(st,sr)
dst

= 2st cos−1 ( st
2R

)
. For s ≤ R,

we have that sopt
t = 0, i.e., it is beneficial to have no transmitter sensing at

all, as is the case in CSMARX. For s > R, sopt
t is found numerically as the

nonzero solution to Eq. (4.58), which is plotted in Figure 4.9 for β = 10
dB. The reason we apply a high value for β (compared to the value of 0 dB
that has been applied before), is to emphasize the benefit of the transmitter
sensing. If β is small, such that s ≤ R, then we have that β

opt
t = 0, and

CSMATXRX will not provide any benefit over CSMARX.
The point where the outage probability is decreasing at its highest rate,

i.e., the minimum point of dPout(CSMATXRX)
dst

, occurs for st = s− R. This corre-
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Figure 4.9: Derivative of the outage probability of CSMATXRX for λ = 0.01,
β = 10 dB, M = 1, and N = 0.

sponds to βt =
(

β1/α − 1
)α

, which is in fact the optimal sensing threshold
for CSMATX, and is in accordance with the result obtained in [73]. For
this value of βt, B(RX0, s) covers B(TX0, st) completely, meaning that the
transmitter sensing of CSMATXRX introduces no additional exposed node
problem, while it at the same time provides some protection for its receiver,
thus reducing the hidden node problem. For s ≥ R, st can be increased up
to (s− R) without introducing any exposed node problems, meaning that
in CSMATXRX we always have that β

opt
t ≥ (

β1/α − 1
)α

.

4.2.4.3 Optimization in the Presence of Fading for M = 1 and N = 0

In the case of fading, the optimization problem becomes more complicated,
as we can no longer translate it to a distance problem. Intuitively, we
would expect CSMATXRX to yield an optimal performance when βr = β

and βt = 0. The reason for this is as follows:

• If βr > β, the exposed node problem is increased, while the hidden
node problem is not reduced (because we do not consider the
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aggregate interference power in our derivations). On the other hand,
if βr < β, there is no exposed node problem, but the hidden node
problem is higher than when βr = β. Hence, β

opt
r = β.

• Next, we evaluate the benefit that the transmitter sensing of
CSMATXRX provides. Since we have that the channel coefficient from
TX0 to an interfering transmitter TXi is independent from the channel
coefficient from TX0 to RXi, it means that the decision-making of the
TXi based on its own channel does not provide much benefit for the
packet reception at its receiver in terms of the hidden node problem.
In fact, the transmitter’s decision to back off from transmission,
when its receiver wishes to activate it, is only adding to the exposed
node problem. Hence, β

opt
t = 0.

In order to validate the reasoning given above, we evaluate the deriva-
tive of the outage probability in the presence of fading for M = 1 and
N = 0;

dPout(CSMATXRX)

dβt
≈ (

1− Pduring
) dPb

dβt
+
(
1− Pb

) dPduring

dβt
= 0. (4.59)

Firstly, we find the derivative of Pduring;

dPduring

dβt
= 2π λ Eh00

[
e
−λ

∫ ∞

0 2π

⎛
⎝1−e

−E[hii]R
−αrα

βt

⎞
⎠
⎛
⎝1−e

−E[hii]R
−αrα

βr

⎞
⎠e

− h00R−αrα

β r dr

(4.60)

×
∫ ∞

0

(
1− e−

E[hii]R
−αrα

βt

)
e−

E[hii]R
−αrα

βr e−
h00R−αrα

β

(
−E[hii]R−αrα

β2
t

)
r dr

]
.

For the backoff probability, Pb, as given by Theorem 4.7, we obtain

dPb

dβt
=

dPb1(βt)

dβt
+
(
1− Pb1(βt)

)
Pb1(βr) Eh00,h0i

[
1

πs f 2

r

dAol(s f
t , s f

r )

dβt

]

−dPb1(βt)

dβt
Pb1(βr) Eh00,h0i

[
1− Aol(s f

t , s f
r )

πs f 2

r

]
, (4.61)

where Aol(s f
t , s f

r ) is given by Eq. (4.21). Now note that when (M, N) =
(1, 0), Pb1(βt) may be expressed by the Lambert function W0(·), as given
below:

Pb1(βt) = 1− 1

πλR2β2/α
t

2π/α
sin(2π/α)

W0

(
πλR2β2/α

t
2π/α

sin(2π/α)

)
. (4.62)
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Figure 4.10: Derivative of the outage probability of CSMATXRX in a fading
network as a fucntion of βt, for β = 0 dB.

Setting x = πλR2β2/α
t

2π/α
sin(2π/α) , we have that

dPb1(βt)

dβt
=
W0(x)

x2 − 1
x
· W0(x)

x[1 +W0(x)]
=

W0(x)2

x2 [1 +W0(x)]
. (4.63)

Inserting these expressions back into Eq. (4.59), we can find the optimal
value of βt numerically. This is shown in Figure 4.10, where dPout(CSMATXRX)

dβt

is plotted as a function of βt for various values of βr. β
opt
t is potentially the

point where the derivative of Pout(CSMATXRX) becomes 0. As expected,
we see that dPout(CSMATXRX)

dβt
is positive for all βt, meaning that it is always

an increasing function of βt. In other words, the outage probability of
CSMATXRX in the presence of fading is minimized for β

opt
r = β and β

opt
t = 0.

4.2.5 Numerical Results

The derived results of Subsections 4.2.2 and 4.2.3 are validated through
Monte Carlo simulations. We set the transmitter-receiver distance R = 1
m, path loss exponent α = 4, and fading parameter ζ = 1. In the case of
non-fading, the averaging is performed over 10000 packets, while in the

117



4. PERFORMANCE IMPROVEMENT THROUGH ADVANCED CSMA

10−2 10−1 100

10−2

10−1

100

Spatial packet arrival density, λ

P
ro

ba
bi

lit
y 

of
 O

ut
ag

e

Simulated CSMA−TXRX
Analytical CSMA−TXRX
Analytical CSMA−RX

M = 1, N = 0

M = 2, N = 1

Figure 4.11: Outage probability of CSMATXRX in a non-fading network with
βt = βr = β = 0 dB.

fading network, 4000 packets are considered (due to memory constraints
in MATLAB).

In Figures 4.11 and 4.12, the outage probability of CSMATXRX and
CSMARX (for the sake of comparison) is plotted as a function of the packet
arrival density λ, for non-fading and fading networks, respectively. Firstly,
our analytical expressions are validated as they follow the simulation re-
sults tightly. Secondly, we observe that as the density increases, so does
the outage probability, until the network reaches a point of saturation,
where Pout ≈ 1. By increasing the number of backoffs and retransmis-
sions, significant performance gain can be obtained. For low densities with
(M, N) = (2, 1), the outage probability is up to 10 times less than when
(M, N) = (1, 0). Thirdly, the addition of transmitter sensing in CSMATXRX
does not appear to provide any improvement compared to CSMARX. In
fact, CSMARX outperforms CSMATXRX by up to 20% in non-fading net-
works and up to 50% when fading is present. This is due to the exposed
node problem caused by the transmitter sensing. That is, when M is small,
the protection that the transmitter sensing provides does not counterbal-
ance the backoff probability increase it generates.
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Figure 4.12: Outage probability of CSMATXRX in a fading network with
βt = βr = β = 0 dB.

In Figure 4.13, the outage probability of CSMATXRX is plotted as a func-
tion of the sensing thresholds, βt and βr , for a fixed low density of λ = 0.01,
β = 10 dB, and (M, N) = (1, 0). The plot shows that β

opt
r = β and β

opt
t = 5.8

dB, which is also obtained by numerically solving Eq. (4.58), thus confirm-
ing our conclusions from Subsection 4.2.4.2. Similarly, in Figure 4.14, the
outage probability of CSMATXRX is considered in a fading network with
λ = 0.03, β = 0 dB, and (M, N) = (1, 0). Again, our derivations from
Subsection 4.2.4.3 are confirmed, i.e., β

opt
r = β = 0 dB and β

opt
t = 0.

The impact of the number of backoffs, M, is illustrated in Figure 4.15,
where the receiver sensing threshold is assumed to be constant, βr = 0 dB,
while the transmitter sensing threshold and M are optimized jointly. As
expected, the outage probability decreases monotonically with M. For each
M, there is a different value for β

opt
t , although the range of this is very small.

Hence, we conclude that the result of Eq. (4.58) to find sopt
t analytically for

M = 1, can be applied as an approximation for other values of M as well.
Figure 4.16 emphasizes the effect of M on the outage probability of

CSMATXRX, as compared to CSMATX and CSMARX. In this plot, we set
N = 0 and a high density of λ = 0.1 is chosen. When only M = 1 channel
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Figure 4.13: Outage probability of CSMATXRX as a function of the sens-
ing thresholds, for a non-fading network with λ = 0.01, β = 10 dB and
(M, N) = (1, 0).
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Figure 4.14: Outage probability of CSMATXRX as a function of the sensing
thresholds, for a fading network with λ = 0.03, β = 0 dB, and (M, N) =
(1, 0).
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Figure 4.15: Outage probability of CSMATXRX as a function of βt and M, for
a non-fading network with λ = 0.1, β = βr = 0 dB, and N = 0.

sensing is allowed before the packet is dropped, CSMATXRX exhibits up to
10% higher outage probability than CSMARX and up to 20% lower outage
probability than CSMATX. As M increases, the benefit of the joint chan-
nel sensing of CSMATXRX becomes more evident; for M = 4, CSMATXRX
outperforms CSMARX by 40% and CSMATX by a factor 2. Hence, we con-
clude that by applying joint transmitter-receiver sensing in a network with
M > 1, the outage performance of CSMA can be improved beyond that of
CSMARX. Moreover, the optimal sensing thresholds are β

opt
r = β and β

opt
t

is found approximately by solving Eq. (4.58).
The impact of retransmissions is opposite to that of backoffs. As seen

from Figure 4.17, where the outage probability is plotted for a fixed den-
sity of λ = 0.03 and M = 2 backoffs, the outage probability of CSMARX
reduces below that of CSMATXRX, as the number of retransmissions, N, in-
creases. E.g., when (M, N) = (2, 0), CSMATXRX outperforms CSMARX by
10%, while for (M, N) = (2, 3), we have 20% higher outage probability for
CSMATXRX than for CSMARX. While significant gain is obtained by increas-
ing N from 0 to 2, little benefit is observed for N > 2. Note that we have
included results on the impact of M and N only in non-fading networks, as
similar conclusions are drawn from fading networks.
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Figure 4.16: Outage probability of CSMATXRX as a function of the number
of backoffs, M, for a non-fading network with λ = 0.1 and N = 0.
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Figure 4.17: Outage probability of CSMATXRX as a function of the number
of retransmissions, N, for a non-fading network with λ = 0.03 and M = 2.
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SUMMARY

4.3 Summary

In this chapter, we proposed modifications to the CSMA protocol in order
to improve the performance of point-to-point wireless ad hoc networks.
For the proposed schemes, both non-fading and fading networks are con-
sidered, and Monte Carlo simulations are generated to validate the derived
outage probability expressions.

Firstly, we optimize the sensing threshold based on which the backoff
decision is made. We observe that for CSMATX there is no advantage in
allowing for channel sensing when the density is low, whereas a 50% re-
duction in the outage probability can be obtained in CSMARX, by setting
β

opt
b = β. For higher densities, the significance of optimizing the sensing

threshold becomes evident also in CSMATX, reducing the outage probabil-
ity by up to 40% (for (M, N) = (2, 1)). The optimal sensing threshold βb
is derived to be equal to β, although the simulations reveal it to be slightly
greater than β at high densities. This is because a greater βb provides more
protection against the aggregate interference from the transmitters outside
B(RX0, s), which is more severe at higher densities.

Next, we propose a modification to the CSMA protocol, CSMATXRX,
where the transmitter and receiver both sense their channels and jointly
make the backoff decision. This protocol is denoted as CSMATXRX, and its
outage probability is derived. Furthermore, the optimal sensing thresholds
for both the transmitter and receiver are found, and an understanding is
established for how these optimal thresholds balance between the inher-
ent hidden and exposed node problems of CSMA. It is shown that using
optimal sensing thresholds can provide significant performance gain for
all transmission densities. Moreover, when multiple backoffs are allowed,
CSMATXRX outperforms CSMARX. E.g., when M = 4, this improvement is
40%.
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Chapter 5

Performance Improvement
Through Bandwidth
Partitioning

The concept of bandwidth partitioning is a well-studied topic. This tech-
nique is concerned with dividing the system bandwidth into smaller parti-
tions, called subbands, with the aim of reducing the amount of interference
detected for each user. Within uncoordinated decentralized networks, op-
timization of the frequency reuse has been studied in many works, such as
[76] and [77], and references therein. In [78], the authors evaluate the trade-
offs between the time-bandwidth product of the signals and the amount of
power that must be transmitted to achieve reliable communication. In [79],
the tradeoff between the bandwidth utilized and the achieved spectral ef-
ficiency per transmission has been studied within the context of centrally-
planned cellular networks. Moreover, in a one-dimensional, evenly spaced,
multi-hop wireless network, the issue of frequency reuse is assessed in
[80]. Although some similar general insights are derived in the above-
mentioned works, the obtained results do not apply to irregular decentral-
ized systems, such as ad hoc or unlicensed networks.

In the context of decentralized networks, the performance of multi-
channel wireless networks is investigated in [81–83]. In [81], MAC layer
protocols are introduced for efficient utilization of the multiple channels
available. However, [81] considers coordinated networks, as opposed to
our treatment of uncoordinated networks. The work of [82] proposes al-
gorithms for dynamic bandwidth allocation for cognitive radio networks.
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5. PERFORMANCE IMPROVEMENT THROUGH BANDWIDTH PARTITIONING

Perhaps the closest work to ours is that of [83], where the number of simul-
taneous transmissions in a multiuser decentralized network is maximized
by optimizing the number of subbands the system bandwidth is divided
into. In both [81] and [83], however, only ALOHA-like protocols are con-
sidered, whereas in our work, we take a step further to also consider the
performance of CSMA-like protocols.

In the following, we introduce bandwidth partitioning into our ad hoc
network, both with and without fading, and we obtain the optimal num-
ber of subbands that minimizes the outage probability using different MAC
protocols. The work of this chapter is partly published in [84] and submit-
ted to IEEE Trans. on Communications [85].

5.1 System Model

Our system model considers, as before, a mobile network where
transmitter-receiver pairs are located randomly on a plane according to a
2-D Poisson point process (PPP) with density λs [nodes/m2]. Packets ar-
rive at each transmitter according to a 1-D temporal PPP with density λt

[packets/sec/node]. Upon the arrival of each packet it is transmitted to its
destination located a fixed distance R away. The transmit power ρ is fixed
for all users, and each packet has a fixed length of T [sec]. The system band-
width W is uniformly partitioned into K ≥ 1 subbands. Each packet uses
a single subband for its transmission, where K = 1 indicates that each user
employs the entire bandwidth. Based on this model, the spatial density
of new packet arrivals during [0, T) is given by λ = λsλtT [packets/m2],
while the spatial density of packets transmitting within the same subband is
given as λ

K .
Packet transmissions are initiated across one subband according to ei-

ther the ALOHA or CSMA MAC protocols. In order to account for the
impact that bandwidth partitioning has on all network parameters (i.e., not
only the interference), we now turn our attention to the channel capacity. In
the ALOHA protocol, a packet is received erroneously and must be retrans-
mitted, if the channel capacity, C, is below the transmission rate required
for correct reception of a packet, Rreq. After N retransmissions, the packet
is dropped. In the CSMA protocol, channel sensing is performed at the be-
ginning of each packet. If this is below Rreq,b (which can be equal to Rreq, as
we initially assume in Section 5.2)1, the packet is backed off a random time.
This is repeated at most M times, before the packet is dropped and counted

1The subscript b denotes that this threshold is used for the backoff decision making.
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to be in outage. Once a packet transmission is initiated, but the capacity is
below Rreq during its transmission, the packet is received in error and must
be retransmitted. Each packet is given a maximum of N retransmission
attempts, before the packet is counted to be in outage.

Note that our traffic model consists of highly mobile node pairs, mean-
ing that different and independent sets of nodes are observed on the plane
from one slot (of length T) to the next. Upon retransmission of a packet,
it is treated as a new packet arrival, i.e., it is placed in a new location and
assigned a new subband, resulting in no spatial correlations between trans-
mission attempts. Moreover, the waiting time between each transmission
attempt, twait, is by design ensured to be more than T, which in addition to
the high mobility assumption, results in no temporal correlations between
retransmission attempts. For more explanations regarding the traffic gen-
eration model, please refer to Section 2.1.

For the channel model, we again consider two cases: I) only determin-
istic path loss attenuation effects (with exponent α > 2), and II) path loss
attenuation in addition to fading effects. The former yields

SINRi =
ρR−α

η/K + ∑i ρr−α
i

, (5.1)

where ri is the distance between the node under observation (this could be
either the transmitter or receiver of the packet we are considering) and the
i-th interfering transmitter, and the sum is over all active interferers on the
plane. η

K is the noise observed in each subband
Adding fading effects to the deterministic path loss attenuation effects,

in the same manner as was done in Subsection 3.1.1, results in

SINR f
i =

ρR−αh00

η/K + ∑i ρr−α
i h0i

, (5.2)

where h00 represents, as before, the fading effects between the receiver un-
der observation and its own transmitter. ri and h0i are, respectively, the
distance and fading coefficient between the node under observation and
the i-th interfering transmitter.

As bandwidth partitioning affects the amount of information that can
be carried over a channel, we start with a different definition for the out-
age probability2 than has been considered thus far. Based on the Shannon
capacity formula for AWGN channels [17], we may express the probability

2This was briefly given by Eq. (1.2) in the Introduction.
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of an erroneous packet reception as

Perror = Pr
[C ≤ Rreq

]
= Pr

[
W
K

log(1 + SINR) ≤ Rreq

]
= Pr

[
SINR ≤ 2KRreq/W − 1

]
. (5.3)

where the SINR is given by Eq. (5.1) in non-fading networks and by Eq.
(5.2) for fading networks. This means that packet i is received erroneously
if its SINR at the receiver falls below the SINR threshold, β(K), given as

β(K) = 2KRreq/W − 1, (5.4)

where KRreq/W is the required spectral efficiency of the system. In the case
of CSMA, we also define βb(K) = 2NRreq,b/W − 1, where Rreq,b is applied for
backoff decision making of the transmitter in CSMATX and the receiver in
CSMARX.

5.2 Performance in the Absence of Fading

In this section, we assume no fading effects in the channel, i.e., the signal
degradation is only due to path loss, resulting in an SINR given by Eq. (5.1).
Denote the channel capacity in the backoff decision making stage of CSMA
by C0, and the capacity at some t ∈ [0, T) by Ct. The outage probability of
ALOHA and CSMA can then be given by

Pout(ALOHA) = Pr
[Ct < Rreq N + 1 times

]
, (5.5)

Pout(CSMA) = Pr
[C0 < Rreq,b M times ∪ Ct < Rreq N + 1 times

]
.

In the following subsections, we derive expressions for the outage prob-
ability of the ALOHA and CSMA protocols in their various incarnations.

5.2.1 The ALOHA Protocol

In slotted ALOHA, packet transmissions are initiated at the start of the next
time slot after they have been formed, unconditioned on the quality of the
channel. Given the probability of a packet being retransmitted within a
randomly selected subband is Prt,s(K), the density of packets on the plane
within the same subband (when the network is in a steady state) is

λslotted(K) =
λ

K

[
1 + Prt,s(K) + Prt,s(K)2 + ... + Prt,s(K)N

]
=

λ

K
1− Prt,s(K)N+1

1− Prt,s(K)
. (5.6)
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In order to derive the outage probability, we employ the concept of
guard zones, as was also used earlier in this thesis. Given that the band-
width is divided into K subbands, we derive the distance to the single clos-
est interferer that would cause the SINR to fall just below the threshold
β(K), to be

s(K) =

(
R−α

β(K)
− η(K)

ρ

)− 1
α

, (5.7)

where η(K) = η
K is the noise observed in each subband, and β(K) is

given by Eq. (5.4). In a strictly interference-limited system, we may set
η(K) = 0 resulting in s(K) = Rβ(k)1/α . In the same manner as be-
fore, denote the circle of radius s(K) around the receiver under observa-
tion, RX0, by B(RX0, s(K)). If one or more interferers are located inside
B(RX0, s(K)) and within the same subband as RX0 at some t ∈ [0, T), the
packet is received erroneously. Knowing that interferers are Poisson dis-
tributed with density λslotted(K) within each subband, we employ the ex-
pression Prt,s(K) = 1 − e−E[# of interferers inside B(RX0,s(K)) in RX0’s subband]. This
yields a tight lower bound to the error probability of slotted ALOHA [18].
Allowing for N retransmission attempts for each packet, we arrive at the
following theorem.

Theorem 5.1 (Slotted ALOHA)
The outage probability of slotted ALOHA (in the absence of fading), when

the bandwidth is divided into K subbands, may be lower bounded by
Plb

out(Slotted ALOHA) = PN+1
rt,s (K), where Prt,s(K) is the solution to

Prt,s(K) = 1− exp
{
−λ

K
1− Prt,s(K)N+1

1− Prt,s(K)
π s(K)2

}
. (5.8)

with s(K) as given by Eq. (5.7).

In unslotted ALOHA, there is no slotting of time, meaning that packets
are transmitted as soon as they are formed. This degrades the probability
of correct packet reception as a packet can now either be in error upon
its arrival at t = 0, or an error can occur during its transmission at some
t ∈ (0, T). This yields the following theorem.

Theorem 5.2 (Unslotted ALOHA)

The outage probability of unslotted ALOHA (in the absence of fading),
when the bandwidth is divided into K subbands, may be lower bounded by
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Plb
out(Unslotted ALOHA) = Prt,u(K)N+1, where Prt,u(K) is the solution to

Prt,u(K) = 1− exp
{
−2

λ

K
1− Prt,u(K)N+1

1− Prt,u(K)
π s(K)2

}
. (5.9)

with s(K) as given by Eq. (5.7).

Note that when K increases, so does β(K) (as to uphold a constant Rreq
when the size of a subband decreases). This corresponds to an increase in
s(K), which means that a greater area around the receiver must be free of
interferers in order to avoid an erroneous packet reception. However, a
greater K also means that there are fewer interferers within each subband.
Hence, there is clearly a trade-off between the density of packets and the
robustness against interference for a correct packet reception.

In a network where no retransmissions are allowed, we can analytically
assess the optimal number of subbands, Kopt, that minimizes the outage
probability. For simplicity of the analysis, we assume a strictly interference-
limited system, i.e., s(K) = R2 (2KRreq/W − 1)2/α. For the moment, treating
K as a non-integer, and setting the derivative of Pout(Slotted ALOHA) with
respect to K equal to 0, we obtain:

d
dK

(
1− exp

{
−λ

K
π R2 (2KRreq/W − 1)2/α

})
= 0

1− 2 ln(2)

α

K Rreq

W
− 2−KRreq/W = 0. (5.10)

The solution to Eq. (5.10) is given in terms of the Lambert function, W0(·)
[54];

Kopt =
W

2Rreq ln(2)

[
α + 2W0

(
−1

2
α e−α/2

) ]

=
W

Rreq ln(2)

[
α

2
+

∞

∑
n=1

(−n)n−1

n!

(
−α

2
e−α/2

)n
]

, (5.11)

Kopt is the same for both slotted and unslotted ALOHA, due to the fact that
the total number of interferers in both systems is the same when N = 0.
For N > 0, we are not able to find Kopt analytically, and so we rely on
simulations for this.

5.2.2 The CSMA Protocol With Random Selection of a Subband

In this subsection, we assume that each transmitter makes a random se-
lection of one subband to transmit each of its packets over. Moreover,
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we assume that the required transmission rate is the same for the back-
off decision making and for correct packet reception at the receiver, i.e.,
Rreq,b = Rreq. Hence, the SINR sensing threshold and the SINR communi-
cation threshold are also equal, βb(K) = β(K).

Denote the SINR at the start of the packet by SINR0 and the SINR at
some t ∈ [0, T) by SINRt. Based on Eq. (5.5) we have

Pout(CSMA) = Pr [SINR0 < βb(K)]M +
(

1− Pr [SINR0 < βb(K)]M
)

× Pr
[
SINRt < β(K) at 1st attempt

]
Pr [SINRt < β(K)]N. (5.12)

The density of packets attempting to access each subband is

λcsma(K) =
λ

K

[
1− Pb(K)M

1− Pb(K)
+ (1− Pb(K)M) Prt1(K)

1− Prt(K)N

1− Prt(K)

]
, (5.13)

where Pb(K) is the backoff probability, Prt1(K) is the probability that the
packet is received in error at its first transmission attempt (once it has been
activated), and Prt(K) is the probability of erroneous reception in a retrans-
mission attempt. Each of these probabilities will be derived by using the
concept of guard zones, as described in Subsection 5.2.1 for ALOHA.

In CSMATX, the transmitter senses the channel and makes the backoff
decision based on the estimation of the SINR at its receiver. To derive the
backoff probability, we assume that the number of active interferers on the
plane follows a PPP (which is proven by the simulation results to be rea-
sonable). The density of active packets on the plane, once the network is in
a steady state, is

λactive(K) =
λ

K

[
1− Pb(K)M + (1− Pb(K)M) Prt1(K)

1− Prt(K)N

1− Prt(K)

]
. (5.14)

The reason only the first term is multiplied by (1− Pb(K)) is that once a
transmitter-receiver pair has decided to transmit, it does not make a new
decision in the case of retransmissions. Hence, the number of channel ac-
cesses due to retransmissions is not reduced by a factor (1− Pb(K)). Ap-
plying the outage probability expression for PPPs, we have that Pb(K) =
1− e−E[# of interferers in a subband].

For more details on the derivation of the outage probability of CSMA,
in particular when the sensing and communication thresholds are different,
we refer the reader to Section 4.1. With βb = β and based on the above
derivations, we reach the following theorem.
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Theorem 5.3 (CSMATX)
The outage probability of CSMATX (in the absence of fading), when the bandwidth

is divided into K subbands, is given by

Pout(CSMATX) = Pb(K)M +
(

1− Pb(K)M
)

Prt1(K) Prt(K)N, (5.15)

where:

• Pb(K) is the backoff probability, approximated by the solution to

P̃b(K) = 1− e
−π s(K)2 λ

K

(
1−P̃b(K)M+(1−P̃b(K)M) P̃rt1(K)

1−P̃rt(K)N

1−P̃rt(K)

)
, (5.16)

where s(K) is given by Eq. (5.7).
• Prt(K) = Pb(K) + (1− Pb(K)) Pduring(K) is the probability that a packet

is received in error during a retransmission attempt. Pduring(K) is the prob-

ability that the error has occurred at some t ∈ (0, T), approximated by

P̃during(K) = 1− e
− ∫ s(K)

s(K)−R λTX
csma(K)

[
2π−2 cos−1

(
r2+R2−s(K)2

2Rr

)]
r dr

, (5.17)

with λTX
csma(K) given by Eq. (5.13).

• Prt1(K) = Prx|transmit(K) +
(
1− Prx|transmit(K)

)
Pduring(K) is the proba-

bility that the packet is received in error at its first transmission attempt.
Prx|transmit(K) is the probability that the received packet is in outage upon

arrival, approximated by

P̃rx|transmit(K) = P̃b(K)

[
1− 2

π
cos−1

(
R

2s(K)

)
+

R
πs(K)

√
1− R2

4 s(K)2

]
.

In CSMARX, the receiver senses the channel and makes the backoff de-
cision based on the measured SINR. The outage probability of this version
of CSMA, is derived in the same manner as for CSMATX, with the main dif-
ference that once a packet is activated, it is certain to not be in error at the
start of its first transmission. Extending the results of Chapter 2, we obtain
the following theorem.

Theorem 5.4 (CSMARX)

The outage probability of CSMARX (in the absence of fading), when the bandwidth
is divided into K subbands, is given by Eq. (5.15), where:
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• Pb(K) is the backoff probability, approximated by the solution to Eq. (5.16).
• Prt(K) = Pb(K) + (1− Pb(K)) Pduring(K) is the probability that a packet

is received in error in a retransmission attempt, with Pduring(K) approxi-
mated by

P̃during(K) = 1− e−
∫ s(K)

s(K)−R

∫ 2π−ν(r)
ν(r) λRX

csma(K) P(active|r,φ) r dφ dr, (5.18)

with P(active|r, φ) and ν(r) given by

P(active|r, φ) = 1− 1
π

cos−1

(
r2 + 2R2 − s(K)2 − 2Rr cos φ

2R
√

r2 + R2− 2Rr cos φ

)

ν(r) = cos−1
(

r2 + 2Rs(K)− s(K)2

2Rr

)
. (5.19)

• Prt1(K) = Pduring(K) is the probability that the packet is received in error
at its first transmission attempt. The density of packets attempting to access

the channel is given by Eq. (5.13), with Pb(K), Prt(K), and Prt1(K) given
above.

Note that because of the inter-dependence between Pb(K), Pduring(K),
and λcsma(K) in both the theorems given above, their values are found
through numerical iterations. The procedure for this was explained in Sec-
tion 2.4.

5.2.3 The CSMA Protocol With Sensing Across Subbands

In the following, we improve the performance of our multi-band system
by allowing the nodes to sense the channel conditions across all subbands
first, in order to locate those (if any) subbands where the SINR is above the
required threshold βb(K). In this section, we assume that βb(K) = β(K).3

Then the sensing node makes a random selection of one subband from this
chosen set, over which it initiates its packet transmission. Due to this ran-
dom selection of a subband among those that have a measured SINR above
β(K), we may still assume that the number active of nodes within each
subband follows a PPP. This is an approximation that our simulation re-
sults will show to be reasonable. Consequently, a packet is backed off if it
does not find any subbands where its SINR ≥ β(K). Such sensing across

3For results on the outage probability when βb(K) �= β(K), please refer to Section 4.1.
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the entire bandwidth is expected to reduce the outage probability, at the ex-
pense of increased complexity and cost of implementation of the hardware.
Note that once a transmission is initiated, no further sensing is performed
across subbands if a packet has to be retransmitted. With sensing across
all subbands, the outage probability of CSMA is given by the following
theorem.

Theorem 5.5 (CSMATX and CSMARX)
The outage probability of CSMA (in the absence of fading), when channel sensing

is performed across all K subbands prior to transmission, is given by

Pout(CSMA) = Pb(K)KM +
(

1− Pb(K)KM
)

Prt1(K) Prt(K)N, (5.20)

where:

• Pb(K) is the backoff probability within each subband, and is approximated
by the solution to

P̃b(K) = 1− e
−π s(K)2 λ

K

(
1−P̃b(K)MK+(1−P̃b(K)MK) P̃rt1(K)

1−P̃rt(K)N

1−P̃rt(K)

)
, (5.21)

• Prt1(K) and Prt(K) are given in Theorem 5.3 for CSMATX and in Theorem
5.4 for CSMARX.

• The density λcsma(K) = {λTX
csma(K), λRX

csma(K)} is given as

λcsma(K) =
λ

K

[
1− Pb(K)MK

1− Pb(K)K +
(

1− Pb(K)MK
)

Prt1(K)
1− Prt(K)N

1− Prt(K)

]
,

(5.22)

As we will see in Section 5.4, such sensing across subbands provides sig-
nificant performance gain, in particular when K increases. Such improve-
ment is obtained at the expense of increased hardware complexity.

5.3 Performance in the Presence of Fading

In this section, we add fading effects to the channel model, as described in
Section 5.1. In particular, we consider Rayleigh fading, as this is the only
distribution that provides closed form expressions for the error probability
[65]. As also mentioned earlier, due to the distance-independence of the
channel fading coefficients, the closest interferer does not necessarily cause
error in the reception of a packet. Instead, we again consider the dominant
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interferer, which is a single interferer whose received interference power
alone is strong enough to result in an erroneous reception for the packet
under observation.

Due to the Poisson distribution of interferers in space, we may express
the probability that an erroneous packet reception occurs as

P f
error(K) = Pr

[
SINR ≤ 2KRreq/W − 1

]
≥ Eh00,h0i

[
1− e−Average number of dominant interferers

]
≈ 1− e−Eh00,h0i

[ Average number of dominant interferers ]. (5.23)

In the following subsections, we present the derived expressions for
the outage probability of the different flavors of the ALOHA and CSMA
protocols by applying the error probability expression given in Eq. (5.23).

5.3.1 The ALOHA Protocol

Following a modified version of the guard zone concept, in the same man-
ner as in Section 3.1, define s f (h00, h0i) as the distance to the strongest inter-
ferer on the plane. With K subbands and an SINR requirement of β(K), as
given in Eq. (5.4), we have

s f (h00, h0i) = h1/α
0i

(
h00R−α

β(K)
− η(K)

ρ

)−1/α

. (5.24)

Consequently, the expected number of dominant interferers within a dis-
tance s f (h00, h0i) away and with arrival time during [−T, 0), is

Iavg = π λslotted(K) s f (h00, h0i)
2, (5.25)

where λslotted(K) is given by Eq. (5.6) with Prt(K) replaced by its expected
value with respect to h00 and h0i, as derived in the following. Considering a
strictly interference-limited channel and inserting Eq. (5.25) into Eq. (5.23),
yields

P f
error(K) ≈ 1− exp

{
−π λslotted(K) E

[
h

2
α

0i

]
E

[(
h00R−α

β(K)

)− 2
α

]}
, (5.26)

Furthermore, knowing that for Rayleigh fading channels, E

[
h−2/α

00

]
and

E

[
h2/α

0i

]
are Gamma functions, we apply the result of Eq. (3.8). By allow-

ing for a maximum of N retransmissions per packet, each occurring with
probability Prt,s(K) = P f

error(K), we arrive at the following theorem.
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Theorem 5.6 (Slotted ALOHA)
The outage probability of slotted ALOHA in the presence of Rayleigh fad-

ing, when the bandwidth is divided into K subbands, can be approximated by
P̃out(Slotted ALOHA) = P

N+1
rt,s (K), where Prt,s(K) is the solution to

Prt,s(K) = 1− exp
{
−π

λ

K
1− Prt,s(K)N+1

1− Prt,s(K)
R2β(K)2/α 2π/α

sin(2π/α)

}
, (5.27)

with β(K) as given by Eq. (5.4).

To derive the outage probability of unslotted ALOHA, we use the same
procedure as for slotted ALOHA, except that we now need to consider two
time slots. This yields the following theorem.

Theorem 5.7 (Unslotted ALOHA)

The outage probability of unslotted ALOHA in the presence of Rayleigh fad-
ing, when the bandwidth is divided into K subbands, can be approximated by

P̃out(Unslotted ALOHA) = Prt,u(K)N+1, where Prt,u(K) is the solution to

Prt,u(K) = 1− exp
{
−2π

λ

K
1− Prt,u(K)N+1

1− Prt,u(K)
R2β(K)2/α 2π/α

sin(2π/α)

}
. (5.28)

Evaluating the optimal number of subbands, we obtain the exact same
expression for Kopt as in the absence of fading, given by Eq. (5.11). That is,
no matter if fading is present or not, or whether the system is slotted or un-
slotted, the bandwidth should be partitioned into the same Kopt subbands
in order to minimize the outage probability.

5.3.2 The CSMA Protocol

As in the absence of fading in Subsection 5.2.2, we start by assuming that
each packet transmits over a randomly selected subband. To analytically
evaluate the outage probability of CSMA, we divide the outage event into
independent error events, as in Eq. (5.12). In this section, we allow the
required rate for correct packet reception, Rreq, to be different than the re-
quested rate for making the backoff decision Rreq,b(K). The density of pack-
ets that attempt to access the channel when the network is in a steady state,
is

λcsma(K) =
λ

K

[
1− Pb(K)M

1− Pb(K)
+ (1− Pb(K)M) Prt1(K)

1− Prt(K)N

1− Prt(K)

]
, (5.29)
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where λ/K being the density of new packet arrivals within each subband;
Pb(K), Prt1(K), and Prt(K) are, respectively, the backoff probability, the
probability that the packet is received in error at its first transmission at-
tempt, and the probability that the packet is probability of erroneous re-
ception in retransmission attempts, averaged with respect to the fading co-
efficients.

In the same manner as for fading networks without bandwidth parti-
tioning (Section 4.1), we derive expressions for the above-mentioned prob-
abilities. The procedure for deriving the backoff probability is as before,
and we will thus not repeat this here. In order to obtain Pduring, we derive
the expected density of active dominant interferers to be

μ f (K) =
λ

K

(
1− e

− hiiR−αrα

βb(K)

)
e−

h00R−αrα

β(K) . (5.30)

This yields Pduring(K) = 1−Eh00,hii

[
exp

{
− ∫∫

A
μ f (K) r dr dφ

}]
.

Finally, by replacing β and βb in Eq (3.4) with β(K) = 2KRreq/W − 1 and
βb(K) = 2KRreq,b/W − 1, respectively, we have

s f (K) = h1/α
0i

(
h00R−α

β(K)

)−1/α

∧ s f
b (K) = h1/α

0i

(
h00R−α

βb(K)

)−1/α

.

Using a geometrical analysis, we obtain that Prx|transmit(K; h00, h0i) ≈
Prx(K)Area of B(RX0,s(K)) ∩ B(TX0,sb(K))

Area of B(RX0,s(K))
. Taking the expectation with respect to

h00 and h0i in the above expressions, we arrive at the following theorem.

Theorem 5.8 (CSMATX)

The outage probability of CSMATX in the presence of Rayleigh fading, when the
bandwidth is divided into K subbands, is given by

P f
out(CSMATX) = Pb(K)M +

(
1− Pb(K)M

)
Prt1(K) Prt(K)N, (5.31)

where:

• Pb(K) is the average backoff probability, approximated by the solution to

Pb(K) = 1− e
− λ

K

(
1−Pb(K)M+(1−Pb(K)M)Prt1(K)

1−Prt(K)N

1−Prt(K)

)
πR2βb(K)2/α 2π/α

sin(2π/α) .
(5.32)

Prx(K) is the average probability that a packet is in error at the start of

each of its retransmission attempts. This is given by Eq. (5.32) with βb(K)

replaced by β(K).
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• Prt(K) = Eh00

[
Prx(K) +

(
1− Prx(K)

)
Pduring(K; h00)

]
is the average

probability that a packet is received in error during a retransmission at-

tempt. Pduring(K; h00) is the probability that the error has occurred during
the transmission given h00, approximated by

P̃during(K; h00) = 1− e−
∫ ∞

0 2πλTX
csma(K)

(
1−e−E[hii]R

−αrα/βb(K)
)

e−h00R−αrα/β(K)r dr,
(5.33)

where λTX
csma(K) is the density of packets attempting to access the channel,

given by Eq. (5.29).
• Prt1(K)=Eh00

[
Prx|transmit(K; h00)+[1−Prx|transmit(K; h00)]Pduring(K; h00)

]
is the average probability that the packet is received in error at its first
transmission attempt, with Prx|transmit(K; h00) approximated by

Prx|transmit(K; h00) = Prx(K) Eh0i

⎡
⎣πs f (K)2− Aol

(
s f (K), s f

b (K)
)

π s f (K)2

⎤
⎦,

(5.34)
where Aol

(
s f (K), s f

b (K)
)

is given by Eq. (4.21).

The outage probability of CSMARX is derived in the same way as
for CSMATX with some minor differences. The main difference is in
Prx|transmit(K), which is now concerned with the overlap area between
B(RX0, s) and B(RX0, sb) (as opposed to B(RX0, sb)). This area is shown
in Figure 4.2. This yields the following theorem.

Theorem 5.9 (CSMARX)
The outage probability of CSMARX in the presence of Rayleigh fading, when the

bandwidth is divided into K subbands, is given by Eq. (5.31), where:

• Pb(K) is the average backoff probability, approximated by the solution to Eq.
(5.32). Prx(K) is also given by Eq. (5.32), with βb(K) replaced by β(K).

• Prt(K) = Eh00

[
Prx(K) +

(
1− Prx(K)

)
Pduring(K; h00)

]
is the average

probability that a packet is received in error during a retransmission at-

tempt. Pduring(K; h00) is the probability that the error has occurred during
the transmission given h00, and is approximated by Eq. (5.33).

• Prt1(K) = Eh00

[
Prx|transmit(K) +

(
1− Prx|transmit(K)

)
Pduring(K; h00)

]
is

the average probability that the packet is received in error at its first trans-
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Figure 5.1: Outage probability of ALOHA and CSMA in a non-fading net-
work with β = 0 dB and K = 3 subbands.

mission attempt, with Prx|transmit(K) approximated by

P̃rx|transmit(K) =

⎧⎪⎨
⎪⎩

0 ; for βb(K) ≥ β(K)

Prx(K)
β(K)2/α − βb(K)2/α

β(K)2/α
; otherwise

(5.35)

Allowing the decision-making nodes to sense all subbands prior to
choosing one subband to transmit over (as in Subsection 5.2.3), yields the
same outage probability expression in the presence of fading as in the case
of non-fading channels. This is given by Theorem 5.5, with Pb(K), Prt1(K),
and Prt(K) replaced respectively by Pb(K), Prt1(K), and Prt(K), as given by
Theorem 5.8 for CSMATX and Theorem 5.9 for CSMARX.

5.4 Numerical Results

Monte Carlo simulations are generated in order to confirm the derived ex-
pressions of this section. Unless specified otherwise, we assume a fixed
transmitter-receiver distance R = 1 m, transmission power ρ = 1 mW,
path-loss exponent α = 4, normalized required transmission rate Rreq

W =
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Figure 5.2: Outage probability of ALOHA and CSMA in a fading network
with β = 0 dB, and K = 3 subbands.

Rreq,b
W = 1, number of backoffs M = 2, and number of retransmissions

N = 1.
In Figures 5.1 and 5.2, the outage probability of ALOHA and CSMA

with K = 3 subbands is plotted as a function of the density of new packet
arrivals, λ, for a non-fading network and a fading network, respectively.
The simulation results validate our derived analytical expressions, as the
two curves follow each other tightly for lower densities. As the density in-
creases, some discrepancies are observed between the analytical results and
the simulations, in particular for (M, N) = (2, 1). This is due to the guard
zone approximation in our analysis; at high interferer densities, the aggre-
gate interference becomes a significant contributor to the outage probabil-
ity, and thus, the approximation that error is caused only by the closest or
dominant interferer, yields a loose lower bound. However, these deviations
occur at higher outage probabilities than what is often applied in practical
networks. Most systems operate at Pout < 0.1, where our analytical approx-
imations are seen to be reasonable.

Comparing the performance of the various MAC protocols, we first
note that the outage probability of both versions of the CSMA protocol
outperform unslotted ALOHA. This is primarily due to backoff property
of CSMA, which results in a lower level of interference in the channel. In-
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Figure 5.3: Outage probability of ALOHA and CSMA in a non-fading net-
work with (M, N) = (2, 1), as a function of K.

terestingly, this was not the case in a network with no bandwidth parti-
tioning and (M, N) = (1, 0), where CSMATX exhibits 10% higher outage
probability than unslotted ALOHA. The reason for this difference is that
for K = 3, which is the case in Figures 5.1 and 5.2, CSMA yields an opti-
mal performance, while for ALOHA, the optimal number of subbands is
K = 2. Clearly, slotted ALOHA yields the lowest outage probability, as
it does not allow for partial overlap of packets. Compared to unslotted
ALOHA, it reduces the outage probability by a factor of 2N+1 both in non-
fading and fading networks. However, this slotted protocol would require
synchronization between users, which is not only costly, but in some net-
works, even impossible to implement perfectly, among others because of
hardware constraints.

Of all the unslotted protocols, CSMARX yields the lowest outage prob-
ability both in the absence and presence of fading, providing up to 15%
improvement compared to CSMATX when (M, N) = (1, 0) and 25% im-
provement when (M, N) = (2, 1). However, also note that we have not
considered the “stealing” of resources that the additional feedback chan-
nel in CSMARX requires. We have simply assumed that the same sepa-
rate control channel that is used by the receiver to inform its transmitter of
erroneous packet receptions, is also used for sending the “transmit/don’t
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Figure 5.4: Outage probability of ALOHA and CSMA in a fading network
with (M, N) = (2, 1), as a function of K.

transmit” signal to the transmitter. Finally, evaluating the impact of fading,
which we assume to be Rayleigh, we observe that a non-fading network
yields up to 35% lower outage probability than a fading network.

In Figure 5.3, the outage probability of a non-fading network with
(M, N) = (2, 1) is plotted as a function of the number of subbands, K,
for both a low density of λ = 0.01 and a high density of λ = 0.1. As ex-
pected, we observe that for both ALOHA and CSMA there exist optimal
values of K for which the outage probability is minimized. For both ver-
sions of ALOHA, Kopt = 2. For N = 0, we also obtain Kopt = 2, which is
in accordance with our analytical result of Kopt,anal = 2.299 ≈ 2 based on
Eq. (5.11). For both CSMA protocols, Kopt = 3. This means that a higher
sensing threshold should be used in the case of CSMA, due to the fact that
there are fewer interferers than in ALOHA. Moreover, a higher Kopt also
implies a higher obtainable spectral efficiency.

When Rayleigh fading is present in the network, as shown in Figure 5.4,
we observe a similar behavior as in non-fading networks. As noted in Sub-
section 5.2.1, the same optimal number of subbands is derived for ALOHA
in the presence of fading as in the absence of it. In fact, this conclusion
seems to hold for CSMA also. Moreover, we note that the error percentage
due to a wrong choice of K �= Kopt is quite high for all protocols. E.g., if the
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Figure 5.5: Outage probability of CSMA with and without fading with
sensing across all K subbands, for λ = 0.01 and (M, N) = (2, 1) .

bandwidth is divided into K = 6 subbands, rather than 2 for ALOHA and
3 for CSMA, the system yields about 140% higher outage probability for
ALOHA, and about 100% higher for CSMA. For a high density of λ = 0.1
with K = 6, both versions of CSMA can outperform even slotted ALOHA
both in non-fading and fading networks.

In Figure 5.5, the outage probability of CSMATX and CSMARX when
they have the capability to sense across all subbands, is plotted as a func-
tion of K, both in the absence and presence of fading. As expected, we
witness a significant improvement compared to random selection of a sub-
band. As K increases, this advantage becomes more evident; for K = 3
subbands (for which the outage probability of CSMARX in Figures 5.3 and
5.4 is minimized), the introduction of sensing across subbands in a non-
fading network, reduces the minimum outage probability of CSMATX by
approximately 50%, and that of CSMARX by 32%. In the presence of fading,
this improvement is 67% for CSMATX and 27% for CSMARX. Moreover, the
outage probability remains relatively constant for K > 3 in the case of non-
fading (with the minimum occurring at K = 4), while in the case of fading,
the outage probability increases above its minimum value, as K surpasses
3. Note that bandwidth partitioning improves the outage performance of
CSMA more than the improvement obtained through optimization of the
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fading as a function of M, for λ = 0.01 and (M, N) = (2, 1) .

sensing threshold or joint transmitter-receiver sensing (which were evalu-
ated in Chapter 4).

Finally, we investigate the impact of the number of backoffs, M, on the
performance of CSMA. In Figure 5.6, the outage probability is plotted as a
function of M for λ = 0.01, N = 1 retransmission, and K = 2 subbands
(for which ALOHA yields an optimal performance). As expected, when
M = 1, both versions of CSMA perform better than unslotted ALOHA,
but still yield a higher outage probability than slotted ALOHA. However,
as the number of backoffs increases, the outage probability of CSMA starts
approaching that of slotted ALOHA. For M > 2, sensing across subbands
makes CSMARX outperform slotted ALOHA by approximately 20%. Simi-
lar conclusions are drawn in a fading network.
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SUMMARY

5.5 Summary

In this chapter, bandwidth partitioning is introduced to improve the perfor-
mance of point-to-point wireless ad hoc networks. Expressions are derived
for the outage probability both in the absence and presence of fading, and
Monte Carlo simulations are carried out to validate the analytical results.

It is shown that increasing the number of subbands results in a lower
level of interference within each subband, while at the same time, a lower
transmission rate may be achieved. The optimal number of subbands, Kopt,
thus represents the optimal trade-off between these two factors. Kopt is
derived in the case of ALOHA, while in CSMA, due to the complexity of
its outage probability expressions, the optimal number of subbands is ob-
tained through simulations only.

Furthermore, rather than randomly selecting the subband to transmit
over, we introduce sensing across subbands prior to transmission in CSMA.
That is, all subbands are sensed upon the arrival of a packet, and a subband
is randomly selected out of those that are sensed to be idle. Such sensing
across subbands improves the performance of CSMA considerably, by up
to 50% in the absence of fading and 67% in the presence of fading.
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Chapter 6

Performance Improvement
With MIMO Techniques

Multiple input multiple output (MIMO) systems have achieved great pop-
ularity because of their ability to reach remarkably higher transmission
rates and improved signal qualities compared to single input single output
(SISO) systems [12]. While isolated MIMO systems have been evaluated ex-
tensively in the literature [12; 86], MIMO point-to-point interference channels
have come in focus only in recent years. An interference channel (which we
have considered also in the preceding chapters) is a model for studying net-
works with two or more source-destination pairs, where the source signals
interfere with each other at the receivers and all interference is treated as
noise (i.e., no constructive use of interference is applied). As mentioned in
the introduction, one of the inherent attributes of interference channels is
the fact that a change in some system parameters not only affects the per-
formance of the link under observation, but also the impact of this link on
the rest of the network. Understanding the behavior of interference chan-
nels, in particular with multi-antenna links, is of great importance in to-
day’s communication networks, as there is an increasing demand for allow-
ing simultaneous transmissions between independent transmitter-receiver
pairs. This is specifically true for networks where it is not always realistic
to employ interference in a constructive manner (through multi-user cod-
ing, dirty paper coding, etc.), due to the high complexity and cost that this
would entail.

Extensive work has been done on understanding the impact of interfer-
ence in MIMO ad hoc and cellular networks using simulators and test beds
[87; 88], and on deriving the distribution of the ordered and unordered
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eigenvalues of finite-dimensional channel matrices [89; 90], which is of
great significance for the capacity analysis. The particular case of Wishart
matrices are considered in [91], where the eigenvalue distribution, as well
as the symbol error probability of M-ary PSK signals, are derived. In [92],
the distribution of the capacity of a MISO broadcast channel with a random
beamformer is derived. However, the impact of interference between users
is ignored, as the broadcast channel considers only a single transmitter. For
point-to-point MIMO interference channels, analytical expressions are de-
rived in [93] for the asymptotic ergodic capacity, i.e., when the number of
transmitter and receiver antennas go to infinity. For the non-asymptotic
case, the performance of MIMO systems with interference has been eval-
uated in [94], for the case when the transmitters have full channel state
information (CSI). Moreover, much effort has been put into characterizing
the degrees of freedom in MIMO interference channels [1; 2; 95] and devel-
oping interference alignment schemes when some coordination is allowed
between the transmitters [2; 3; 8]. Also other schemes involving precoding,
space-time codes, and optimal combining techniques have been proposed
to overcome the interference problem [96].

In the following sections, we evaluate the usage of antennas in MIMO
interference channels. Two types of networks are considered; 1) a κ link
MIMO channel where the transmitters have no CSI (Section 6.1), and 2)
a κ link MIMO channel where all nodes in the network are assumed to
have partial CSI and apply interference alignment techniques (Section 6.2).
We define here partial CSI for a node as having instantaneous information
about the channels directly connected to that node, but not the channels
between other nodes pairs.

The work of this chapter is partly published in [97; 98].

6.1 Usage of Antennas in Absence of CSI

Obtaining exact or even partial CSI at the transmitter is not always feasi-
ble, due to delay constraints or hardware limitations. Only a few works
have studied the capacity of MIMO systems in the presence of co-channel
interference when the transmitters have no CSI. Most of the works consid-
ering interference channels rely on simulation results or approximations.
In particular, in [99], a cellular system is simulated utilizing 3× 3 MIMO
transmission techniques, along with adaptive modulation and frequency
reuse. The simulation results confirm that co-channel interference can pro-
foundly degrade the capacity of MIMO links in cellular networks. Also in
[21] and [86], the mutual information of MIMO systems in the presence of
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co-channel interference is evaluated. It is concluded that for certain signal-
to-noise ratio (SNR) and signal-to-interference ratio (SIR) values, the use
of multiple antennas in fact degrades the performance of the system com-
pared to SISO networks. These results are constrained to 2 transmit and 2
receive antennas, and the observations are made through simulations only.
Jorswieck and Boche also prove in [23] that using fewer antennas can ac-
tually improve the system performance in some scenarios. However, their
network model does not constitute an interference channel, as they only
consider a single multi-antenna link with different network configurations.

In [22], the performance of MIMO interference channels with optimum
combining and an arbitrary number of users is considered, and exact ex-
pressions are derived for the cdf of the SINR and the outage probabil-
ity. However, in this work, the interference model is simplified by count-
ing the number of interfering signals rather than the physical interfering
users, meaning that each transmit antenna of an interferer is considered as
a separate single-antenna interferer. Such assumption makes the analysis
tractable, but loses the impact of diversity when the same stream of data
is sent over several antennas. In the very recent work of [100], Chiani et.
al. evaluate the effect of interference on the capacity of MIMO interference
channels. Closed-form expressions are derived for the ergodic capacity of
both single-user MIMO systems, and MIMO systems with multiple MIMO
interferers. The work of this thesis serves as a parallel to this work, where
we extend the research domain to also consider outage probability, and
evaluate the particular case of multiple input single output (MISO) chan-
nels, where an interesting behavior is observed as the system parameters
vary.

Despite the recent interest in applying MIMO in cellular and ad hoc
wireless networks, the performance of such networks is not yet fully un-
derstood. The goal of this section is thus to establish an understanding of
the ergodic capacity and outage probability performance of uncoordinated
MIMO interference channels with a finite number of antennas and with no
CSI at the transmitters (CSIT). Ergodic capacity is the average capacity for
each link, whereas outage is characterized as the event when the instanta-
neous capacity falls below the transmission rate required for correct packet
reception. The reason for focusing on these two metrics is that high trans-
mission rates and ensuring correct reception of packets are two of the most
desired features in today’s wireless networks. The use of multiple antennas
plays a key role in achieving these attributes.

In the following, we start by considering a MIMO interference channel
with κ communication links, where each link consists of a transmitter and
a receiver, each with a finite number of antennas. Next, in Subsection 6.1.3,
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we set the number of antennas at the receiver to 1, while that at the trans-
mitter is arbitrary, and we evaluate the system performance. In particular,
the key contributions of this section are as follows:

• Upper and lower bounds are derived on the ergodic capacity and
outage probability of κ link MIMO interference channels with an ar-
bitrary number of transmitter and receiver antennas.

• The probability density function of the capacity of MISO interference
channels with an arbitrary number of transmit antennas is derived.

• Exact expressions for the ergodic capacity and outage probability of
MISO interference channels with an arbitrary number of transmitter
antennas are developed.

• Analysis is performed on the different behaviors observed in the out-
age probability of MISO networks as the system parameters vary.
Furthermore, time division multiple access (TDMA) is introduced to
improve the system performance.

6.1.1 System Model

Consider a wireless network with κ transmitting nodes, TXi (these could
be base stations or sensor nodes), each communicating with its own ded-
icated receiver, RXi (e.g., mobile stations or forecast centers). Denote the
number of transmit and receive antennas at each of the transmitters and
receivers by Nt and Nr, respectively. This MIMO network is illustrated in
Figure 6.1. The channel response between each transmitter and its own re-
ceiver is specified through an Nr × Nt random matrix Gii, whose random
process is presumed to be zero-mean and ergodic. The elements of Gii are
independent and identically distributed complex Gaussian random vari-
ables, each with zero mean and constant variance gii. Moreover, we define
a normalized Nr × Nt channel matrix Hii with unit-variance entries such
that Gii =

√
gii Hii. Similarly, the channel between a receiver i and its in-

terfering transmitter j is denoted by Gij =
√gij Hij.

At the transmitters, the angular spread tends to be small, and the an-
tennas are assumed to be decorrelated. Perfect channel estimation is as-
sumed at the receivers, while the transmitters have no CSI. The transmitted
signals are presumed to be independent and equi-powered, as this setting
maximizes the mutual information in the case of no CSIT [12]. Transmit-
ter i transmits with a total power ρi. The channel entails additive white
Gaussian noise (AWGN), and the interference from the other links in the
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Figure 6.1: Illustration of a κ link MIMO network.

network adds to the impairment of the received signal. Denoting the data
to be transmitted by TXi as xi and the noise signal as ni, we have that the
signal received at RXi is

yi =
√

gii Hiixi +
κ

∑
j �=i

√
gij Hijxj + ni. (6.1)

We assume slow fading 1, and single user detection at the receivers. The
ergodic capacity of link i then becomes

Cerg,i = E

[
log2 det

(
INr +

ρi gii

Nt
Hii H†

ii Q−1
i

)]
, (6.2)

where Qi is the covariance of the channel impairment, consisting of noise
(with power η) plus interference;

Qi =
κ

∑
j �=i

ρj gij

Nt
HijH†

ij + ηINr. (6.3)

1In the case of fast fading, with a sufficiently long coding horizon, we can code over the
short-term channel fluctuations.

151



6. PERFORMANCE IMPROVEMENT WITH MIMO TECHNIQUES

Outage occurs on a channel when the rate required for correct reception
is higher than the capacity of the interference channel. Thus, denoting the
required rate at each receiver antenna by Rreq, the outage probability of link
i is defined mathematically as

Pout,i = Pr
{

log2 det
(

INr +
ρigii

Nt
Hii H†

ii Q−1
i

)
< NrRreq

}
, (6.4)

where the sources of randomness in the probability expression are the
matrices Hii and Qi. In the following, we assume that all transmitter-
receiver pairs in the network have the same channel characteristics, and
moreover that gii are equal for all i. This means that we may choose any
link i to evaluate the network performance, with the outage probability
being Pout = Pout,i ∀i, and the ergodic capacity in the network being
Cerg = Cerg,i ∀i.

6.1.2 MIMO Interference Channels

In this subsection, we evaluate the performance of the MIMO network de-
scribed above in terms of ergodic capacity and outage probability. In or-
der to derive the former, we need to know the distribution of the capacity.
When the number of antennas goes to infinity, the average performance of
the network becomes deterministic, and the analysis is thus tractable (as
will be shown in Subsection 6.1.2.1). For a finite number of antennas, on
the other hand, the situation changes completely. With no interferers in the
channel (equivalent to gij = 0 for all i, j, resulting in Q = η INr), the distri-
bution of the capacity is known [101; 102]. However, with the addition of
the interference term (i.e., as gij increases), these distributions are no longer
valid. By decomposing the capacity formula into terms with known distri-
butions (e.g., the determinant or trace of a Wishart matrix), we can derive
bounds or approximate expressions for the ergodic capacity and outage
probability, as is done in Subsections 6.1.2.2 and 6.1.2.3.

Due to the complexity of the expressions, in this section, we concentrate
on a κ = 2 link network, as shown in Figure 6.2. The results of this section
are scalable to larger networks, although the analytical expressions in some
cases would become more complex. With κ = 2, we focus on link i = 1 in
our analysis, and for the sake of simplicity of our expressions, we refer to
ρ1, g11, H11 and Q1 by ρ, g, H and Q, respectively. Hence, we have that the
instantaneous capacity of link 1 is given as

C1 = log2 det
(

INr +
ρ g
Nt

H H† Q−1
)

, (6.5)
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Figure 6.2: Illustration of a 2 link MIMO interference channel.

where Q =
ρ2 g12

Nt
H12H†

12 + η INr.

6.1.2.1 Asymptotic Ergodic Capacity

The exact capacity of a multi-user MIMO interference channel was derived
in [93] for the limiting case when the number of transmit and receive an-
tennas approaches infinity. For such an asymptotic case, the sources of
randomness disappear and the ergodic capacity becomes a deterministic
function. For a 2 link MIMO channel and τ = Nt/Nr, this asymptotic ca-
pacity is given as

Casymp = τ log2

(
SIR + SNR η1

τ

SIR + SNR η2
τ

)
+ τ log2

(
1 + SNR

η1

τ

)

+ log2
η2

η1
+ (η1 − η2) log2(e), (6.6)

where SNR =
ρ g
η

, SIR =
ρ g

ρ2g12
, and η1 and η2 are given by

η1 +
SNR η1

SNR η1
τ + 1

+
SNR η1

SNR η1
τ + SIR

= 1 (6.7)

η2 +
SNR η2

SNR η2
τ + SIR

= 1. (6.8)

For Nt, Nr < ∞, Eq. (6.6) becomes an approximation, which is shown
to be reasonable for Nt and Nr as low as 6. For lower values of Nt and
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Nr, however, Eq. (6.6) no longer serves as a valid approximation, and so
we turn to other techniques to analyze the ergodic capacity and the outage
probability.

6.1.2.2 Trace Bound

As mentioned above, assuming infinite or even large number of antennas
often gives a wrong representation of a real network. In many of today’s
MIMO networks, such as cellular or sensor networks, the transmitters and
receivers can only carry 2 or 3 antennas. In this case, the results of Sub-
section 6.1.2.1 are no longer valid, and so we attend to bounds in order to
evaluate the performance of MIMO interference channels.

In the following, we derive an upper bound to the ergodic capacity, and
equivalently a lower bound to the outage probability, by using the trace of
the SINR matrix. For this, we apply the arithmetic-geometric inequality
[103] (

min(Nt,Nr)

∏
i=1

xi

)1/ min(Nt,Nr)

≤ 1
min(Nt, Nr)

min(Nt,Nr)

∑
i=1

xi . (6.9)

Knowing that the determinant of a square matrix (here: HH†Q−1) is equal
to the product of its non-zero eigenvalues λi [101], we have that the instan-
taneous capacity is:

Cerg = E

[
log2 det

(
INr +

ρ g
Nt

HH†Q−1
)]

= E

[
log2

min(Nt,Nr)

∏
i=1

(
1 +

ρ g
Nt

λi

)]
. (6.10)

Furthermore, we know that the trace of a square matrix is equal to the sum
of its distinct eigenvalues. Denoting the eigenvalues of HH†Q−1 by λi, we
have that ∑

min(Nt,Nr)
i=1 λi = tr(HH†Q−1). Let xi = (1 + ρ g

Nt
λi) in Eq. (6.9).

The ergodic capacity can then be upper bounded as follows:

Cerg ≤ E

⎡
⎣log2

(
1

min(Nt, Nr)

min(Nt,Nr)

∑
i=1

1 +
ρ g
Nt

λi

)min(Nt,Nr)
⎤
⎦ (6.11)

= min(Nt, Nr) E

[
log2

(
1 +

ρ g
Nt min(Nt, Nr)

min(Nt,Nr)

∑
i=1

λi

)]

= min(Nt, Nr) E

[
log2

(
1 +

ρ g
Nt min(Nt, Nr)

tr(HH†Q−1)

)]
.
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Consequently, given the required rate for correct reception of packets
per receive antenna is Rreq, the outage probability may be lower bounded
by

Plb
out = Pr

[
tr(HH†Q−1) <

Nt min(Nt, Nr)

ρ g

(
2

Nr Rreq
min(Nt,Nr ) − 1

)]
. (6.12)

When there is no interference, i.e., g12 = 0, we know the distribution
of the trace of a Wishart matrix [101]. In this case, the trace bound yields a
decent upper bound to the instantaneous capacity. Similarly, a lower bound
to the outage probability in the absence of interference is derived in [102]
to be

Plb
out |(g12=0) = 1− 1

(NtNr − 1)!
Γ [Nt Nr, l] = e−l

NtNr−1

∑
k=0

lk

k!
, (6.13)

where l = min(Nt,Nr) η
ρ g/Nt

(
2

Nr Rreq
min(Nt ,Nr) − 1

)
.

As the interference channel gain, g12, increases, this lower bound loses
its tightness and is no longer valid. In this case, the distribution of
tr(HH†Q−1) is unknown, meaning that for the sake of evaluating the trace
bounds given in Eqs. (6.11) and (6.12), we must still rely on Monte Carlo
simulations. The reason for this evaluation is that if the trace bound turns
out not to give a reasonable representation of the actual performance of the
network with g12 = 0 (which we will see in Subsection 6.1.2.4 to be the
case), there is no need to derive the distribution of tr(HH†Q−1).

With the aim of finding a tigher bound, we take a step further to con-
sider the lower (resp. upper) bound to the ergodic capacity (resp. outage
probability) in the next subsection.

6.1.2.3 Determinant Bound

In this subsection, we employ another technique to derive bounds on the
ergodic capacity and outage probability of MIMO interference channels.
As before, we assume κ = 2 links in the network.

We start with Eq. (6.10), assuming without loss of generality that Nr ≤
Nt. Now, applying the following inequality [102]

Nr

∏
i=1

(1 + xi) ≥
⎡
⎣1 +

(
Nr

∏
i=1

xi

)1/Nr
⎤
⎦

Nr

∀ xi > 0, (6.14)

155



6. PERFORMANCE IMPROVEMENT WITH MIMO TECHNIQUES

we derive the lower bound on the instantaneous capacity of link 1 to be

C1 ≥ log2

⎧⎨
⎩1 +

ρ g
Nt

(
Nr

∏
i=1

λi

)1/Nr
⎫⎬
⎭

Nr

= Nr log2

{
1 +

ρ g
Nt

(
det(HH†Q−1)

)1/Nr
}

= Nr log2

⎧⎨
⎩1 +

ρ g
Nt

(
det(HH†)

det(Q)

)1/Nr
⎫⎬
⎭ . (6.15)

The distribution fX(x) of the determinant of a Wishart matrix, X =
det(HH†), is derived in [102] and [104]. Based on this, the distribution of
Y = det(Q), denoted as fY(y), can also be easily derived. Hence, a lower
bound on the ergodic capacity is given as

Cerg =
∫ ∞

0

∫ ∞

0
Nr log2

[
1 +

ρ g
Nt

(
x
y

)1/Nr
]

fX(x) fY(y) dx dy. (6.16)

Furthermore, the outage probability of the MIMO interference channel may
be upper bounded by

Pub
out = Pr

[
det(HH†)

det(Q)
<

(
Nt

ρg
(2Rreq − 1)

)Nr
]

=
∫ ∞

0
Pr

[
X <

(
Nt

ρg
(2Rreq − 1)

)Nr

Y | Y = y

]
· fY(y)dy (6.17)

=
∫ ∞

0
1−

|Nt−Nr|
∑
k=0

(
Nt−1

∏
n=1

(Nr − n− k)!
(Nr − n)!

)
(εy)kNt

k!
e−

(Nr−Nt−k)!
(Nr−1−k)! (εy)Nt

fY(y)dy,

where ε = Nt
ρ g (2NrRreq/ min(Nt,Nr) − 1).

When there is no interference in the network, i.e., when g12 = 0, the de-
terminant bound is tight around the ergodic capacity and outage probabil-
ity. An upper bound to the outage probability when interference is absent
is derived in closed form to be

Pub
out |(g12=0) = 1−

|Nt−Nr|
∑
k=0

(
Nt−1

∏
n=1

(Nr − n− k)!
(Nr − n)!

)
ak Nt

k!
e−

(Nr−Nt−k)!
(Nr−1−k)! aNt

,(6.18)

where a = Nt
ρ g (2NrRreq/ min(Nt,Nr) − 1).

Since Eq. (6.18) is derived based on the distribution of det(HH†) and
not det(HH†Q−1), it loses its validity as the interference channel coefficient
g12 increases. Then we use the integral expression of Eq. (6.17).
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Figure 6.3: Ergodic link capacity, along with derived lower and upper
bounds, of a 2 link MIMO channel, as a function of τ = Nt/Nr with Nr = 8.

6.1.2.4 Numerical Results for 2 Link MIMO Networks

In Figure 6.3, the lower and upper bounds to the ergodic capacity of the
MIMO interference channel are plotted along with Monte Carlo simulation
results, as a function of τ = Nt/Nr, for Nr = 8. Firstly, we observe from the
figure that the determinant bound is a reasonable lower bound, although it
loses its tightness as g12/g increases. The trace bound2, on the other hand,
fails to give a decent upper bound, especially for higher values of g12/g.

Furthermore, we observe that for τ ≤ 1/2, the capacity increases with τ,
because the total number of transmit antennas in the network (2×Nt) does
not exceed the number of receive antennas, Nr, at each receiver. Hence,
the receiver approaches capacity by completely suppressing the interfer-
ing signal while simultaneously detecting the desired signal. Furthermore,
as noted in [93], as the SNR grows, the capacity becomes independent of
the SIR for τ ≤ 1/2. For 1/2 < τ ≤ 1, the number of receive anten-
nas is less than the combined number of desired and interfering antennas,
and the receiver must hence compromise between assigning its degrees of

2This is found through Monte Carlo simulations for the distribution of tr(HH†Q−1).
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Figure 6.4: Outage probability of a 2 link MIMO interference channel for
g12/g = 0.5 and Rreq = 3, as a function of τ = Nt/Nr .

freedom to interference suppression and to signal detection. This means
that τopt = 1/2. For τ > 1, the number of interfering antennas exceeds Nr ,
meaning that the receiver can no longer suppress the totality of the interfer-
ence, and the capacity is thus determined mainly by the SIR. Interestingly,
it is observed in [93] that when κ > 2, we still have τopt = 1/2.

In Figure 6.4, the outage probability of the MIMO interference channel
is plotted as a function of τ = Nt/Nr , when the interference is strong. As
expected, the outage probability is minimized when Nt = Nr/2. The de-
terminant upper bound works reasonably, while the trace lower bound is
clearly too loose to give a correct picture of the network performance. This
holds true also for other values of g12/g. When the interference is weak, the
outage probability decreases abruptly in the same manner as the left part of
the curve in Figure 6.4, and it continues reducing monotonically with τ. In
this case, the determinant bound is extremely tight around the simulation
results, while the trace bound still fails to give a decent representation of
the outage probability.
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6.1.3 MISO Interference Channels

As deriving the exact expressions for the ergodic capacity and outage prob-
ability of MIMO interference channels appeared to be an intractable task,
we could only derive bounds for these metrics. In order to obtain an ex-
act picture of the performance of a multi-antenna interference channel, we
consider in this section, the particular case of a MISO channel. That is, we
assign only a single antenna to the receiver (i.e., Nr = 1) in our network,
while the transmitter still has Nt < ∞ antennas. That means that the chan-
nel matrices H = Hii and Hij are reduced to 1× Nt channel vectors h = hii
and hij.

Also, we return to a κ ≥ 2 link network (we still let gii be equal for all i,
and denote it by g). The ergodic capacity and outage probability of link i is
then given by

Cerg,i = E

[
log2

(
1 +

ρ g
Nt

hh†

η + 1
Nt

∑
κ
j �=i ρj gijhijh†

ij

)]
(6.19)

Pout,i = Pr

{
log2

(
1 +

ρ g
Nt

hh†

η + 1
Nt

∑
κ
j �=i ρj gijhijh†

ij

)
< Rreq

}
, (6.20)

where the expectation is taken with respect to the entries of h and hij. In the
following, we derive exact expressions for these metrics in a κ link MISO
interference channel.

6.1.3.1 Ergodic Capacity

To find Cerg, we first derive the distribution of the capacity. Consider a
strictly interference-limited network and thus set η = 0. Since the ele-
ments of h and hij are complex Gaussian random variables, it follows that
|h1n | is Rayleigh distributed. Thus, we have that |h|2 = ∑

Nt
n=1 |h1n|2 is χ2

k-
distributed with k = 2Nt degrees of freedom. The pdf and cdf of a χ2

k-
distributed random variable X are, respectively,

fX(x) =

( 1
2

)k/2
xk/2−1e−x/2

Γ(k/2)
for x > 0, (6.21)

FX(z) =
γ(k/2, z/2)

Γ(Nt)
=

1
Γ(k/2)

∫ z/2

0
tk/2−1e−tdt, (6.22)

where Γ(k/2) = ( k
2 − 1)!.

The interference term is a weighted sum (with weights ρjgij) of χ2
2Nt

-
distributed random variables. The distribution of the weighted sum of
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Figure 6.5: Example of a star configuration where the distances between a
given receiver and its interferers are equal.

Chi-squared random variables is derived in [105] in the form of a Laguerre
series expansion, and the series was approximated in [106]. Due to the
complexity of this expression, in the following, we will focus on a partic-
ular case of our MISO network. Specifically, we assume a symmetric net-
work where the powers ρj and average interference channel gains gij are
equal for all j �= i, where i denotes the link of interest. These are denoted
by ρI and gI , respectively. Such an assumption is valid for networks where
the product of the path loss attenuation and the variance of the fading is
constant for all links. One example of such a network is a symmetric star
configuration, as shown in Figure 6.5, where the distance between a node
under consideration to all of its interferers is the same. Consequently, our
results can only act as pointers to the behavior of more general MISO net-
works.

By allowing ρj = ρI and gij = gI for all j �= i, our interference terms
becomes a (non-weighted) sum of Chi-squared random variables. Now
we have that the addition of Chi-squared random variables is also Chi-
squared. That is, the interference term, ∑

κ
j �=i |hij|2, is χ2

2Nt(κ−1)-distributed.

Denote X = |h|2 and Y = ∑
κ
j �=i |hij|2. This yields C = log2

(
1 + ρgX

ρI gI Y

)
.
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Using that dx
dc = ρI gI

ρ g y 2c ln(2), we have

fC(c) =
∫ ∞

0
fC|Y(c|y) fY(y) dy

=
∫ ∞

0
fX(x) fY(y)

dx
dc

dy.

=
ρI gI

ρ g
ln(2) 2c

∫ ∞

0
y

(
y(2c − 1) ρI gI

ρg

)Nt−1
e−(y(2c−1)

ρI gI
ρg )/2

2Nt(Nt − 1)!

× yNt(κ−1)−1e−y/2

2Nt(κ−1)(Nt(κ− 1)− 1)!
dy

= kc

∫ ∞

0
yNtκ−1e−y 1+(2c−1) ρI gI /ρg

2 dy, (6.23)

where kc =
(

ρI gI
ρ g

)Nt ln(2) 2c (2c−1)Nt−1

2Nt (Nt−1)! 2Nt(κ−1) (Nt(κ−1)−1)!
. Now using the result∫ ∞

0 yν e−μydy = Γ(ν+1)
μν+1 , we can solve the integral, and thus we arrive at

the following theorem.

Theorem 6.1

The distribution of the capacity of a symmetric κ link MISO network is given by

fC(c) =

(
ρI gI

ρ g

)Nt

ln(2) 2c (2c − 1)Nt−1 (Ntκ− 1)!
(Nt − 1)!(Nt(κ− 1)− 1)!

×
(

1
1 + (2c − 1) ρI gI /ρ g

)Ntκ

. (6.24)

Using the distribution of the capacity as given by Eq. (6.24), we can
easily derive the ergodic capacity as

Cerg =
∫ ∞

0
c
(

ρI gI

ρ g

)Nt

ln(2)2c(2c − 1)Nt−1 (Ntκ− 1)!
(Nt − 1)!(Nt(κ− 1)− 1)!

×
(

1
1 + (2c − 1) ρI gI /ρ g

)Ntκ

dc, (6.25)

which remains in integral form as its closed form expression (using
MAPLE) is too long and involved to present here.
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6.1.3.2 Outage Probability

Based on Eq. (6.20), with X = |h|2 and Y = ∑
κ
j �=i |hij|2, the outage probabil-

ity of a κ link MISO interference channel may be expressed as

Pout =
∫ ∞

0
Pr
[
|h|2 <

ρI gI

ρ g

(
2Rreq − 1

)
Y | Y = y

]
fY(y) dy.

Let ε = ρI gI
ρg (2Rreq − 1). The outage probability is then derived as

Pout =
∫ ∞

0

∫ εy/2

0
xNt−1e−xdx

yNt(κ−1)−1e−y/2

2Nt(κ−1)Γ(Nt) Γ(Nt(κ − 1))
dy. (6.26)

Expanding the inner integral of Eq. (6.26) into a series, as follows

∫ εy/2

0
xNt−1e−xdx

= −e−
εy
2

[( εy
2

)Nt−1
+

Nt−1

∑
k=1

(Nt − 1)(Nt − 2) · · · (Nt − k)
( εy

2

)Nt−k−1
]

= −e−
εy
2

Nt−1

∑
k=0

[
(Nt − 1)!

(Nt − k− 1)!

( εy
2

)Nt−k−1
]

, (6.27)

results in

Pout =

∞∫
0

− e−y(1+ε)/2

2Nt(κ−1)(Nt(κ − 1)− 1)!

Nt−1

∑
k=0

yNtκ−k−2

(Nt − k− 1)!

( ε

2

)Nt−k−1
dy. (6.28)

Finally by using the result
∫ ∞

0 yνe−μydy = Γ(ν+1)
μν+1 , we arrive at the following

theorem.

Theorem 6.2

The outage probability of a symmetric κ link MISO network is given by

Pout =
Nt−1

∑
k=0

(Ntκ− k− 2)!
(Ntκ− Nt − 1)!(Nt − k− 1)!

εNt−k−1

(1 + ε)Ntκ−k−1 , (6.29)

where ε = ρI gI
ρ g (2Rreq − 1).
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Figure 6.6: Ergodic capacity of a κ = 5 link MISO interference channel as a
function of Nt, both for different channel gain ratios.

6.1.3.3 Numerical Results for MISO Channels

Figures 6.6 and 6.7 show the ergodic capacity and the outage probability of
the κ link MISO channel, respectively. The analytical results follow the sim-
ulations tightly, confirming our derived expressions. Clearly, as the ratio of
the interference channel gain over the direct channel gain, gI /g, increases,
the ergodic capacity decreases. Nevertheless, the ergodic capacity increases
with the number of transmit antennas, Nt, due to the diversity gain, i.e., the
reduced randomness in the channel coefficients.

The effect of the average channel gains on the outage probability is the
reverse; when the amount of interference increases, so does the outage
probability. However, we note an interesting behavior in Figure 6.7. De-
pending on the channel conditions, the outage probability behaves differ-
ently with respect to Nt. When the interference is high, the outage probabil-
ity increases with Nt, while for low interference channel gains, it decreases.
And for a certain channel condition, it remains approximately constant, no
matter how many transmit antennas are used.

To better understand why this is the case, we note that the increase in
Nt decreases the randomness in the received signal. When Nt → ∞, the

expected capacity per link is: C∞ = log2

(
1 + ρ g

(κ−1)ρI gI

)
. For Nt < ∞, the

163



6. PERFORMANCE IMPROVEMENT WITH MIMO TECHNIQUES

1 2 3 4 5 6 7
0.2

0.3

0.4

0.5

0.6

0.7

0.8

Number of TX antennas, N
t

P
ro

ba
bi

lit
y 

of
 O

ut
ag

e

Simulated OP for MISO channel
Analytical OP for MISO channel

g
I
 / g

i
 =  0.1

g
I
 / g

i
 =  0.075

g
I
 / g

i
 =  0.05

Figure 6.7: Outage probability of a κ = 5 link MISO interference channel as
a function of Nt, both for different channel gain ratios.

capacity has a distribution around the mean C∞, as shown in Figure 6.8. As
Nt increases, the standard deviation shrinks, making the probability distri-
bution more concentrated around C∞. Hence, depending on whether the
requested transmission rate Rreq is greater or smaller than C∞, the outage
probability increases or decreases (respectively) with Nt. This is elaborated
in the next subsection.

6.1.4 Optimal Use of Antennas in MISO Channels

In the previous sections, we observed different behaviors in the outage
probability of MIMO interference channels as a function of Nt depending
on the network parameter values. To find out for what ranges of the sys-
tem parameters the outage probability increases or decreases as a function
of Nt, we evaluate the following discrete differential

ΔPout = Pout(Nt + 1)− Pout(Nt) (6.30)

=
Nt

∑
k=0

((Nt + 1)κ − k− 2)!
((Nt + 1)κ − Nt − 2)!(Nt − k)!

· εNt−k

(1 + ε)(Nt+1)κ−k−1

−
Nt−1

∑
k=0

(Ntκ− k− 2)!
(Ntκ− Nt − 1)!(Nt − k− 1)!

· εNt−k−1

(1 + ε)Ntκ−k−1 ,
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Figure 6.8: An example for the distribution of the capacity.

where ε = ρI gI
ρ g

(
2Rreq − 1

)
. The optimal value of ε, denoted εt,3 is derived

by setting the difference ΔPout = 0. This yields

ε−κ+1
t

(Ntκ− Nt − 1)!
(Ntκ− Nt + κ− 2)!

Nt

∑
k=0

(
εt

1 + εt

)κ−k−1 (Ntκ + κ − k− 2)!
(Nt − k)!

=
Nt−1

∑
k=0

(
εt

1 + εt

)−k−1 (Ntκ − k− 2)!
(Nt − k− 1)!

. (6.31)

Since we have that Pout is monotonically increasing or decreasing as a
function of Nt, we may insert any value of Nt in Eq. (6.31) in order to find
the optimal number of transmit antennas to employ. We chose Nt = 1,
which results in

(κ− 2)!
(2κ− 3)!

[
(1 + εt)

1−κ(2κ− 2)! +
(1 + εt)2−κ (2κ − 3)!

εt

]
=

(
1 +

1
εt

)
(κ− 2)!

(6.32)
After some manipulations, we arrive at the following theorem.

3The subscript t in εt specifies that this is a threshold value.
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Figure 6.9: Derivative of the outage probability of a κ = 2, 3, 4 link MISO
network to find εt.

Theorem 6.3
In an uncoordinated κ link channel with ε = ρI gI

ρ g (2Rreq − 1) and symmetric Gaus-

sian random uncorrelated channels, and where the threshold εt is the solution to

(1 + εt)
1−κ (2κ− 2) +

(1 + εt)2−κ

εt
= 1 +

1
εt

, (6.33)

we have that

• if ε ≤ εt, the maximum number of transmit antennas available should be
applied, i.e., Nopt

t = Nmax
t .

• if ε > εt, the SISO channel yields the optimal performance, i.e., Nopt
t = 1.

Figure 6.9 shows the discrete derivative of the outage probability with
respect to Nt, as a function of ε. The point where the curve equals 0, is
the solution to Eq. (6.33), εt. As seen from the figure, εt decreases as the
number of links in the network, κ, increases. This means that the optimal
strategy to minimize the outage probability is for higher κ more often to
apply a SISO channel.
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Figure 6.10: Outage probability of a 2 link MISO interference channel as a
function of Nt, both for ε = ρI gI

ρ g (2Rreq − 1) ≤ 1 and ε > 1.

At the end of Subsection 6.1.3.3, we noted that when Rreq > C∞ =

log2

(
1 + ρ g

(κ−1)ρI gI

)
, the outage probability increases with Nt. Rearrang-

ing this expression yields that it is optimal to apply Nt = 1 antenna when
ε >

1
κ−1 . In fact, we observe that the value of εt found as the solution to

Eq. (6.33) may be approximated by ε̃t = 1
κ−1 . This can be confirmed by

inserting ε̃t into Eq. (6.33) and comparing both sides of the equality sign.
The lower κ is, the more exact is the approximation ε ≈ ε̃t.

For the particular case of a κ = 2 link channel, we obtain from Eq. (6.33)
that εt = 1. This yields the following corollary.

Corollary 1 In an uncoordinated 2 link MISO system with symmetric random
uncorrelated channels, we have that

• if ρI gI
ρ g (2Rreq − 1) ≤ 1, the maximum number of transmit antennas available

should be applied, i.e., Nopt
t = Nmax

t .
• if ρI gI

ρ g (2Rreq − 1) > 1, we have that Nopt
t = 1.

Note that the condition ε ≶ 1 corresponds to Rreq ≶ log2

(
1 + ρ g

ρI gI

)
,

where the right hand side is the expected capacity per link when Nt → ∞.
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Figure 6.11: Outage probability of a 2 link MISO interference channel when
ε > 1, with various techniques applied.

The behavior of the outage probability of a κ link MISO channel was shown
in Figure 6.7, while that of a 2 link MISO channel is illustrated in Figure
6.10. As seen from the curves, when ε = ρI gI

ρ g (2Rreq − 1) < 1, the outage
probability decreases with Nt, while for ε > 1, it increases. This is because
when Nt increases, the destruction from the reduction in randomness in the
interfering signal is greater than the diversity improvement that a higher
Nt provides in the desired signal. Hence, for ε > 1, we have that the SISO
channel yields the best performance.

The conclusion of Nopt
t = 1 when ε > 1 indicates an inefficient use of

the transmit antennas. Hence, we must employ additional techniques in or-
der to decrease the outage probability as a function of Nt. Firstly, note that
when the interference is strong, i.e., gI > g, traditional interference cancel-
lation techniques can be applied [12], making the network interference-free.
This leaves us with the region when ρ g

ρI (2Rreq−1)
< gI ≤ g. Since the outage

probability increases as a function of Nt, it means that increasing random-
ness when ε > 1 is in fact beneficial. Hence, by introducing a random
beamformer at the transmitters, we can improve the network performance,
as seen from Figure 6.11. However, although at a lower rate, the outage
probability still increases with Nt, and our conclusion on Nopt

t = 1 remains
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intact. Also randomly choosing one single transmit antenna does not add
to the randomness and the outage probability is not reduced below the
SISO channel outage probability.

6.1.4.1 Introducing TDMA

Realizing that we cannot add more randomness than what is inherent in
a SISO channel, we introduce time division multiple access (TDMA) into
our κ = 2 link MISO system. This is done by dividing each time frame in
two, and let each link transmit over one of these subframes, thus precluding
interference between the links. Clearly, the division of the time frame also
reduces the channel capacity by a factor of 2. The ergodic capacity and
outage probability (in the presence of noise) then becomes

Cerg =
1
2

E

[
log2

(
1 +

ρ g
Nt

|h|2
η

)]
(6.34)

Pout =
1

Γ(Nt)

∫ ε tdmax/2

0
xNt−1e−xdx. (6.35)

= − e−
εtdma

2

(Nt − 1)!

Nt−1

∑
k=0

1
(Nt − k− 1)!

( εtdma

2

)Nt−k−1
,

where εtdma = ηNt
ρ g

(
22Rreq − 1

)
.

TDMA improves the outage performance of our 2 link MISO network
considerably, as seen in Figure 6.11. This is because the channel of each link
becomes interference-free and the decrease in randomness in the desired
signal power yields a better performance. As Nt increases, TDMA becomes
more beneficial, as the figure confirms. TDMA can also be applied for the
case when gI > g, if the system has no interference cancellation abilities.

Note that we obtain such great improvement with TDMA simply be-
cause we here assumed only 2 links in the system. As the number of links
increases, dividing the time slot between all users could become more hurt-
ful than the amount of improvement it provides in the received signal.
Comparing the outage probability expressions of the MISO channel with
and without TDMA, i.e.,

PMISO
out = Pr

[
|h|2 <

ρI gI

ρ g
(2Rreq − 1)

κ

∑
j �=i
|hij|2

]
(6.36)

PTDMA
out = Pr

[
|h|2 <

η

ρ g
(22Rreq − 1)

]
, (6.37)

169



6. PERFORMANCE IMPROVEMENT WITH MIMO TECHNIQUES

1 2 3 4 5 6 7
0.7

0.75

0.8

0.85

0.9

0.95

Number of TX antennas, N
t

P
ro

ba
bi

lit
y 

of
 O

ut
ag

e

Simulated OP
OP with TDMA between links

Figure 6.12: Outage probability of a κ = 6 link MISO interference channel
with gI /g = 0.08, where TDMA does not improve the performance.

we may conclude that the addition of TDMA is advantageous in terms of
outage probability in a κ link channel when the following condition holds
true:

2κ Rreq − 1
2Rreq − 1

η

ρI gI
<

κ

∑
j �=i
|hij|2. (6.38)

An example of the case where TDMA does not provide any improve-
ment in the outage probability is a network with κ = 6 links and gI /g =
0.08, as shown in Figure 6.12. In terms of instantaneous capacity, TDMA is
beneficial when√

1 +
ρ g|h|2

ρI gI ∑
κ
j �=i |hij|2 < 1 +

ρ g|h|2
η

. (6.39)

Note that these results are not design guidelines, due to the fact that
transmitters do not have instantaneous CSI and can thus not change back
and forth between TDMA and non-TDMA from one time slot to another.
However, if the conditions in Eqs. (6.38) and (6.39) are observed (by the sys-
tem designer, or a centralized unit) to be valid over many channel instances,
then it can be concluded that TDMA should be employed in the network.
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6.2 Use of CSI to Improve System Performance

In Section 6.2, we were mainly concerned with characterizing and optimiz-
ing the average performance of a κ link MIMO network through appro-
priate use of antennas. Due to the absence of CSI, transmitters could not
perform precoding (except for random beamforming, which was shown for
some network conditions to improve the performance of a MISO channel
slightly), and the question of interest was thus concerned with how many
antennas that should be used in order to improve the performance of the
MIMO and MISO interference channels. In this section, on the other hand,
we assume that each node (transmitters and receivers alike) have access to
partial CSI, and we investigate how the performance of the MIMO inter-
ference channels can be improved. We define partial CSI at node i as the
access to full information about all channels directly connected to node i.

Much work has been done on the use of antennas in MIMO channels
with CSIT using beamforming techniques [2–4]. A newly proposed inter-
ference management technique that has recently gained considerable pop-
ularity is interference alignment [1; 8]. In this scheme, precoding and post-
coding vectors are applied to align the interference signals in the null space
of the desired signals, in order to completely cancel the interference be-
tween users. This scheme was shown to achieve significant improvement
in the sum rate of MIMO networks, thus providing a linear increase of the
sum rate for increasing SNR values.

Different modifications of the interference alignment scheme exists in
the literature. In [107; 108], the authors investigate some of these, and es-
tablish that there is a compromise between the beamforming gain at the
intended receiver (egoistic approach) and the mitigation of interference cre-
ated towards other receivers (altruistic approach). An optimal balance be-
tween the egoistic and altruistic games is derived in order to maximize the
network sum rate. In [98], the above beamforming scheme was extended to
allow for multiple streams to be transmitted, and we introduced a heuristic
power control scheme to improve the sum rate performance of the network
for high SNR values. This section serves as an extension to [98], in that an
understanding is established on the feasibility of interference alignment,
and the power control algorithm is further improved to provide a higher
sum rate.

6.2.1 System Model

The network model we consider resembles that of Section 6.1, with the dif-
ference that now also the transmitters have partial CSI. That is, our ad hoc
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network consists of κ links distributed randomly in a restricted area, com-
municating simultaneously. Each transmitter and receiver have Nt transmit
antennas and Nr receive antennas, respectively. The channel from transmit-
ter j to receiver i, is Gij =

√gij Hij. Each transmitter is assumed to trans-
mit one stream of data, although the results can be easily extended to the
multi-stream case [98]. The transmit power of user j is ρj = {0, ρ}, where ρ

is assumed to be the same for all users. This means that either a sender is
active and transmitting with maximum power ρ, or it is not transmitting at
all.

As mentioned above, we assume that each node has full knowledge
about the channel coefficients directly connected to it. E.g., transmitter and
receiver i know the channels Gij, ∀j. Whether such an assumption is real-
istic in a real ad hoc network depends on many factors. Firstly, the trans-
mitters or receivers must have the ability to perform channel estimation.
If the transmitter does not have this possibility, the receiver must send its
channel estimation over to its transmitter, and this process must have low
enough latency such that the channel does not change in the duration of
the process. Secondly, the channel must not change rapidly, i.e., full CSI
is only valid in slow fading scenarios with low mobility of nodes (which
we assume in this chapter, as opposed to the preceding ones). Finally, the
noise in the channel must be small enough such that the estimation of the
channel gains becomes accurate. If the channel noise is too high, the time
interval needed to cancel it out (e.g., using a Wiener filter) prior to the chan-
nel estimation, will be too long and the channel conditions could change in
the meantime. Note that, because of the question on practicality, most of
the work in this section is more of conceptual value, simply having the aim
of bringing a new idea to the table.

Due to the assumption on CSIT, each transmitter can now perform
precoding. The transmit beamforming vector of transmitter i is denoted
wi ∈ CNt×1 and the receive beamforming vector of receiver i is vi ∈ CNr×1.
As in several prior contributions dealing with coordination on the inter-
ference channels, we assume linear precoding (beamforming) [2; 109–112].
With a noise power of η, the received SINR of receiver i may be expressed
as

SINRi =
ρi |v†

i Giiwi|2
∑j∈Ii

ρj |v†
i Gijwj|2 + η

, (6.40)

where ρi is the transmit power of transmitter i, and Ii is the set of interferers
for receiver i.

At the receivers, we assume that maximum SINR beamforming is per-
formed. That is, the receive beamformer of receiver i, vi, is selected so as to
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maximize their own SINR [24]. This is classically given by4

vκ
i =

Cκ−1

i Giiwκ
i

|Cκ−1

i Giiwκ
i |

, (6.41)

where Cκ
i is the covariance matrix of the detected interference plus noise at

receiver i;
Cκ

i = ∑
j∈Ii

ρjGijwκ
j wκ†

j G†
ij + η I. (6.42)

The noise term captures thermal noise effects in addition to any interfer-
ence originating from the rest of the network, i.e., from transmitters located
beyond the coordination cluster. We assume that the out of cluster interfer-
ence to be white due to the large number of transmitters in the network and
the relatively small cluster sizes, meaning that η is modeled as AWGN.

6.2.2 Interference Alignment and Feasibility

At the transmitters, many different schemes can be applied, where inter-
ference alignment is seen to have the potential to provide the best system
performance in terms of sum rate. Recently, various interference alignment
schemes have been proposed and shown to bring about significant perfor-
mance gains [2–4; 107]. The main idea of interference alignment is to steer
the interference coming from other transmitters in the network to super-
pose into a subspace of the received signal space at each receiver. This
is shown in Figure 6.13 for a 3 link interference channel, and a more visual
and simplified illustration is provided in Figure 6.14 for a 2 link interference
channel. With interference alignment, the subspace over which the desired
signal is transmitted has the potential of being completely interference-free.
When this is the case, the interference alignment is said to be feasible.

When interference alignment is feasible, the sum rate of the network at
high SNR values increases linearly with the SNR. When interference align-
ment is infeasible, on the other hand, the sum rate saturates to a constant
as the SNR increases. Thus, in order to obtain the highest possible sum
rate with interference alignment, it is essential to find the channel state for
which it is beneficial to drive the interference alignment from infeasibility
to feasibility.

A necessary condition for interference alignment among κ links to be
feasible is that κ ≤ Nt + Nr − 1. This is obtained by setting up κ(κ − 1)

4The superscript κ indicates that the beamforming vectors are obtained in a κ link net-
work.
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Figure 6.13: Interference alignment of a 3 user interference channel [1].

Figure 6.14: Simplified illustration of mapping the desired signal onto a
subspace orthogonal to the interfering signal.
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equations with κ [(Nt − 1) + (Nr − 1)] unknowns (these are the beamform-
ing vectors) [1], which has a solution only if κ ≤ Nt + Nr − 1. For
κ > Nt + Nr − 1 users, interference alignment is infeasible and the inter-
user interference powers cannot be fully aligned, resulting in some inter-
ference in the subspace of the desired signal. When the SNR is low, operat-
ing in the infeasible interference alignment regime can in fact be beneficial,
due to the low levels of interference. For higher SNR values, however, the
interference within the subspace of the signal of interest can become too
destructive and the sum rate of the network will saturate as SNR increases
indefinitely. In this case, allowing fewer links in the network to be active
with interference alignment being feasible can in fact provide a higher sum
rate. Hence, in the following, we propose a power algorithm that uses in-
stantaneous CSIT to ensure the highest achievable sum rate, regardless of
the interference alignment scheme at hand.

We consider 3 different interference alignment schemes. These are the
“maximizing SINR” method, proposed in [2], the “alternated minimization”
technique for interference alignment, as proposed in [3], and the “sum rate
optimization” technique, proposed in [4]. The latter method is by construc-
tion optimal, but it is more complex and requires additional sharing or
feedback of pricing information among the transmitters. As our objective
is not to evaluate the various interference alignment schemes, we do not go
into more details about their procedures.

6.2.3 Binary Power Control to Ensure Feasibility

It was shown for single antenna systems that binary power control is in fact
optimal for maximizing the sum rate of a 2 link system [113], and near-
optimal for a κ link system. Based on this, we develop a binary power con-
trol algorithm to be applied on top of the interference alignment scheme
used in the network. Our power control operates in a fully distributed
manner. We do not claim optimality for our power control algorithm, only
that it improves the sum rate performance without changing the beam-
forming technique already applied in the network.

Denote the sum capacity of the κ link network by Cκ
Σ. Since the beam-

forming at all transmitters and receivers is dependent on the number of
links in the channel, the SINR of link i (given by Eq. (6.40)) changes based
on the number of active links in the network. When the SNR is small, such
that there is little interference at each receiver, we have that

Cκ
Σ =

κ

∑
k=1

log2(1 + SINRk) >

κ−1

∑
l=1

log2(1 + SINRl) = Cκ−1
Σ . (6.43)
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On the other hand, we know that for high SNRs, when interference align-
ment is feasible, the sum rate increases linearly with SNR, thus surpassing
the saturated sum rates of its equivalent infeasible interference alignment
regime. This means that there is a certain SNR value, SNRt, above which
it is beneficial for the sum rate that the network goes from κ to κ− 1 active
links. In other words,

Cκ
Σ < Cκ−1

Σ ; when SNR > SNRt (6.44)

For the sake of readability, denote G
κ
ij = |vκ†

i Gijwκ
j |2 for all i, j. Now we

have that for each Gij instance, one user should be shut down if

κ log2

(
1 +

ρ G
κ
ii

η + ρ ∑
κ
j �=i G

κ
ij

)
< (κ− 1) log2

⎛
⎝1 +

ρ G
κ−1
ii

η + ρ ∑
κ−1
j �=i G

κ−1
ij

⎞
⎠

(
1 +

ρ G
κ
ii

η + ρ ∑
κ
j �=i G

κ
ij

)κ

<

⎛
⎝1 +

ρ G
κ−1
ii

η + ρ ∑
κ−1
j �=i G

κ−1
ij

⎞
⎠

κ−1

, (6.45)

Due to the altruistic part of the transmit beamforming (i.e., the fact that
each transmitter tries to minimize its interference to other users), the resid-
ual coordinated interference at receiver i should be on the order of the noise
power, O(η), which we set equal to η. Note that this should not be inter-
preted as an assumption in a proof, but rather as a proposed design guide-
line for the interference alignment scheme that is applied. This yields

(
1 +

ρ G
κ
ii

η + ρ ∑
κ
j �=i G

κ
ij

)
<

(
1 +

ρ G
κ−1
ii

2 η

) κ−1
κ

(a)≈
(

1 +
ρ G

κ
ii

2 η

) κ−1
κ

, (6.46)

where in (a) we use the approximation that Gκ
ii < Gκ−1

ii . The reason for this
is that when the number of links is reduced, transmitter i will have fewer
receivers to minimize its interference against, resulting in more degrees of
freedom for its own transmission. In fact, as long as interference alignment
is infeasible both in the case κ and κ− 1 links, the change between G

κ
ii and

G
κ−1
ii is expected to be small. As mentioned before, bear in mind that our

derivations do not function as a proof; they only provide some justification
for the binary power control algorithm we propose.

Based on the above reasoning, we develop the following binary power
control algorithm:
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1. Each transmitter-receiver pair calculates its transmit and receive
beamformers, wκ

i and vκ
i , based on the current channel coefficients

and the desired beamforming algorithm. Here we assume that the
number of users κ in the network is known to all users.

2. Each user i compares its current SINRi =
ρ|vκ†

i Giiwκ
i |2

η+∑
κ
j �=i ρ|vκ†

i Gijwκ
j |2

with the

threshold SINRt =

(
ρ|vκ†

i Giiwκ
i |2

2 η

)1+ 1
κ

. If SINRi < SINRt, then that

link will shut down with probability 1/κ.

3. Repeat steps (1) and (2) until SINRi is no longer less than SINRt.

A few comments are in place concerning the performance of the pro-
posed binary power control scheme:

• Remark 1: Once the feasibility region has been reached, we will al-
ways have that SINRi ≥ SINRt, and thus, no more nodes will try to
shut down.

• Remark 2: Our power control scheme is semi-heuristic, due to the
fact that the exact value of Gii = |vκ−1†

i Giiwκ−1
i |2 after one user has

been shut down is unknown. However, our simulations show that
using the vκ

i and wκ
i already generated in the κ link channel is a good

approximation.

In Figures 6.15, 6.16, and 6.17, the sum rate of the κ ≥ 3 link MIMO
networks is plotted with Nt = Nr = 2. Our proposed binary power control
algorithm is plotted along with various interference alignment schemes,
which are feasible when κ ≤ 3. The figures show that the proposed
distributed binary power control (the dotted lines) does in fact achieve a
higher sum rate for high SNRs compared to applying any of the interfer-
ence alignment schemes among κ > 3 links. As discussed earlier, for low
SNR values, the sum rate of a network with 6 active links is higher than
that with fewer links. This is due to the fact that the amount of rate that
each link adds to the system is greater than the degradation its interference
causes for other users’ rates. For high SNR values, on the other hand, the
amount of interference the users cause to each other is more destructive
in terms of rate, than the amount of rate increase they provide to the net-
work sum rate. Hence, as SNR increases indefinitely, the highest sum rate
is achieved by turning off all excessive users beyond Nt + Nr − 1.
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Figure 6.15: The sum rate of “maximizing SINR” interference alignment [2]
of a network with 3, 4, 5, or 6 users, as a function of SNR.
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Figure 6.16: The sum rate of the “alternated minimization” interference
alignment [3] of a network with 3, 4, 5, or 6 users, as a function of SNR.
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Figure 6.17: The sum rate of the “sum rate optimization” interference align-
ment [4] of a network with 3, 4, 5, or 6 users, as a function of SNR.

Note that our binary power control scheme not only improves the sum
rate performance of a κ link system (assuming κ > Nt + Nr − 1, but it
also provides power savings. For high SNR values, this saving is equal to
ρ(κ − Nt − Nr + 1). E.g., in a κ = 10 user network with a transmit power
of 1 mW and Nt = Nr = 2 antennas, up to 7 mW of power may be saved,
at the same time as ensuring the maximum sum rate achievable with any
desired precoding scheme.
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6.3 Summary

In Section 6.1, we were mainly concerned with characterizing and under-
standing the average performance of a κ link MIMO network with no CSIT.
Upper and lower bounds are derived for the ergodic capacity and outage
probability, and we observe that while determinant bound provides a tight
bound, the trace bound fails to give a correct picture of the network perfor-
mance. We also learned that when the transmitters have no CSI, different
number of antennas yield an optimal performance for different system pa-
rameters. When the interference is weak, the ergodic capacity increases
(equivalently, the outage probability decreases) with the number of trans-
mit antennas, Nt. On the other hand, for a strong interference channel, the
optimal strategy is always to apply double the number of receive antennas
compared to transmit antennas, i.e., Nr = 2Nt.

The particular case of a MISO channel is also considered, where exact
expressions are derived for the ergodic capacity and outage probability. It is
shown that when ε = ρI gI

ρg (2Rreq − 1) ≤ εt, the outage probability decreases
with the number of transmit antennas, while for ε > εt, it increases. εt
is found numerically and is in a 2 link network simplified to be equal to
1. As a consequence, when ε ≤ εt, the capacity achieving approach is to
utilize all antennas available, while for ε > εt, the SISO channel provides
the best performance. In the latter case, we introduce TDMA between the
links, showing that for low values of κ, it reduces the outage probability
of the MISO channel below that of the SISO channel, and again using the
maximum number of transmit antennas available is optimal.

We also investigate the performance of MIMO networks with CSIT.
Applying various interference alignment techniques, we propose a bi-
nary power control algorithm that improves the sum rate performance of
whichever interference alignment scheme at hand. The binary power con-
trol algorithm shuts down users one by one as the SNR increases, until
interference alignment is feasible again. The decision on whether or not to
shut down is made based on the instantaneous channel quality for each
packet. Once interference alignment is feasible again, the sum rate in-
creases linearly with the SNR. The proposed power control algorithm is
fully distributed.
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Chapter 7

Conclusions and Future Work

This thesis considers the performance of single-hop wireless ad hoc net-
works with point-to-point communication links, with the objective of es-
tablishing a fundamental understanding of their behavior and to propose
schemes to improve their performance. Due to the inherent nature of mo-
bile ad hoc networks, i.e., their composition of an unknown number of
users, with unknown and varying position of their peers, counteracting
the negative impact of interference in such networks is a challenging task.
However, through specific modeling techniques and by introducing appro-
priate analytical frameworks, the complex task of analyzing the average
performance of random ad hoc networks is made tractable.

In a large portion of this work, presented in Chapters 2 - 5, the view-
point is through the MAC layer, and the main metric used for performance
evaluation is outage probability. This is defined as the probability that a
transmitted message is received in such a way that it cannot be decoded
correctly at its destination. It can be characterized either by the SINR at
the receiver falling below a predefined threshold at some time along the
message duration, or by determining when the capacity of the channel is
lower than the transmission rate required for correct decoding of a packet.
These two characterizations are related and interchangeable. This metric
is stochastic, pragmatic, and closely related to the ubiquitous notions of
throughput and transmission capacity.

In addition to establishing the network model and analytical frame-
work for evaluating the performance of ad hoc networks (Chapter 2), dif-
ferent network topologies and channel models are considered (Chapter 3).
Specifically, fading is first added to the network model and its impact is
evaluated. Moreover, the communication domain is bounded, and the re-
sulting edge effects are accounted for both in non-fading and fading en-
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vironments. Having established an understanding for the behavior of ad
hoc networks, various MAC layer techniques are then proposed to improve
their performance (Chapters 4 and 5). In particular, we optimize the sens-
ing threshold of CSMA, and add a simple feedback channel between each
sender and its destination for more efficient decision making. Furthermore,
we introduce bandwidth partitioning, and find the optimal number of sub-
bands that minimizes the outage probability of the various MAC protocols.

Taking a step further, we also investigate the benefit of applying multi-
ple antennas in each of the point-to-point communication links of the net-
work (Chapter 6). Within an ad hoc setting, where nodes have no infor-
mation about their surroundings, the average capacity and outage prob-
ability performance of these networks are analyzed. With the addition
of channel knowledge, a binary power control algorithm is proposed for
already-established precoding techniques, to improve their performance in
networks with many users.

7.1 Detailed Contributions of This Thesis

In the following, we list the main findings and conclusions of this thesis:

• Approximate analytical expressions are derived for the outage
probability of slotted and unslotted ALOHA, CSMA with transmit-
ter sensing (denoted CSMATX), and CSMA with receiver sensing
(denoted CSMARX). This is done by translating the randomness
of transmitter locations on the 2-D plane and the randomness of
packet arrivals in time to a 3-D space-time model, allowing us to
consider only a single random process describing both the temporal
and spatial variations of the system. Moreover, the analysis is made
tractable by using the concept of guard zones [36].

• Slotted ALOHA yields the best outage probability, outperforming
its unslotted version by a factor of 2N+1, where N is the number
of permitted retransmissions. However, this protocol requires
synchronization. When no backoffs or retransmissions are allowed,
the conventional CSMA protocol, CSMATX, actually performs worse
than unslotted ALOHA for low densities. This is due to the exposed
node problem, i.e., transmitters back off in situations where their
transmissions would not have caused errors for others.

• By allowing the receiver to sense the channel in CSMARX, and to
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inform its transmitter over a separate control channel whether or
not to initiate its transmission, the performance of the conventional
CSMA protocol is improved significantly. We also observed that
significant performance gain can be provided by increasing the
number of backoffs and retransmissions. In fact, for large number of
backoffs, CSMA with receiver sensing can even outperform slotted
ALOHA.

• The addition of fading to the channel model changes the analytical
derivations significantly, as we can no longer consider only the
closest interferers. However, a modified version of the guard zone
technique is proposed, where only the dominant interferers are con-
sidered. Approximate outage probability expressions are derived,
and fading is seen to degrade the system performance considerably.

• For a bounded network domain, new outage probability expres-
sions are derived both in the absence and presence of fading. The
boundedness of the communication region reduces the amount of
interference in the channel, resulting in up to 50% lower outage
probability, because there are no interferers outside the communi-
cation domain. As the network size increases with a given node
density, so does the outage probability, until it converges to that
induced from an infinite network. Practical implications of these
results include the possibility of deploying a greater density of nodes
in indoor networks than predicted by previous models, due to the
presence of walls and obstacles.

• In order to improve the outage probability of CSMA, we optimize
the sensing threshold based on which the backoff decision is made.
We observe that for CSMATX there is no advantage in allowing for
channel sensing when the density is low, whereas a small gain can
be obtained in CSMARX. For higher densities, however, the effect of
optimizing the sensing threshold becomes more significant, and the
outage probability of both CSMA protocols can then be reduced by
up to 40%.

• We also propose a modification to the CSMA protocol, CSMATXRX,
where the transmitter and receiver jointly make the backoff decision.
Based on derived outage probability expressions, the optimal sens-
ing thresholds for both the transmitter and receiver are obtained, and
an understanding is established on how these optimal thresholds
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balance between the inherent hidden and exposed node problems of
CSMA.

• Bandwidth partitioning is introduced in both non-fading and fading
networks, and the outage probability is evaluated. Increasing the
number of subbands results in a lower level of interference within
each subband, while at the same time, a lower transmission rate
may be achieved. The optimal number of subbands represents the
optimal trade-off between these two factors. In the case of ALOHA
with no retransmissions, the optimal number of subbands is found
analytically. For CSMA, it is obtained through simulations.

• In the case of CSMA in the presence of bandwidth partitioning, we
introduce sensing across all subbands prior to each transmission.
This improves the performance of CSMA considerably, by up to 50%
in the absence of fading and 67% in the presence of fading.

• Multiple antennas are introduced at the transmitters and receivers
in an ad hoc network, and upper and lower bounds on the ergodic
capacity and outage probability of MIMO interference channels
(with no CSIT) are obtained. It is shown that using double the
number of receive antennas compared to transmit antennas yields
the optimal performance in strong interference channels, while when
the interference is weak, the maximum number of transmit antennas
available should be employed.

• For the particular case of the MISO interference channel, exact
analytical expressions are derived for both the ergodic capacity
and the outage probability. An interesting behavior is observed in
the outage probability, resulting in the conclusion that for certain
ranges of the system parameters, the capacity achieving approach
is to utilize all transmit antennas available, while for other ranges,
the SISO channel provides the best performance. In the latter case,
we introduce TDMA between the links. In a 2 link network, this
reduces the outage probability below that of the SISO channel, and
again using the maximum number of transmit antennas available is
optimal.

• The performance of MIMO ad hoc networks is also evaluated when
CSI is available at the transmitters. Applying various interference
alignment techniques, we propose a binary power control algorithm
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that improves the sum rate of the network compared to when inter-
ference alignment is applied among all users in the network. The
binary power control algorithm shuts down users one by one as the
SNR increases, until interference alignment is feasible again. The de-
cision on whether or not to shut down is made in a distributed man-
ner, based on the instantaneous channel qualities.

7.2 Subjects for Further Research

Much work remains to be done in the design and analysis of wireless ad
hoc networks. In the following, we suggest some research extensions to
the work of this thesis.

• In the CSMA protocol considered in Chapters 2-5, a rather simple
backoff mechanism was employed; namely exponential random
backoff. However, other backoff schemes are also possible. The
common one used in the IEEE 802.11 and 802.16 standards family
is binary exponential backoff. Variations to this algorithm have been
proposed to improve the performance of CSMA [114; 115], and it
would be interesting to investigate the impact of different backoff
schemes on the outage probability performance of wireless ad hoc
networks.

• Our assumption on fixed transmitter-receiver distance is not always
reasonable. One way to justify this assumption, as noted in Chapter
2, is to view the network with a fixed R as a snapshot of a multi-hop
wireless network, where R is the bounded average inter-relay dis-
tance resulting from the specific routing protocol used. However,
relaxing this constraint could give new insight in the performance
of single-hop and multi-hop networks, and allow us to derive the
optimal distance to the destination, e.g., based on a given outage
constraint. A variable transmitter-receiver distance is expected to
have a more severe impact in bounded networks, considered in
Chapter 3, than in infinite ones.

• Various MAC layer techniques were proposed in Chapters 4 and 5
to improve the outage probability of ad hoc networks, and each one
was shown to provide significant performance gain. Consequently,
a natural extension would be to combine the various proposed
schemes. E.g., with the introduction of bandwidth partitioning,
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each node can then perform sensing threshold optimization within
each subband prior to transmission. Moreover, in case good channel
conditions are detected over several subbands, a packet can transmit
over multiple subbands. Here we would have a trade-off between
density of interferers and the achieved transmission rate, meaning
that one can expect an optimal number of subbands that each packet
should be transmitted over.

• Another natural extension to this thesis is to consider multi-hop
networks. The results obtained in Chapter 2 can be applied for each
hop, assuming a fixed distance between relays and no spatial and
temporal correlations between transmissions. With these assump-
tions, we have performed some introductory work on this topic in
[30–32]. However, these assumptions are often not reasonable in real
ad hoc networks. Moreover, we have assumed perfect routing, i.e., a
packet travels on a straight line from its transmitter to its destination.
This is again a simplification that needs to be improved or removed.
Finally, within a multi-hop setting, the number of and distance
between hops may be optimized in order to minimize the outage
probability. A further advancement would be to also optimize the
transmission rate in each hop.

• Our work in Chapter 6 has room for many extensions, due to
the recent expanding interest in MIMO interference channels and
techniques to improve their performance. Firstly, exact expressions
for the ergodic capacity and outage probability should be derived for
MIMO systems with few antennas (instead of our lower and upper
bounds). However, based on our extensive attempts and consulting
with other prominent researchers within this field, this appears to be
an intractable problem. For MISO interference channels, it would be
interesting, if possible, to propose schemes to increase the channel
randomness beyond that of a SISO channel.

• In a MIMO interference channel with CSIT, we proposed a binary
power control algorithm to improve the performance of interfer-
ence alignment schemes. In order to reduce the heuristic nature of
this power control and improve its performance, a fundamental un-
derstanding must be established on the performance of interference
alignment in the infeasible regime. One approach is to characterize
the SNR for which a node should shut down in order to reach feasi-
bility of interference alignment. A subsequent task is then to deter-
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mine which node to shut down in order to maximize the sum rate of
the network. Finally, this power control scheme should be compared
with clustering techniques, i.e., instead of shutting down users, one
should create clusters of users in such a way that interference align-
ment within each cluster becomes feasible.
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[101] A. M. Tulino and S. Verdú, Random Matrix Theory and Wireless Com-
munications. Foundations and Trends in Communications and In-
formation Theory, 2004, vol. 1, no. 1.

[102] Y. Zhu, P.-Y. Kam, and Y. Xin, “A new approach to the capacity dis-
tribution of MIMO rayleigh fading channels,” in Proc. IEEE Global
Communications Conference (GLOBECOM), pp. 1–5, Nov. 2006.

[103] D. Schattschneider, “Proof without words: The arithmetic mean-
geometric mean inequality,” Mathematics Magazine, vol. 59, no. 1,
p. 11, 1986.

[104] N. R. Goodman, “The distribution of the determinant of a com-
plex Wishart distributed matrix,” Ann. Mathematical Statistics, vol. 34,
no. 1, pp. 178–180, March 1963.

[105] M. A. Castaño and B. F. Lopez, “Distribution of a sum of weighted
central Chi-squared variables,” Communications in Statistics - Theory
and Methods, vol. 34, pp. 515–524, 2005.

198



[106] M. Yilmaz, “Edgeworth series approximation for Chi-squared type
chance constraints,” Communications, Faculty of Science, Univ. of
Ankara, Series A1, vol. 56, no. 2, pp. 27–37, 2007.

[107] Z. K. M. Ho and D. Gesbert, “Balancing egoism and altruism on
MIMO interference channel,” IEEE Trans. on Signal Processing, 2009,
submitted.

[108] K. M. Ho and D. Gesbert, “Balancing egoism and altruism on the in-
terference channel: The MIMO case,” in Proc. IEEE International Con-
ference on Communications (ICC), pp. 1–5, 2010.

[109] M. Ku and D. Kim, “Tx-Rx beamforming with multiuser MIMO
channels in MUltiple-cell systems,” in ICACT, 2008.

[110] W. Choi and J. G. Andrews, “Base station cooperatively scheduled
transmission in a cellular MIMO TDMA system,” in Proc. Annual
Conference on Information Sciences and Systems, 2006.

[111] E. A. Jorswieck and E. G. Larsson, “Complete characterization of
pareto boundary for the MISO interference channel,” IEEE Trans. on
Signal Processing, vol. 56, no. 10, pp. 5292–5296, Oct. 2008.

[112] S. Y. Shi, M. Schubert, and H. Boche, “Rate optimization for mul-
tiuser MIMO systems with linear processing,” IEEE Trans. on Signal
Processing, vol. 56, no. 8, Aug. 2008.

[113] A. Gjendemsjø, D. Gesbert, G. Øien, and S. G. Kiani, “Binary power
control for sum rate maximization over multiple interfering links,”
IEEE Trans. on Wireless Communications, Aug. 2008.

[114] P. Chatzimisios, A. C. Boucouvalas, V. Vitsas, A. Vafiadis, A. Oikono-
midis, and P. Huang, “A simple and effective backoff scheme for the
IEEE 802.11 MAC protocol,” in Proc. CITSA, Orlando, Florida, July
2005.

[115] J. Wang and M. Song, “An efficient traffic adaptive backoff proto-
col for wireless MAC layer,” in Proc. IEEE International Conference
on Wireless Algorithms, Systems and Applications (WASA), pp. 169–173,
Aug. 2007.

199




