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Problem Description
Last 10-15 years, the development in the field of medical ultrasound has lead to advanced imaging
equipment with impressing real time images of for instance the unborn, the heart, liver and other
organs. With the increasing complexity of the equipment, a challenge is to keep the systems as
user friendly as possible. An important part of this work is the task of automatic image
optimization. An important prerequisite for automatic image optimization is the ability to
objectively measure image quality. Ultrasound images suffer from speckle noise and aberrations.
Many of the common quality measures from photography and other imaging modalities may not be
suitable at all. Objective measurement of ultrasound image quality is not a trivial task.

During a summer job at GE Vingmed and during her project work at NTNU the autumn 08, Cecilie
Simpson has made a framework for measuring ultrasound image quality on tissue mimicking
phantoms. The system evaluates point targets and cysts in phantom images and objectively
describes characteristics related to image quality. It has been extended to support simulated
(Field II) data and to work within the Matlab environment.  Emphasis has been on the point spread
function (PSF) and simple contrast to noise (CNR) measures. The simulation framework will allow
extensive virtual testing of parameters.

During her work with the master thesis, Cecilie will work to extend the analysis software to
support new parameters, in addition to the current PSF and CNR measurements.

Cecilie will also work to incorporate the ProbeContact algorithm in her measurement system.
ProbeContact is an algorithm developed at ISB. It provides the user with real time feedback
whether the ultrasound probe has the required contact surface with the skin or not. This will allow
for experimental testing of Probe Contact, hopefully with accompanying objective image quality
measures.

Assignment given: 15. January 2009
Supervisor: Ilangko Balasingham, IET





Abstract

Objective evaluation of the image quality on ultrasound images is a compre-
hensive task due to the relatively low image quality compared to other imaging
techniques. It is desirable to objectively determine the quality of ultrasound
images since quantification of the quality removes the subjective evaluation
which can lead to varying results. The scanner will also be more user friendly
if the user is given feedback on the quality of the current image.

This thesis has investigated in the objective evaluation of image quality
in phantom images. It has been emphasized on the parameter spatial vari-
ance which is incorporated in the image analysis system developed during the
project assignment. The spatial variance was tested for a variety of settings as
for instance different beam densities and number of MLAs. In addition, differ-
ent power spectra have been evaluated related to the ProbeContact algorithm
developed by the Department of Circulation and Medical Imaging (ISB). The
algorithm has also been incorporated in the image analysis system.

The results show that the developed algorithm gives a good indication of
the spatial variance. An image gets more and more spatially variant as the
beam density decreases. If the beam density goes below the Nyquist sampling
limit, the point target will appear to move more slowly when passing a beam
since the region between the two beams are undersampled. This effect will be
seen in the correlation coefficient plots which is used as a measure of spatial
variance.

The results from the calculations related to the ProbeContact algorithm
show that rearranging the order of the averaging and the Fourier transformation
will have an impact on the calculated probe contact, but the differences are
tolerable. All the evaluated methods can be used, but performing Fourier
transform before averaging can be viewed as the best solution since it gives a
lateral power spectrum with low variance and a smooth mean frequency and
bandwidth when they are compared for several frames. This is suggested with
the reservations of that basic settings are used. Performing 1D (in the lateral
direction) or 2D Fourier transform before averaging will not have any impact
of the resulting power spectrum as long as normalized Fourier tranform is used.

The conclusion is that the image analysis system, including the spatial
variance parameter, is a good tool for evaluating various parameters related to
image quality. The system is improved by the ProbeContact algorithm which
gives a good indication of the image quality based on the acoustic contact of the
probe. Even though the image analysis system is limited to phantom images,
the thesis is a starting point in the process of obtaining objective evaluation of
the image quality in clinical images since others may use it as a basis for their
work.
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Chapter 1

Introduction

In medical ultrasound, images of soft tissue and blood flow are obtained for
medical diagnosis purposes. This imaging method is popular since ultrasound
is a non-invasive method with real time recordings, and it is relatively inexpen-
sive compared to other medical equipment. In addition, the ultrasound scanner
is getting smaller and more mobile. A downside of ultrasound is that the im-
age quality is not as good as other medical imaging methods as for instance
Magnetic Resonance Imaging (MRI) and Computer Tomography (CT). While
these imaging techniques have clear edges and a low amount of noise, ultra-
sound images often consist of the opposite. They include a lot of speckle noise,
and the images are clearly blurry in comparison to these methods. Objective
measurement of ultrasound image quality is accordingly not a trivial task.

The evaluation of image quality by computerized image analysis has existed
for many years on photographs. It has also been tried for instance on MRI and
CT images. But there exist no published methods to date which objectively
evaluate the quality of clinical ultrasound images. However, there have been
developed some programs for performance testing on ultrasound scanners, and
many of the used methods are closely related to image quality metrics. A disad-
vantage of these programs is that they all require more or less user interaction,
and in some cases the images must be recorded several times.

A system that objectively evaluates the image quality is desirable for several
reasons. As the ultrasound equipment gets more complex, it is important that
the scanners maintain user friendly. More complexity leads to fewer people
with enough education to handle the equipment in a way that the best image
quality always will be obtained. When, in addition, the ultrasound scanners
are getting smaller, the scanners will be introduced to new areas like a local
doctor office and not in a hospital with trained sonographers. It will then be
increasingly important to have a system that can give the user feedback on the
quality of the current image.

The purpose of this study has been to objectively evaluate the image quality
of phantom images. During the summer job at GE Vingmed Ultrasound and
during the project work the autumn 2008, a framework for measuring ultra-
sound image quality on phantom images was made [20]. This image analysis
system evaluates point targets and cysts in the image and objectively describes
their characteristics related to image quality. In this thesis, the image anal-
ysis system has been further developed by evaluating the spatial variance in
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2 CHAPTER 1. INTRODUCTION

images. Spatial variance is an important parameter related to image quality
since it gives a good indication of whether objects will be displayed equally
in all parts of the image. The spatial variance was tested both for recorded
and simulated images, and also by changing different variables as for instance
different beam densities and the number of MLAs.

In addition, the ProbeContact algorithm has been incorporated in the sys-
tem. The algorithm is developed by the Department of Circulation and Medical
imaging (ISB) and provides the user with real time feedback of the acoustic
contact between the probe and the patient’s skin [12]. Poor contact will greatly
reduce the quality in the image and ProbeContact is a great tool related to
objective evaluation of image quality. The power spectrum determines the
acoustic contact of the probe, and an evaluation of different power spectrum
calculations will be presented in this thesis.

1.1 Thesis Outline

The thesis is organized as follows.

• Part 1 (Chapter 2-3) describes background information about ultrasound
and theory related to the two main topics in this thesis; spatial variance
and the ProbeContact algorithm.

• Part 2 (Chapter 4-6) presents tools used in the work together with meth-
ods and implementation of spatial variance and of power spectrum cal-
culations in ProbeContact.

• Part 3 (Chapter 7-8) presents the results and the discussion of the find-
ings.

• Part 4 (Chapter 9) concludes the thesis and suggests further work.

• Part 5 (Chapter A-D) contains appendices with more detailed descrip-
tions and mathematical derivations.



Part I

Background
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Chapter 2

Ultrasound Theory

Ultrasound is defined as mechanical waves with a higher frequency than humans
can hear, that is greater than 20 kHz [9]. Ultrasound is used in several fields
as diagnostic, clinical and industrial applications, but the most well known
application is its use in diagnostic ultrasound by composing pictures of the fetus
in a pregnant woman. This chapter aims to give the reader a brief introduction
to some of the principles in diagnostic ultrasound.

2.1 Main Principles

An ultrasound wave is generated by using a piezoelectric plate, i.e. a trans-
ducer, which will transmit a pulse into the human body. When a pulse hits a
boundary between two tissue structures, some part of the pulse will be reflected
and some part will be further transmitted into the body, see Figure 2.1. For
each boundary, the pulse will be influenced in some way. If two structures have
huge differences in their properties, nearly the whole pulse will be reflected and
the echo back to the transducer will be strong. Less differences in the materi-
als properties give weaker echoes. The intensity of the pulse will decrease as
the pulse propagates through the tissue, and the reflected signal from far away
structures will then be much weaker compared to echoes from close structures.
The transducer receives the echoes with different intensities at different times
and this is used to detect the locations of the structures. By shooting with
many pulses successively in a specific region, an image can be formed.

Figure 2.1: The pulse is reflected and transmitted at each boundary between
the media. The intensity of the pulse will decrease as the pulse propagates
through the tissue. The figure is found in [9].

5



6 CHAPTER 2. ULTRASOUND THEORY

2.2 B-mode Imaging System

A B(brightness)-mode image displays the geometry of the organ being imaged
by use of different brightness levels to show the various strengths of the echoes.
Figure 2.2 shows the different signal processing steps in a B-mode imaging
system from receiving the transmitted pulses to displaying the processed data
on a screen. When the pulses hit the transducer, the received echoes are
delayed and summed. The summed signals are called RF-data and consist of
unprocessed data.

TTK4165 Signalbehandlingsmetoder i medisinsk billeddannelse Oppgavetekst 
                    

 Side 1/11  

RF-data akkvisisjon og prosessering 
 

Formålet med øvinga: 
Gje forståing av korleis prosessering av gråtonebilder fungerer. RF-data. IQ-demodulasjon. 
Filtrering. Logaritmisk kompresjon. Scankonvertering. 
 

Teori 
Dei ulike delane i eit avbildingssystem for B-mode (Brightness-mode, gråtone) 
ultralydavbilding er vist i Figur 1. 

 
Ein sendepuls blir generert og sendt ut fokusert mot eit punkt i rommet. Ekko frå pulsen blir 
fanga opp av transduceren, og signal frå ulike element blir fokusert ved hjelp av 
tidsforsinkelsar og vekta (apodisering) i beamformer. På utgangen av beamformer kjem det ut 
eit signal som varierer med mottatt trykk langs strålen. Signalet har både positive og negative 
verdiar. Fordi utgangen på beamformer er eit signal som inneheld frekvensinformasjon, 
kallast det ofte eit Radio Frequency (RF-) signal. Terminologien stammar frå 
radiokommunikasjon, og er blitt adoptert i ultralydsamanheng som nemning på uprosesserte 
data. 
 
Vegen frå RF-data til gråtonebilde på skjermen inneheld fleire prosesseringssteg. Dei 
viktigaste stega som vi skal sjå på i denne øvinga er IQ-demodulasjon, frekvensfiltrering, 
tidsavhengig forsterking (Time-gain compensation), amplitude-/ envelopedeteksjon, 
logaritmisk kompresjon og tilslutt geometrisk rekonstruksjon av bildet. 
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Figur 1: Konseptuell oppbygging av B-mode avbildingssystem. Namna over boksane er Matlabfunksjonar vi skal bruke i denne øvinga. Figure 2.2: A B-mode imaging system. The figure shows the different process-
ing steps from transmitting and receiving the pulses to displaying the result on
the screen. The figure is found in [23].

The RF-data is first In-phase Quadrature (IQ) demodulated. IQ-demodulation
is a complex base-band modulation technique where the bandpass RF-signal is
down-mixed so the resulting signal is complex and a lowpass signal. By apply-
ing IQ-demodulation, the amount of data is reduced without losing essential
information and a lower sampling frequency can be used [11].

After IQ demodulation, a bandpass filter is applied to maximize the ratio
between the signal and the noise. This is done by filtering with a frequency
band around the transmitted frequency or twice this frequency.

The next step in the process is Time Gain Compensation (TGC). Due
to attenuation, the reflections from structures at far depths are much weaker
than reflections at shallow depths. TGC compensates for this intensity drop
by gradually amplifying the signal with increasing depth [25].

Next, amplitude and envelope detection are performed on the signal. It is
done to rectify and smooth the signal.

To be able to visualize weak echoes together with strong ones, the dynamic
range is reduced by applying logarithmic compression on the signal. The data
after this processing is called beamspace tissue data.

The last step before displaying the image is geometric reconstruction of
the data. This is also called scan conversion, and it converts the signal into a
format that is compatible with a specific type of display. When the ultrasound
pulses is fired in a sector, it is also desirable to display the image as a sector,
and the image must be corrected by displaying the data points close to the
probe with a very small distance and displaying data points with increasing
distance between each other as we move away from the probe.
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2.3 Beam Profile and k-space

An ultrasound beam can be created by shooting one or many pulses in the
same direction from the transducer surface, the aperture. The radiation of a
beam into the field is shown in Figure 2.3. As can be seen from this figure,
the central core of the beam is called the main lobe. The field outside of this
region consists of side lobes that have a lower intensity level than inside the
main lobe. The side lobes are caused by interference and create artifacts: in
the image.

Figure 2.3: The radiation of a beam. The figure shows the main lobe and side
lobes of a beam in addition to near and far field. The figure is found in [16].

It is also common to divide the radiating field into the near field and far
field. The beam acts differently in the two regions. In the far field, the area of
the beam will expand beyond the aperture of the transducer, while in the near
field the beam area will be less than the aperture size [25].

The beam profile is defined as the spatial variations of the beam amplitude
[16]. It shows how the intensity of the beam varies in the field. The profile can
be looked at from several directions. The directions and transducer geometry
are illustrated in Figure 2.4. The transducer surface consists of many small
elements, and it is possible to both steer and focus the beam by delaying
these elements. Doing so will influence the beam profile. The range, or radial,
dimension is the direction along the beam where the predominant sound wave
propagates from the transducer and into the body. The lateral dimension is
the direction across the beam. The radial and lateral dimensions define the 2D
plane that is displayed in most B-mode images.

K-space is a frequency domain description in ultrasound imaging systems
which can be used to gain insight into the interactions during image formation
[26]. K-space representation describes spatial response in the frequency domain
and will here be used to explain the connection between the aperture responses
and the beam profile.

The response of the transmit aperture and the receive aperture gives to-
gether the transmit-receive response which is called the pulse-echo response.

:A structure in the image that does not provide a true representation of the scanned
object.



8 CHAPTER 2. ULTRASOUND THEORY

Elevation, y
Azimuth, z
(Lateral)

Range, z
(Radial)

Figure 2.4: Transducer geometry and corresponding directions. The range
direction, also called radial direction, is along the beam. The azimuth direction,
also called lateral direction, is across the beam. The figure illustrates the
profiles in the radial and lateral direction. The blue rectangles are transducer
elements. The figure is a modified version of a figure found in [1].

If both the transmit and receive aperture functions are rectangular, the con-
volution of these two responses gives that the lateral pulse-echo response is
a triangular function in k-space. The Fraunhofer approximation states that
the ultrasound beam’s pressure amplitude can be estimated by taking the 2D
Fourier transform of the transducer aperture. The approximation is based
on different requirements and assumptions so it only holds for beam patterns
in the far field of an unfocused transducer or the focal plane of a focused
transducer [1]. This means that by investigating the aperture functions, we
can approximately determine the beam profile in the focal plane of a focused
transducer. The Fourier transform of a triangular function gives a sinc2 func-
tion. Accordingly, the spatial variations of a pulse-echo response in the focal
plane with rectangular aperture correspond to a sinc2 function in the lateral
direction where the sinc function is defined as

sinc
�
xaz
f#λ



�

sin
�
π
xaz
f#λ



π
xaz
f#λ

(2.1)

where λ is the wavelength, f# is the f-number and xaz is the azimuth coor-
dinate. The f-number is defined as the focus point divided by the aperture.
Fourier transformation of only the transmit or receive aperture gives a sinc
function. This is shown in Figure 2.5. In the radial direction the spatial fre-
quencies are usually presented as temporal frequencies.

The beam profile in the elevation direction has in general the same shape
as for the azimuth, i.e. lateral, direction apart from some minor changes if the
transducer size is different in the azimuth and elevation direction. While the
shape of a rectangular aperture corresponds to a sinc2 function, the shape of
a circular aperture is proportional to a jinc2 function:.

The beam width is defined as the width of the main lobe. The beam width
at the focus point can be used as a measure of the lateral resolution, which is

:The jinc function is defined as

jincpxq �
2J1pπxq

πx
(2.2)

where J1 is the Bessel function of first kind and first order.
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x2 f xk
x-2 f

Lateral Tx-Rx response:

|A|
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Axial Tx-Rx response:

|A|

tf-f c

Figure 3.10: An ultrasound system has responses in both lateral (left) and axial (right) spatial
frequencies. The axial spatial frequencies are usually presented as temporal frequencies. A typical
system has a pass-band axial response centered at the transducer’s center frequency, fc.

xf x2 fxk xk
x-2 fx-f

Tx or Rx only Tx-Rx

Tx or Rx only Tx-Rx

x x

|A| |A|

Figure 3.11: (Top) The transmit-only (left) and transmit-receive (right) amplitude in the observa-
tion plane of a rectangular aperture. The transmit-only (left) and transmit-receive (right) lateral
k -space responses of a rectangular aperture.

length. Acoustic lenses are often quite severe, therefore the depth of field is poor in elevation. As a
consequence the elevation dimension spatial resolution can vary by a factor of 10 within a typical
range of interest. Clinicians are often not aware of this slice thickness problem.

Annular arrays are well focused in both dimensions, but can only used with mechanical scanners.
These types of scanners cannot perform color-flow or simultaneous Doppler/B-mode imaging.

3.6 The target function and scattering:

When considering the pulse-echo response of the system to a scattering function at the focus, the
point spread function can be used as a kernel that is convolved with a target function. In k -space
the transfer function is multiplied by the spatial frequencies in the target function to produce the
image frequency spectrum.

Target structures that scatter with spatial frequencies higher than the extent of the system re-
sponse are sub-resolution and are not imaged by the system. The k -space representations of target
functions are related to their information content. Spatial frequencies in the target function do not
represent plate reflectors, but rather are sinusoidal variations in scatterer reflectivity. For example,
the glomeruli in the kidney create a ∼ 3 cycles/mm pattern. A schematic of this type of scattering

29

Figure 2.5: Amplitude and k-space responses for a rectangular aperture. The
upper left of the figure shows the transmit-only or receive-only amplitude, and
the upper right of the figure shows the transmit-receive amplitude. The lower
left of the figure shows the transmit-only or receive-only k-space response, and
the lower right of the figure shows the transmit-receive k-space response. The
figure is found in [1].

explained more in Section 2.8.1. The beam profile can accordingly be used to
measure the resolution and also show if the aperture is reduced.

It is also possible to plot the intensity of the beam along the beam direction.
The maximum intensity will here be in front of the focus point. This is due
to diffractions that arise since the transducer diameter consists of a limited
number of wavelengths [16].

2.4 Point Spread Function

The point spread function (PSF) of an imaging system is the response of a
point object in the image. It describes how an infinitely small point looks
like through an imaging system. An image can be expressed by a convolution
between the object field and the PSF,

Image � Object 
 PSF (2.3)

This is illustrated in Figure 2.6.

Figure 2.6: An image can be expressed as a convolution between the object
and the point spread function. The figure is found in [27].



10 CHAPTER 2. ULTRASOUND THEORY

A point target in a point ÝÑr0 gives the image hpÝÑr ,ÝÑr0q. The PSF is the
impulse response hpÝÑr ,ÝÑr0q and its Fourier transform is the transfer function of
the system, Hpkq. Eq. 2.3 can now be expressed in the k-space,

Gpkq � F pkqHpkq (2.4)

where Gpkq and F pkq are the Fourier transform of the image function and the
object, respectively.

Figure 2.7 shows an illustration of the PSF in k-space. The width of the
PSF in k-space along kz is limited by the transmitted pulse. Since the pulse has
finite length, the PSF can be seen as a bandpass filter in the radial direction.
The size of the PSF in k-space along kx is limited by the aperture functions.
Both the transmit and receive aperture function are rectangular in k-space.
As mentioned earlier, the convolution of these aperture functions results in a
triangular function and the PSF can be seen as a lowpass filter in the lateral
direction. The limited bandwidth of the filter transfer function smears the
image and by doing so, defines the spatial resolution of the system.

Figure 2.7: The point spread function (PSF) in k-space. The width of the PSF
is in the kz direction limited by the transmit pulse, and in the kx direction
limited by the aperture functions.

The PSF is complex to model accurately because of the interaction of radial
and lateral characteristics [28]. When a phantom is used, which is explained in
Section 2.7, point targets are being imaged. Since imaging a point target gives
the PSF, the PSF will correspond to the spatial resolution of a point target.
This resolution is determined by the size of the point target.

2.5 MLA

Standard beamforming consists of generating one scan line when receiving data
from one transmit pulse. The receive direction will then coincide with the trans-
mit direction. Multi-line acquisition (MLA), also called parallel beamforming,
uses several simultaneous receive beams for every transmit beam [3, 18]. This
is illustrated in Figure 2.8. The main lobe of the transmit beam will be broad
to include a region that covers the multiple receive beams. When the MLA
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technique is used, the number of transmit beams can be reduced and we get
the advantage of higher framerate. But increasing the number of MLAs will
also mean that the main lobe of the transmit beam must be wider, and this
results in smaller transmit aperture. Smaller transmit aperture will next re-
sult in reduced resolution. MLA can also give loss in contrast resolution and
penetration. It is accordingly not desirable to increase the number of MLAs to
as high as possible.

during receive and the data acquisition rate is increased by a 
factor equal to the number of hnage lines so acquired. 

I. PRINCIPLES OF OPERATION 

The system described in this paper was designed to in- 
crease the data acquisition rate of a phased array ultrasonic 
scanner. In conventional phased array systems, ? image lines 
are produced by focusing the ultrasound in transmit and in 
receive by properly selected delays of the signals transmitted 
and received by the elements of a linear array transducer. 
These transmit and receive directions coincide. In contrast, 
Explososcanning allows ultrasound reception from several 
directions for each direction of ultrasound transmission. 

This concept is shown schematically in Fig. I. In this dia- 
gram, for one transmitted pulse in the direction indicated by 
the dashed line, information from four directions indicated 
by solid lines is received. This information is received simul- 
.taneously and is used to produce four simultaneous B-mode 
image lines. The transmit angular response is indicated by 
the dashed curve and is sufficiently broad to include the four 
narrower receive angular response functions indicated by 
the solid line curves. 

In a pulse echo system the point spread function can be 
expressed by means of the familiar radar equation, 

PSFiO) = TIOr,O)R (OR,O), (1) 

where PSF is the system point spread function, 0 is the azi- 
muthal field variable, 0r is the transmit st•r direction, 0R is 
the receive steer direction, Tis the transmit response func- 
tion, and R is the receive response function. For a conven- 
tional scanner where the transmitted and received beams are 

steered in the same direction, the response of the system 
would be given by 

PSF(O ) = T(OT,O (0T,0). 12) 

In the Explososcan system several receive directions i are 
used for a particular transmit direction Or, so that the re- 
sponse of the system for each receive direction i is given by 

PSF,(0)---- T(Or,O)R (0,,0), for/---- 1,2...k, (3) 

• ----- TRANSMIT 

FIG. 1. The Explososcan concept. For each oriented acoustic transmit 
burst, dashed line, information in four individual receive directions, solid 
lines, about the tr•mit •on is acquired simultaneously. Transmit 
b•am respond.dashed curve, extends beyond the four receive beam re- 
spenser, solid curves. 

where k is the number of directions of simultaneous recep- 
tion. This is paralld processing in that the information being 
'received by the array of transducers from a single pulse is 
processed in different ways simultaneously to produce k im- 
age lines at the same time. 

In our implementation of this parallel processing tech- 
nique, the receiv• directions are chosen at small angles about 
the transmit direction, Or. This deviation from the transmit 
direction can be represented as 

do, = or - o,, (4) 

where A0i is on the order of a few degrees. 
To receive ultrasound from a direction Oi, it is neces- 

sary for a significant amount of ultrasonic energy to be trans- 
mitted in that direction. In this system, the receive directions 
are chosen to lie well within the transmitted beamwidth. We 

assume that this condition is met as long as 

lot -- O, I < « Os, for i = 1,2...k, (5) 
where 0e is the angular extent of the transmit beam. 

At the focal point and in the farfield of the transducer, 
continuous wave diffraction theory is adequate for approxi- 
mating the angular extent of the mainlobe transmit beam- 
width. a The null-to-null mainlobe beamwidth for a rectan- 
gular aperture is predicted by this theory to be 

0e = 2 arc sin(c/feLt), (6) 

where c is the acoustic propagation velocity in tissues (typi- 
cally 1540 m/s),fo is the center frequency of the transmitted 
acoustic bursts, and L r is the linear dimension of the trans- 
mit aperture. 

Unlike conventional phased array systems where the 
transmit, receive, and display orientations coincide, Explo- 
soscanning requires individual specifications for each of 
these orientations. Since the transmit and receive directions 

are not similar, an investigation of each of the PSFi is neces- 
sary to determine the peak response. The azimuth direction 
of this peak is the correct orientation for the displayed B- 
mode line. Equation (3) may be evaluated to find the azimuth 
orientation for the maximum resulting from the product of 
the transmit and receive response functions. 

An obvious problem of complexity arises in the realiza- 
tion of an ultrasonic phased array system if this device is to 
acquire k B-mode lines simultaneously. Using conventional 
methods, the receive processing portions of k phased array 
systems would have to be attached to the same transducer. 
These systems would require multiple sets of receiver delay 
lines which would then be individually phased to permit ac- 
quisition of echo data from the k azimuth directions. The 
approach described here does not require such an increase in 
complexity since the receive data is obtained only from small 
angles centered about the transmit direction. In our imple- 
mentalien multiple sets of delay lines are not requi•.ed. The 
parallel receive processing is realized by the addition of small 
tapped delay lines at the outputs of the main delay system for 
each receive channel. Simultaneous receive processing is ac- 
complished by adding a linear progression of delay incre- 
ments to the preexisting delay function of the main delay 
system. This linear progression of delays is proportional to 
the time delays required to Shift the receive beam by small 
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Figure 2.8: Multi-line acquisition (MLA), also called parallel beamforming,
uses several simultaneous receive beams for every transmit beam. The main
lobe of the transmit beam will be broad to include a region that covers the
multiple receive beams. The figure is found in [18].

When MLA is applied, the imaging system becomes spatially variant. Spa-
tial variance is explained in more detail in Section 5.1. The variance introduces
artifacts in the image and the most common problem is the block artifact. This
artifact occurs as lateral blocks in the image and is due to the misalignment
of the transmit and receive beam directions when using MLA. This causes the
two-way beam to be pulled towards the transmit beam direction, an effect
called warping. The warping is typically strongest at the focal depth, and it
leads to gaps between neighboring MLA groups. Misalignment of the beams
also causes an effect called skewing. The skewing effect makes the two-way
beam profile asymmetrical, and the beam becomes more sensitive on one side
than on the other [3].

2.6 Speckle

Ultrasound images have a grainy appearance with bright and dark variations
in the image which is called speckle. Closely located point scatterers: may be
covered by the same ultrasound pulse. The backscattered signals from these
scatterers will interfere with each other and introduce a random interference
pattern. This pattern is called speckle and is marked in Figure 2.9. The texture

:A scatterer is a reflecting object that will scatter a portion of the wave energy in all
directions [16].
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of the speckle pattern does not correspond to the underlying tissue, and speckle
is therefore viewed as noise and has a negative impact on ultrasound imaging
[1]. Even so, the speckle pattern is often used to track underlying tissue which
is useful in several applications.

The speckle pattern depends on frequency, transducer position, beam width
and direction of propagation [9]. If the transducer position and the acquisition
parameters are unchanged for several recordings, the images will display the
same speckle pattern for every image. By increasing the frequency, the speckle
becomes finer grained.

2.7 Phantoms

Ultrasound can be used to visualize many different internal organs as the heart,
liver, bladder etc. In this thesis, the focus will be on imaging phantoms. An
ultrasound phantom is a container consisting of one or more tissue mimicking
materials and different targets. The mimicking material has similar properties
as tissue with respect to velocity, scattering and attenuation. The different
targets can be point targets, cystic targets, high contrast targets and so on.

When a living organ is scanned, it is not possible to know if structures on
the screen come from the targets being imaged or from the scanner itself. By
imaging a phantom, the expected image appearance is known and phantoms
are often used in quality controls of the scanner.

In this thesis, the phantom CIRS40 has been used [5]. Figure 2.9 shows
an image of the phantom where a point target, a cyst and speckle are marked.
The point target where the vertical and horizontal point targets intersect is in
this thesis called the center point target.

Figure 2.9: Image of phantom CIRS40 with marked point target, cyst and
speckle.
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2.8 Image Quality

The image quality in ultrasound can be described by two main factors; spatial
resolution and contrast resolution [16].

2.8.1 Spatial resolution
Spatial resolution indicates the radial and lateral resolution.

Radial resolution is the closest distance between two objects along the axis
of the beam which are displayed as two distinct objects. Objects with closer
distance than this resolution will merge together in the image. Radial resolution
is also called axial resolution, range resolution and depth resolution. It is
expressed as

∆r � c � Tp
2 � c

2 �B , (2.5)

where Tp is the pulse length, B is the pulse bandwidth and c is the speed in
human tissue (� 1540 m/s). Eq. 2.5 shows that the resolution is determined by
the pulse length, frequency, since f � 1

T , and the bandwidth of the transducer.
It is also dependent of the number of pulse periods. A short pulse gives good
radial resolution, but it will also decrease the depth of penetration.

Lateral resolution is the closest distance between two objects transverse to
the beam that are displayed as two distinct objects. The resolution is deter-
mined by the beam width at the focus point which is defined as

∆l � k
λ � F
D

� k � λ � f#, (2.6)

where F is the focus, D is the aperture and k is a scaling constant. The
formula shows that the lateral resolution is improved by increasing the transmit
frequency, since λ � c

f , increasing the aperture and by focusing the beam. The
resolution will also be improved by small separation between the beams. The
scaling constant is dependent of the shape of the transducer.

While the radial resolution is quite constant with depth, the lateral resolu-
tion changes with depth. Both the radial and lateral resolution will influence
objects that are smaller than the resolution size. These objects will appear to
be at least the resolution size even though the objects are smaller.

The spatial resolution is a valuable parameter for image quality metrics. It
is defined in [22] as the radial, or lateral, full-width-at-half-maximum (FWHM):,
i.e. -6 dB width, of the image of a small object at the focus. When imaging
a phantom, the spatial resolution can be determined by the size of the point
target.

2.8.2 Contrast resolution
Contrast resolution is the minimum difference in signal strengths from adjacent
structures that allows the observer to observe the structures as separate entities
[9]. It shows the ability to discriminate a weak target that is close to a strong
one. The cyst is a good example of a weak target since it contains a region
in the image with no scatterers. The main limitation of contrast resolution

:FWHM is given by the distance between points on the curve at which the function
reaches half its maximum value.
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is acoustic noise generated by the transmitted signal. The noise is caused by
the side lobes and multiple reflections of the ultrasound pulse. The contrast
resolution is accordingly improved by reducing the side lobe level. Electronic
noise will also limit the resolution [16].

The contrast resolution is also called the local dynamic range of the image.
Local dynamic range is the ratio between the amplitude of the signal around
a cyst to the signal from side lobes and reverberations inside the cyst. The
local dynamic range is at the most approximately 50-60 dB. It must not be
misinterpreted with total dynamic range which is the ratio of the strongest
signal from close targets to the weakest signal from very deep targets [16].

Different methods and names are used in the literature when contrast res-
olution is determined. The phantom used in this thesis includes both cystic
targets and high contrast targets. Cystic targets are liquid filled and anechoic,
while high (and low) contrast targets are typically 3 to 15 dB above (and below)
the background level. These are evaluated differently in the literature in terms
of contrast resolution. For a cystic target, the tissue-to-clutter ratio (TCR) is
in [21] defined as

TCR � 20 log10
〈µB〉
〈µL〉

(2.7)

where  ¡ means averaging over multiple scans, and µB and µL are mean gray
level of background and cyst, respectively.

In [21], only low and high contrast targets, and not anechoic targets like
cysts, are assigned with a contrast resolution. It is convincible to evaluate
the TCR as a contrast resolution parameter for anechoic targets. This agrees
with other literature that describes contrast resolution for anechoic targets as
the difference between average brightness level of the cyst’s centre and the
background [24]. It also resembles the definition of local dynamic range by
[16].

In [8] by Gibson et al., the anechoic objects are determined by calculation
of the correlation coefficient between the detected target and an ideal target,
where a matched filter is used. At the same time, Gibson et al. use almost the
same formula as the above equation, Eq. 2.7, when the resolution for low and
high contrast targets is determined.

For high contrast targets, contrast-to-noise ratio (CNR) is defined in [21]
as

CNR � |µB � µL|apσB � σLq{2
(2.8)

where σB and σL are variance of gray levels within background and lesion,
respectively.

As it can be seen, all methods include many of the same parameters, but
with some small changes in the calculations. It seems like there is no unam-
biguous definition of the contrast resolution, but the main focus consists of
comparing the values inside and outside of the target.

2.8.3 Other image quality parameters

Other parameters related to image quality are among other things sharpness,
artifacts, geometric distortion, noise and temporal resolution [9].
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Sharpness describes the ability of the scanner to reproduce tissue boundaries
[9]. It is closely related to spatial resolution and is seldom evaluated on its own.
The sharpness of the tissue boundaries is associated with acutance, which is
how quickly the transition at an edge is. High acutance is difficult to obtain
in ultrasound images, but it can still be a useful parameter when determining
the image quality.

An artifact is a structure in the image that does not provide a true repre-
sentation of the scanned object. Artifacts can be objects in the image that are
not actually present, structures that should be represented in the image but
are missing, and structures whose locations in the image are wrongly registered
[9]. An image artifact is sometimes caused by improper use of the scanner, but
mostly it is a consequence of properties in the body. Most artifacts degrade the
image quality and can lead to misdiagnosis, but the artifacts are at the same
time inherent in the imaging process and cannot be totally eliminated.

The scanned structures should accurately correspond to the structures dis-
played on the screen. If this is not the case, we have geometric distortion. It
is caused by variations in wave velocity and structures will be wrongly placed
in the displayed image.

Noise is the random variation in signal amplitude measurements of detected
echoes and causes brightness fluctuations in the ultrasound image [9]. Noise can
be divided into electronic and acoustic noise. The electronic noise originates
primarily from amplifiers and cross-coupling of cables, while acoustic noise
may result from side lobes and grating lobes, and from false reflections and
refractions [19].

Temporal resolution is a measure of the fastest detectable moving object
and refers to the ability to accurately visualize moving objects. Temporal
resolution is limited by the frame rate, and an increase of the frame rate will
result in better temporal resolution. It will at the same time either decrease
the lateral resolution or the imaging field.



Chapter 3

Related Theory

In addition to ultrasound theory, it can be useful for the reader to have some
knowledge about the theory and methods related to the two main topics pre-
sented in this thesis. Correlation is heavily used when evaluating the spatial
variance and a brief introduction to correlation coefficient and also to template
matching is first presented. Next, spectral analysis is presented which is related
to the power spectrum calculations in the ProbeContact algorithm.

3.1 Correlation

Correlation indicates the degree of linear relation between two signals. For 1
dimension, the unbiased correlation function can be expressed as

Rxyrls � 〈xrns y�rn� ls〉 (3.1)

� 1
N

N�1̧

n�0
xrns y�rn� ls (3.2)

where  ¡ denotes the mean of the variable and � denotes complex conjugate.
With lag 0, the above equation becomes

Rxyr0s � 1
N

N�1̧

n�0
xrns y�rns (3.3)

When the term correlation is used, it often refers to cross correlation which
means that two distinct functions are evaluated. When xrns and yrns are
identical, the formula expresses the autocorrelation.

The correlation function is sensitive to changes in the amplitude, and it
is common to defeat this disadvantage by using the normalized correlation
coefficient. The normalized correlation coefficient is given by

r � 1
N

N�1̧

n�0

�
xrns � x

sx


�
yrns � y

sy


�

(3.4)

where x denotes the mean and sx denotes the standard deviation of x: [13].

:sx �

d
1
N

N�1°
n�0

pxrns � xq2
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By comparing this equation with Eq. 3.3, it can be seen that xrns is exchanged
with xrns�x

sx
and the corresponding with y[n]. This is the normalization, also

called standardization, of the signal. The normalization removes the scale de-
pendence and the coefficient will be in the range -1 to 1. If r � �1, there is
a perfect linear relationship between the two functions. The correlation coeffi-
cient is also known as the Pearson’s correlation or product-moment coefficient
of correlation.

The correlation coefficient can be rewritten to

r � 1
N

N�1̧

n�0

�
xrns � x

sx


�
y�rns � y�

s�y



(3.5)

� 1
N

N�1̧

n�0

pxrns � xqd
1
N

N�1°
n�0

pxrns � xq2
py�rns � y�q�d

1
N

N�1°
n�0

pyrns � yq2
�� (3.6)

� 1
N

N�1°
n�0

pxrns � xq py�rns � y�qd
1
N2

N�1°
n�0

pxrns � xq2
N�1°
n�0

py�rns � y�q2
(3.7)

�

N�1°
n�0

pxrns � xq py�rns � y�qd
N�1°
n�0

pxrns � xq2
N�1°
n�0

py�rns � y�q2
(3.8)

For 2 dimension, the correlation with lag 0 becomes

Rxyr0s � 1
MN

N�1̧

n�0

M�1¸
m�0

xrn,ms y�rn,ms (3.9)

and the normalized correlation coefficient becomes

r �

N�1°
n�0

M�1°
m�0

pxrn,ms � xq py�rn,ms � y�qd
N�1°
n�0

M�1°
m�0

pxrn,ms � xq2
N�1°
n�0

M�1°
m�0

py�rn,ms � y�q2
(3.10)

If the dimensions of the image are large, the calculations can tend to be
slow and inefficient. This can be solved by performing the calculations in the
frequency domain by use of Fast Fourier Transform (FFT).

3.1.1 Template matching
Template matching is a technique used in classifying objects and consists of
finding small parts of an image which match a template image. The tem-
plate image is shifted to every location in the larger source image and for each
position it is calculated how well the template matches the source image. Cor-
relation is often used for the matching process, and the cross correlation will



18 CHAPTER 3. RELATED THEORY

be maximum at the location where the template finds a correspondence in the
source image. An object can then be classified by searching for peaks in the
cross correlation function. Template matching for a pattern of gray-scale values
is shown in Figure 3.1

Figure 3.1: Template matching of a pattern of gray-scale values. The template
image is applied to every possible position in the source image. The position
of the peak in the cross correlation image represents the location in the source
image where the upper left corner of the template image matches best with the
source image. The red square marks the location of the best match.

3.2 Spectral Analysis

The process of obtaining a representation of the frequency components in a
signal using basic mathematical tools is known as spectral analysis [14]. This
applies when the signal is infinite and an exact mathematical description is
possible. In practical problems, we attempt to extract the relevant information
in the signal, and the spectrum can only be estimated.

The different methods when spectral analysis is performed, can be divided
into two categories: classical methods and modern methods. Classical methods
are based on the Fourier transform and modern methods are based on the
estimation of model parameters [17]. Every spectral analysis method has its
strengths and weaknesses related to specific spectral features. Two important
spectral features are the overall shape of the spectrum and local features of the
spectrum. Since methods that provide good overall estimates, give poor local
estimates, and vice versa, the methods must be chosen by evaluating which
features that are the most important for the given situation.
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3.2.1 Power spectrum
A power spectrum shows how the power of a periodic signal is distributed
among the various frequency components and can be expressed as

Gpωq � |Xpωq|2 (3.11)

where Xpωq is the Fourier transform of the signal xptq. This way of calculating
the power spectrum is called the direct method. A second approach is the
indirect method, and the power spectrum is calculated by first computing the
autocorrelation from xptq and then computing the Fourier transform of the
autocorrelation.

Eq. 3.11 applies if the signal has infinite length. But, as already mentioned,
this is not the case in practice. The power spectrum must then be calculated
from a limited set of samples in the signal, and it is common to average the
signal when the power spectrum is calculated. This is referred to as an average
periodogram. Averaging is usually achieved by dividing the waveform into a
number of segments, possibly overlapping, and evaluating the Fourier transform
on each of these segments. The power spectrum is then an average of the
Fourier transforms from the various segments [15].

3.2.1.1 Windowing

When a Fourier transform is computed from a non-periodic data segment, the
resulting spectrum suffers from leakage. When leakage occurs the signal energy
smears out, and the solution to the problem is to apply an appropriate window
function. A window function is exactly zero at the edges and with some special
form in between. It then forces the signal to start and end at zero to mimic a
periodic signal.

By applying a rectangular window function, the spectrum is widened (main-
lobe) and additional peaks are generated (sidelobes). This is also present for
other windows, and common window types like the Hamming and triangular
window, reduce the sidelobes with the result of wider mainlobe.

When multiplying the signal by a window function, the signal power is re-
duced because of the suppressed ends. The signal must then be scaled by a
coherent power gain to retain its original power and amplitude. The coherent
power gain is the square of the sum of the elements in the window function. It
is usually normalized by dividing by the number of terms N, so that if a rect-
angular window function is used, the coherent power gain would be normalised
to 1 [15].





Part II

Methods and Implementation
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Chapter 4

Tools

This chapter presents the tools used in this thesis. All implementations and
simulations are done in MATLAB version 7.8.0 R2009a.

4.1 Scanner Setup

A GE Vivid 7 Ultrasound scanner was used when recording the phantom im-
ages. Table 4.1 summarizes the used settings on the ultrasound scanner. A GE
M3S phased array probe was used. The demodulation frequency and band-
width were fixed. It has been used fundamental imaging mode and dynamic
focus on receive.

Table 4.1: Table of scanner settings

Paramter Value
Frequency 2.5 MHz
Pulse length 0.6 µs
Aperture 22 mm
Focus 90 mm
Depth 16 cm
Sector width 35�

4.2 GcMat

GcMat (Graphic Component for MATLAB) is a tool for displaying and manip-
ulating ultrasound data from the scanner in MATLAB. The system is devel-
oped by the Department of Circulation and Medical Imaging (ISB) at NTNU
in collaboration with GE Vingmed Ultrasound.

GcMat has been used in this thesis to retrieve recorded images from the
ultrasound scanner so they could be used in the spatial variance algorithm, ex-
plained in Chapter 5, and in the ProbeContact algorithm, explained in Chapter
6. GcMat version 7.0.511 has been used.
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4.3 Field II

Field II is a program that simulates ultrasound fields and images and is inter-
faced with MATLAB [10]. The program assumes that the pressure field has
linear propagation and is able to calculate the pulsed and continuous pressure
field for different transducers. The transmitted field is calculated by convo-
lution of the excitation, the transmit transducer impulse response and the
transmit spatial impulse response.

Field II is an extremely useful simulation tool, but it should be noted that
the system assumes linear propagation of ultrasound waves, which is not the
truth. In addition, the accuracy of the calculations of the field will increase
with increasing distance from the transducer. This is because Field II uses a
far field approximation, and it will result in degraded image quality in the near
field.

Field II has been used in this thesis to simulate the CIRS Model 40 phan-
tom [5]. All variables in Field II were assigned exactly as the settings on the
ultrasound scanner, so that the simulated images would be equivalent to the
images recorded on the scanner. GEs acoustical model has been used to reveal
some of the parameters, and the simulation uses IQ-demodulated data.

4.4 Existing Image Analysis System

The basis for this thesis is an image analysis system that was developed during
the project assignment [20]. The system finds point targets and cysts in the
image and describes their characteristics related to image quality. To be able
to perform the image analysis, the image must be recorded with five frames
and make sure of placing five point targets within these frames. This is shown
in Figure 4.1. The system will then search inside the frames and find the
point targets. Based on the location of the point targets in the frames, other
point targets and cysts can also be found. The system gives information about
profiles, resolution, contrast parameters and gain balance in the image.

Figure 4.1: Recorded image with five frames in existing image analysis system.
Point targets must be placed within these red frames.



Chapter 5

Spatial Variance

Two main topics have been investigated in this thesis. One of them was spatial
variance and will be presented in this chapter. The chapter is divided into
background information, implementation and methods used to evaluate the
spatial variance.

5.1 Background

If a system is spatially invariant, a structure in the image will appear the
same, regardless of where in the image it is placed [2]. Spatial invariance is
also commonly called shift invariance. In a spatially invariant imaging system,
the PSF will be identical in all parts of the image, and spatial invariance is
clearly a desirable characteristic of an imaging system. For an imaging system
to be spatially invariant, the following must be satisfied [3]:

1. The two-way response of each imaging beam must be equal in shape

2. The two-way response of each imaging beam must be equally spaced

3. The distance between each imaging beam must satisfy the Nyquist sam-
pling theorem

If the beams have different shape, that is item 1 is not fulfilled, geometrical
distortion will be introduced. Item 3 is satisfied if the spacing of the beams
are no more than the Nyquist sampling theorem for ultrasound, that is f#λ.
This is also called the Rayleigh criterion. If item 3 is not satisfied, we will have
undersampling and information will be lost. Both of these sources for spatial
variance can be considerably reduced by thorough system design. Item 2 is
normally satisfied when we have the common situation with one receive beam
for each transmit beam.

Complete spatial invariance is only valid for ideal systems, but ultrasound
imaging systems are often approximated to be spatially invariant. This is
accepted by looking at the system as locally spatially invariant. Even though a
PSF is spatially variant, it can be approximated to be locally spatially invariant
because the spatial variability of the PSF, due to attenuation and aberration,
is slowly varying [4].
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Spatial variance is an important image quality parameter. As the spatial
variance always will be present, it can be useful to measure this parameter
since high variance can lead to misleading interpretations.

5.2 Implementation

To measure the spatial variance of a point target, the system calculates the
cross correlation of the same region in different frames. The probe is tilted
to the side for increasing frames, and the point target moves a small distance
for every frame. The correlation coefficient between two frames gives a good
indication of the spatial variance since it measures how similar the two point
targets are. If the point target changes its shape, the correlation will decrease.
This will also imply that the point target is spatially variant.

More precisely, the evaluation of spatial variance starts with searching for
the frame which consists of a specific point target that has the smallest width
compared to the same point target for other frames. This frame will be the
reference frame, and it is chosen so that the point target in the other frames
will be compared to a point target with good resolution, that is a point target
that is as close as possible to a transmit beam. This is an important step when
the beam density is low or when using MLA. The point target in the reference
frame is found by use of the existing image analysis system mentioned in Section
4.4. Based on the center point of the point target, a region of interest (ROI),
containing the point target, is defined.

In addition, a larger ROI is created for each frame which is certain to contain
the corresponding point target. This moving point target is now found by use
of template matching between the two ROIs. For every frame, the process of
first defining a large ROI in the current frame and then matching this with
the ROI from the reference frame is executed. The matching process will find
the right point targets, and the large ROIs are adjusted to only contain the
found point targets. For every frame, the current ROI is compared with the
ROI from the reference frame, and the normalized correlation coefficient is
calculated from Eq. 3.10.

The algorithm is also implemented with calculations of the correlation co-
efficient for different ROIs which only contain speckle. The speckle ROIs are
for each frame defined as a region above the center point of the point target for
the current frame. Next, the correlation coefficient is determined by comparing
the different ROIs with the speckle ROI from the reference frame in the same
manner as before.

For each frame, the distance between the present point target and the point
target from the reference frame is calculated. This is used in the correlation
coefficient plots. The distance is calculated by looking at six different point
targets in each frame. The angles between the point targets in the reference
frame and the corresponding point targets in the other frames are measured,
and by averaging over the six angles for each frame, the distances between the
frames are determined. By using more than one point target when the angle
between two frames is measured, the distance calculation gets more robust.

The algorithm is independent of the tilting direction since the spatial vari-
ance should be equal regardless of which way the probe is tilted.
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5.3 Methods

The implemented spatial variance algorithm has been tested for five different
cases. The first one was testing the algorithm on scanned and simulated images
with four different beam densities. The images consisted of 81, 48, 24 and 19
beams. Other system properties are listed in Table 4.1.

As discussed in Section 2.2, the data after logarithmic calculations is called
beamspace tissue data while the data after IQ-demodulation is called IQ-data.
The calculations of spatial variance use beamspace tissue data. But the spatial
variance was also tested when it was calculated from IQ-data. This was done
for a simulated image with 48 and with 24 beams.

In addition, the spatial variance has been studied for ROIs which only
consist of speckle pattern. It has both been tested on recorded and simulated
images with 48 and 24 beams. Also, spatial variance of the speckle pattern
calculated from IQ-data has been tested.

The above cases use the same point target, the center point target, in the
calculations. The spatial variance was studied for different point targets located
at different depths in the image; one point target from the upper part of the
image, one point target from the center and one point target from the lower
part of the image. The three point targets did then vary in depth, but were
aligned above each other. It was tested for scanned and simulated images with
48 and 24 beams.

The last case tested was spatial variance for scanned and simulated images
with 2 and 4 MLA. The images contained 80 receive beams.

When the images on the scanner were recorded, the probe was manually
tilted. The number of frames did then vary. Manual tilting resulted in some
irregularities since it is very difficult to tilt the probe exactly the same angle
for each frame and to retain in the same 2D plane for the entire recording.

To be able to give a thorough analysis of the spatial variance and to test
all the cases, six different images were recorded on the scanner; four images
with different beam densities and two images with different MLAs. The four
images with different beam densities were obviously used to calculate the spatial
variance for different beam densities, but also when the spatial variance was
calculated from IQ-data and when spatial variance was determined for speckle
pattern and various point targets. The two images with different MLAs were
naturally used when the spatial variance was tested for different MLAs.

Because of the difficulty of achieving solid results when manually tilting
the probe and as a basis for comparison, the corresponding scenarios were
simulated in Field II. The first frame was simulated with no tilting. For the
other frames, a rotation matrix with increasing rotation angle θ was used. As
the system is 3 dimensional and it was desirable to tilt the point target in the
lateral direction, the rotation matrix is defined as [6]:

Rθ �
��cospθq 0 �sinpθq

0 1 0
sinpθq 0 cospθq

�� (5.1)

The simulated images were tilted from 0 to 6 degrees divided among 99 frames.
Six different images were simulated which correspond to the six recorded im-
ages.



Chapter 6

ProbeContact

This chapter presents the implementation and methods for the other main topic
in this thesis; different power spectra, and their respective mean frequency and
bandwidth, in the ProbeContact algorithm. But first, the algorithm will be
briefly explained.

6.1 Background

ProbeContact is an algorithm developed at the Department of Circulation and
Medical imaging (ISB), and it provides the user with real time feedback of the
acoustic contact between the probe and the patient’s skin [12]. If the contact
is poor, the complete aperture of the probe will not be used and this will result
in degraded image quality. The algorithm is an important method related to
objective image quality metrics since it is able to give the user feedback on the
probe contact which is connected to the quality of the image.

The method estimates and visualizes the lateral power spectrum and uses
this to give a good indication of the acoustical contact. The spectrum is cal-
culated by first averaging the radial samples close to the focus and then use a
discrete Fourier transform (DFT) over the lateral beams. The method is based
on the Fraunhofer approximation. This approximation, also discussed in Sec-
tion 2.3, states that the lateral spectrum close to focus is bandlimited in k-space
by the convolution of the transmit and receive aperture functions. This leads
to that the shape of the lateral power spectrum will change correspondingly
with change in the effective imaging aperture.

6.2 Implementation and Methods

The ProbeContact algorithm has been incorporated in the image analysis sys-
tem. In addition, different power spectrum calculations related to ProbeCon-
tact and their mean frequency and bandwidth have been evaluated.

6.2.1 Lateral power spectra

The ProbeContact algorithm uses today the simplification of first averaging the
radial samples, and then calculating the spectrum by use of the Welch method
that utilizes the Fourier transform. It was originally done this way to save
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computation time. This thesis wanted to evaluate the impact of switching the
order of averaging and the Fourier transform. The following cases have been
studied:

1. Averaging to 1 dimension, followed by the Welch method

2. Averaging to 1 dimension, followed by |1D DFT|2

3. |1D DFT|2, followed by averaging to 1 dimension

4. |2D DFT|2, followed by averaging to 1 dimension

where 1D and 2D stands for first and second dimension, and DFT stands for
Discrete Fourier Transform.

The different cases are illustrated in Figure 6.1. The 2D power spectrum
is denoted as Gpkx, kzq and the lateral power spectrum as Gpkxq. Table A.1
given in Appendix A.1 summarizes the mathematical equations used in the
cases. The Welch method is a nonparametric: method which divides the signal
into overlapping data segments, calculates the periodograms by performing
Fourier transform and then averaging the result [14]. The method reduces the
noise in the spectrum, but at the expense of few details of the local features.
Case 1 and case 2 are then very similar, except for the reduced noise in case 1.
The ProbeContact algorithm uses today case 1.

1
N

N°
i�1

fpxiq Welch
method

s1px, zq s1pxq G1pkxq

(a) Case 1

1
N

N°
i�1

fpxiq |1D DFT|2
s2px, zq s2pxq G2pkxq

(b) Case 2

|1D DFT|2 1
N

N°
i�1

fpxiq
s3px, zq G3pkx, zq G3pkxq

(c) Case 3

|2D DFT|2 1
N

N°
i�1

fpxiq
s4px, zq G4pkx, kzq G4pkxq

(d) Case 4

Figure 6.1: The four different cases that have been studied related to the
ProbeContact algorithm. spx, zq is a region in the image and Gpkxq is the 1
dimensional power spectrum in the lateral direction.

:No assumption made about how the data were generated
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An often used assumption is to neglect taking the absolute value and square
of the variables after Fourier transformation is performed. This simplifies the
calculations, and without |�|2, case 2 and 3 give the same result. This is derived
in Appendix A.2.

But without this simplification, case 2 and case 3 have the relation

G2pkxq ¤ 1
N 1

G3pkxq � 2
pN 1q2 |α| (6.1)

where N 1 is the number of elements used when calculating the average, G2pkxq
and G3pkxq are the power spectra for case 2 and 3, respectively and

α �
N 1�1°
i�1

N 1°
l�i�1

Spkx, ziqSpkx, zlq
where Spkx, zq � Fxtspx, zqu. The calculations are given in Appendix A.3.
The second term on the right side of Eq. 6.1 cannot be negative, and it is
expected that the lateral power spectrum for case 3 will overall have a higher
power than for case 2. Since case 2 and 3 did not give the same spectrum, it
is clear that case 4 also is different from case 2.

Next, a comparison of case 3 and 4 was attained. Appendix A.4 derive that
the relation between the lateral power spectrum for case 3 and 4 is

G4pkxq � N 1G3pkxq (6.2)

Appendix A.4 shows also that if the normalized Fourier transform has been
used, the relation between case 3 and 4 is

Ĝ4pkxq � Ĝ3pkxq (6.3)

Each case has been evaluated for the same image in the ProbeContact
algorithm and the different spectra have been compared with the mathematical
results.

6.2.2 Mean frequency and bandwidth

It was desirable to quantify the contact of the probe. Both mean frequency
and bandwidth are good spectral parameters for doing so. When the acoustic
contact on one or both sides of the probe are poor, the lateral bandwidth will
be reduced and the location of the mean frequency relative to zero frequency
is shifted. The mean frequency is also used in the calculations of the effective
aperture parameter displayed in percent when generating the ProbeContact
algorithm.

Mean frequency and bandwidth were calculated as the first and second
order central moments of the power spectrum. By assigning the lateral power
spectrum as Gpωq, the mean frequency ω is expressed as

ω �

8³
�8

ωGpωq dω

8³
�8

Gpωq dω
(6.4)
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and the bandwidth B as

B2 �

8³
�8

pω � ωq2Gpωq dω

8³
�8

Gpωq dω
(6.5)

The mean frequency and bandwidth have been calculated for all frames and
compared for the different cases.
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Chapter 7

Results

This chapter presents the results from the evaluation of spatial variance and
of different power spectra in ProbeContact. A simple graphical user interface
(GUI) has been made to make it easy to test the different scenarios. This
system combines the new methods evaluated in this thesis with the image
analysis system from the project assignment. More information can be found
in Appendix B.

7.1 Spatial Variance

Spatial variance has been tested for a variety of properties. The correlation co-
efficient is calculated for the different cases and viewed as a measure of spatial
variance. If the correlation coefficient is 1, the compared regions are spatially
invariant. But if the correlation coefficient decreases from 1, the spatial vari-
ance will increase.

First, the results from calculating the correlation coefficient for the four
different beam densities will be presented, followed by results of the correlation
coefficient for the IQ-data, for the speckle pattern, for the different point targets
and for MLAs. Most parts will both present the results from the recordings on
the scanner and from the simulations in Field II.

7.1.1 Different beam densities

The correlation coefficient from recorded images on the scanner with a beam
density of 81, 48, 24 and 19 beams, are shown in Figure 7.1. The figure
shows how the correlation coefficient changes with increasing distance from
the reference frame. The distances are given in degrees. Figure 7.2 shows the
correlation coefficient where the same beam densities are used, but the images
are simulated. The distances between the point target in the different frames
are in the figure calculated in the same manner as for the scanner, and as
explained in Section 5.2. Figure 7.3 also shows the correlation coefficient for
the simulated images, but the distances are now calculated by knowing that the
point target moves exactly the same distance for each frame. The simulation
images are tilted from 0 to 6 degrees divided on 99 frames. The lateral profiles
for a simulated image with 81 and with 19 beams, are shown in Figure 7.4. Each
blue line represents the lateral profile of the point target for a given frame, and
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the figure shows how the lateral profiles evolve for successive beams. Table
7.1 summarizes the distance between transmit beams at the focus point for
different beam densities. It also shows the calculated Nyquist sampling limit.

7.1.2 IQ-data
The correlation coefficients calculated from beamspace tissue data and from
IQ-data, are shown in Figure 7.5(a) and 7.5(b) respectively. The image is
simulated and has a beam density of 48 beams. Figure 7.6(a) and 7.6(b) show
the correlation coefficient for the same settings except for a change in the beam
density to 24 beams.
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Figure 7.1: Correlation coefficient for the recorded images, with 81, 48, 24 and
19 beams, with increasing distance from the reference frame. The correlation
coefficient is determined by comparing a ROI, containing a point target, from
a reference frame with the corresponding ROIs from the other frames. Tx/Rx
beams stands for transmit/receive beams and illustrates where the beams are
located related to the distance from the point target in the reference frame.
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Figure 7.2: Correlation coefficient for the simulated images, with 81, 48, 24
and 19 beams, with increasing distance from the reference frame. Further
explanation of the behavior of the figure is as in Figure 7.1.

Table 7.1: Distance between transmit beams at the focus point for different
beam densities together with the Nyquist sampling limit.

No. of beams Distance [mm]
81 0.678
48 1.145
40 (2 MLA) 1.374
24 2.291
20 (4 MLA) 2.749
19 2.894
Nyquist 2.520
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Figure 7.3: Correlation coefficient for the simulated images, with 81, 48, 24
and 19 beams, with increasing distance from the reference frame. The distance
is measured by applying that the point target moves an equal distance for each
frame. Further explanation of the behavior of the figure is as in Figure 7.1.
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Figure 7.4: Lateral profiles for the simulated images with 81 and 19 beams.
Each blue line represents the lateral profile of the point target for a given frame,
and the figure shows how the lateral profiles evolve for successive beams.
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Figure 7.5: Correlation coefficient calculated from beamspace tissue data and
from IQ-data for a simulated image with 48 beams. IQ-data represents the data
after IQ demodulation, while beamspace tissue data refers to the data after
logarithmic compression. Further explanation of the behavior of the figure is
as in Figure 7.1.
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Figure 7.6: Correlation coefficient calculated from beamspace tissue data and
from IQ-data for a simulated image with 24 beams. IQ-data represents the data
after IQ demodulation, while beamspace tissue data refers to the data after
logarithmic compression. Further explanation of the behavior of the figure is
as in Figure 7.1.
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7.1.3 Speckle pattern
Figure 7.7(a) shows the correlation coefficient calculated from a ROI consisting
of a point target (upper part) and the correlation coefficient calculated from
a ROI only consisting of speckle (lower part). The image is recorded on the
scanner and has a beam density of 48 beams. Figure 7.7(b) shows also the
correlation coefficient for a point target ROI and a speckle ROI, but this image
is recorded with 24 beams. Figure 7.8 shows the correlation coefficient for the
same calculations with different ROIs and the same beam densities, but the
images are now simulated. Figure 7.9 shows the correlation coefficient for the
same settings as Figure 7.8, but the coefficient is calculated from IQ-data.

7.1.4 Various point targets
Figure 7.10 shows the correlation coefficient for three point targets in a recorded
image with 48 and 24 beams, while Figure 7.11 shows the corresponding results
for the simulated images. The distances from the reference frame are for both
figures shown in millimeters since the distance in degrees varies for the three
point targets.

7.1.5 MLA
Figure 7.12 shows the correlation coefficient for a scanned image with 2 MLA
and with 4 MLA. The corresponding simulated images are shown in Figure 7.13.
Figure 7.14 shows also the results from the simulated images, but the distance
axis is again calculated by knowing that the point target moves exactly the
same for each frame. Figure 7.15 shows two lateral profiles from the scanned
image and from the simulated image with 4 MLA. Every profile from all frames
have been compared, and the upper part of Figure 7.15(a) and 7.15(b) displays
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Figure 7.7: Correlation coefficient for the recorded images calculated by point
target ROI (upper part) and speckle ROI (lower part) for 48 and 24 beams.
The coefficients are calculated from beamspace tissue data. The point target
ROIs consist of a point target and some speckle, while the speckle ROIs only
consist of speckle. The two figures have different axes to bring out the details
of the progress of the correlation coefficient.
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the profile with the minimum width, and the lower part displays the profile with
the maximum width. The profile with minimum width represents the smallest
size of the point target while the profile with maximum width represents the
largest size of the point target.
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Figure 7.8: Correlation coefficient for the simulated images calculated by point
target ROI (upper part) and speckle ROI (lower part) for 48 and 24 beams.
Further explanation of the behavior of the figure is as in Figure 7.7.
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Figure 7.9: Correlation coefficient for the simulated images calculated by point
target ROI (upper part) and speckle ROI (lower part) for 48 and 24 beams.
Further explanation of the behavior of the figure is as in Figure 7.7.
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Figure 7.10: Correlation coefficient for three different point targets in the
recorded images with 48 and 24 beams. The red graph shows the coefficient for
the upper point target, the blue shows the middle point target and the green
shows the lower point target. The two figures have different axes to bring out
the details of the progress of the correlation coefficient.
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Figure 7.11: Correlation coefficient for three different point targets in the sim-
ulated images with 48 and 24 beams. Further explanation of the behavior of
the figure is as in Figure 7.10.
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Figure 7.12: Correlation coefficient for the scanned images with 2 and 4 MLA
and with 80 receive beams. The correlation coefficient is determined by com-
paring a ROI, containing a point target, from a reference frame with the cor-
responding ROIs from the other frames. Tx and Rx beams stands for transmit
and receive beams and illustrates where the beams are located related to the
distance from the point target in the reference frame.
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Figure 7.13: Correlation coefficient for the simulated images with 2 and 4 MLA
and with 80 receive beams. Further explanation of the behavior of the figure
is as in Figure 7.12.
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Figure 7.14: Correlation coefficient for the simulated images with 2 and 4
MLA and with receive 80 beams. The distance is measured by applying that
the point target moves an equal distance for each frame. Further explanation
of the behavior of the figure is as in Figure 7.12.
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Figure 7.15: Lateral minimum and maximum profiles for the scanned and
simulated image with 4 MLA. The upper part of each figure displays the profiles
with the minimum width, and the lower part displays the profiles with the
maximum width.
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7.2 ProbeContact

Figure 7.16 shows the later power spectrum for the four cases that was pre-
sented in Section 6.2.1. The spectra are all calculated from the same image
and the same frame.

Figure 7.17 also displays the lateral power spectrum for the four cases, but
now the normalized Fourier transform has been used in the calculations. The
calculation of the spectrum in case 1, using the Welch method, has not been
changed.

Figure 7.18 shows the 2D Fourier transform of the region close to focus
together with lateral and radial power spectrum marked with mean frequency
and bandwidth. The lateral and radial spectrum are derived by averaging over
the 2D power spectrum.

The output from the ProbeContact algorithm gives a ”Probe contact map”.
This is a histogram visualization of the lateral power spectrum. It also displays
the effective aperture parameter given in percent. The Probe contact maps for
the different cases are shown in Figure 7.19.

Table 7.2 summarizes the mean frequency and bandwidth for the differ-
ent cases where the two parameters are derived from the same frame as the
power spectra in Figure 7.16 - 7.19 are calculated from. The calculated mean
frequency and bandwidth use Eq. 6.4 and 6.5, respectively. Both parameters
are expressed in meters since spatial frequencies are evaluated. Figure 7.20
shows mean frequency and bandwidth with increasing frame number for the
four cases.
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Figure 7.16: Lateral power spectrum for the four cases and in addition a spec-
trum of N times case 3.
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Figure 7.17: Lateral power spectrum for the four cases when normalized Fourier
transform has been used in the calculations. The calculation of the spectrum
in case 1, using the Welch method, has not been changed.
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Figure 7.18: The 2D Fourier transform of the region close to focus together with
lateral and radial power spectrum marked with mean frequency and bandwidth.
The lateral and radial spectrum are derived by averaging over the 2D power
spectrum.
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Table 7.2: Calculated mean frequency and bandwidth for the four cases and
for a specific frame.

Case Mean frequency [mm] Bandwidth [cm]
1 -0.1942 1.4350
2 -0.2228 1.3532
3 0.2589 1.3359
4 0.2589 1.3359
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(b) Case 2
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Figure 7.19: Power spectrum map for the four cases. The map is a histogram
visualization of the lateral power spectrum. It also displays the effective aper-
ture parameter given in percent. The dotted green line indicates the mean
frequency.
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Figure 7.20: Mean frequency and bandwidth with increasing frame number for
the four cases.



Chapter 8

Discussion

8.1 Spatial Variance

One of the purposes of this study was to objectively evaluate the spatial vari-
ance in the image. To be able to give a good evaluation of the spatial variance,
it has been tested for a variety of scenarios.

8.1.1 Different beam densities
Figure 7.1(a) shows the correlation coefficient for a recorded image with 81
beams. It displays a constantly falling curve. The decrease in correlation
coefficient is probably arisen from the fact that the recording is done manually
and consequently, it has not been accomplished to retain in the exact same
2D plane for the entire recording. Figure 7.1(b) displays a graph shaped like
a wave with tops located at every beam. These tops correspond well with the
position of the point target when it is placed precisely in a beam, and it is
expected that the correlation coefficient will be high at these points. When a
point target is between two beams, it will laterally smear out, and as seen in
the figures, the correlation coefficient will decrease.

The results from the simulated images with the same beam densities, shown
in Figure 7.2, correspond well with the results from the scanned images in
Figure 7.1. When the correlation coefficient is 1, we have spatial invariance.
This holds only when the point target is placed in a beam. When the correlation
coefficient decreases between the beams, the spatial variance increases. The
image gets more and more spatially variant as the beam density decreases.

Figure 7.1(c) and 7.1(d), and Figure 7.2(c) and 7.2(d) for the simulated
case, show the correlation coefficient when the beam density is relatively low.
In Figure 7.1(d), it is also shown that the shape of the graph is dramatically
changed, and the correlation coefficient decreases without particularly moving
further away from the reference frame when the point target is close to a beam.
This is also the case for Figure 7.2(d). It seems like the point target moves more
slowly when passing a beam. This concurs with the profile plot for 19 beams in
Figure 7.4(b). By comparison of this profile plot with the corresponding plot
for 81 beams, Figure 7.4(a), it can be seen that the pattern of the succeeding
profiles for 19 beams will change, and the point target in the image will not
move with equal distance even though each frame is tilted with the same degree
for every frame. A movie of the discussed point target has been added to the
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zip file attached in the electronic version of the thesis. More details can be
found in Appendix C.

As can be seen in Table 7.1, Figure 7.1(d) is also the only one of the four
plots in Figure 7.1 that represents an image that do not fulfill the Nyquist
sampling theorem. The same holds for Figure 7.2(d) for the simulated images.
Sampling below the Nyquist limit will result in aliasing, and the signal will not
be reconstructed properly. This will influence the regions between the beams in
the image, and these areas will be constructed by interpolation of the nearby
beam fields. The movement of the point target will be exactly intercepted
when the point target is close to a beam. But between the beams, detailed
movements will not be registered, and the point target will only be imaged
with exact details when it is getting closer to a new beam again. This concurs
with the movie and the calculated correlation coefficients.

Figure 7.2(c) shows that the shape of the correlation coefficient is also
slightly altered with pointed tops at the location of the beams even though the
beam density is not below the Nyquist sampling limit. This figure represents
an image with a beam density just above the limit, and the point target is
influenced by the low beam density, but only to a minor degree.

As for Figure 7.2, Figure 7.3 shows the correlation coefficient for the sim-
ulated images. Instead of measuring the distance as explained in Section 5.2,
the distance is calculated by applying that the point target moves an equal
distance for each frame since, for the simulated case, each frame is tilted ex-
actly the same amount of degrees. This figure shows that all plots are shaped
like smooth waves, even the plots with low beam densities. If it had not been
for the discovery of the irregular movements of the point target for low beam
densities, it would have been easy to presume that the results in Figure 7.3 are
more accurate than the ones in Figure 7.2 based on that the image is tilted
with the same distance for every frame. Figure 7.3 gives an accurate indication
of the changing correlation coefficient for high beam densities, but it does not
show the changes in the movement of the point target for low beam density.
However, the spatial variance is equally high for Figure 7.3.

8.1.2 IQ-data

By comparing Figure 7.5(a) and 7.5(b), and Figure 7.6(a) and 7.6(b), it is
observed that the correlation coefficients are higher for Figure 7.5(b) and 7.6(b).
In addition, the shape of the correlation coefficient calculated from IQ-data is
different from the coefficient calculated from beamspace tissue data. If IQ-data
is denoted as sIQpx, zq, the beamspace tissue data will be 20 log10p|sIQpx, zq|q,
and it is natural that the correlation coefficient calculations will be influenced
by this difference. The figures show that IQ-data calculations give lower spatial
variance than beamspace tissue data. Further evaluation of the differences
between IQ-data and beamspace tissue data has not been emphasized.

8.1.3 Speckle pattern

By comparison of the correlation coefficient calculated from a ROI which in-
cludes the point target and a ROI which only consists of speckle, it can be seen
from Figure 7.7 and 7.8 that the results are fairly similar. The main differ-
ence, for both the scanned and the simulated images, is that the correlation



8.1. SPATIAL VARIANCE 51

coefficient for the speckle ROI decreases more than for the point target ROI.
In Figure 7.9, where IQ-data has been used to calculate the correlation coeffi-
cient, this difference is close to being gone. This can be explained by looking at
the correlation coefficient calculations from IQ-data. Appendix D shows that
the normalized correlation coefficient for one single point target is the same as
the normalized correlation coefficient for a sum of uncorrelated point targets.
Our speckle ROI is the sum of uncorrelated point targets, and the single point
target can be approximated to be our point target ROI which consists of a
strong point target with surrounding speckle. Figure 7.9 should accordingly
give similar results for the point target ROI and speckle ROI.

But for Figure 7.7 and 7.8, the correlation coefficient is calculated from
beamspace tissue data and this will influence the calculations. In Appendix D,
it was shown that〈°

n1
sn1px, zq

°
n2
sn2px�∆x, z �∆zq〉 (Eq. D.8)

could be expressed as
〈
°
n snpx, zq s�npx�∆x, z �∆zq〉 (Eq. D.16)

and this corresponded to that the correlation coefficient was the same for a
single point target and for a sum of uncorrelated point targets. This is no
longer the case since our signal will be 20 log10p|spx, zq|q, and the normalized
correlation coefficient should not be the same for a point target ROI and a
speckle ROI when using beamspace tissue data.

If the spatial variance is compared, it must be assured that only speckle
ROIs or point target ROIs are used for all frames. This is when the spatial
variance is calculated from beamspace tissue data. This assumption is no longer
necessary if the spatial variance is calculated from IQ-data.

8.1.4 Various point targets

Three different point targets in the same image have been evaluated related
to the correlation coefficient, and Figure 7.10 and 7.11 show that the three
point targets all have the same shape but they vary in frequency. This is
expected. Since our images are generated by sector scans, the beams are very
close together in the upper part of the image and more spread out in the lower
part of the image. The point target in the upper part of the image will then be
located in a beam more frequently than the other point targets if the distances
are compared in meters. Point targets in the lower part of the image will then
be more influenced by low beam densities compared to point targets in the
upper part of the image.

From Figure 7.11 it can be seen that the minimum correlation coefficient
value varies for the different point targets. The upper point target has the
lowest decrease in correlation coefficient. This is understandable since the
upper part of the image is where there is least distance between the beams. It
is then expected that the lowest point target should have the lowest correlation
coefficient value, but as can be seen from the figure, this is not the case. The
reason for this is that the correlation calculations compare two ROIs consisting
of a point target, but also consisting of some speckle. The intensity level of the
image will decrease with increasing depth due to attenuation, and the lower
part of the image will have a lower intensity level, including the speckle. The
point target will still change, but the visibility of the fluctuation of the speckle
will be reduced and this will result in less decrease in the correlation value.
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8.1.5 MLA

When MLA is used, it is received more beams than it is transmitted. Figure
7.12 and 7.13 show that tops only appear in the correlation coefficient plots
when the point target is located near a transmit beam and not when it is near
a receive beam. MLA utilizes that an image can be created by shooting few
transmit beams, but as seen from the figures, it greatly increases the spatial
variance. This was expected. As mentioned in Section 5.1, an imaging system
needs to consist of beams that are equal in shape and which are equally spaced
to be spatially invariant. The Nyquist sampling theorem must also be satisfied.
When MLA is used, the shape and the spacing of the beams will vary. In
addition, it can be seen from Table 7.1 that the Nyquist sampling theorem is
not satisfied for 4 MLA. The correlation coefficient is then especially low for 4
MLA which corresponds to a high spatial variance. Figure 7.13(b) has a beam
density of 80 beams, but since 4 MLA has been used, the correlation coefficient
is as low as for Figure 7.2(d), which has a beam density of 19 beams.

There is an alternative method for use of parallel beamforming, but with-
out the large spatial variance. The Synthetic Transmit Beams (STB) method
suggests to create synthetic transmit beams in the direction of each receive
beam, and this leads to images with less spatial variance compared to MLA
images [3].

Figure 7.14 shows the correlation coefficient for the same properties as for
Figure 7.13, but the distance is calculated by applying that the point target
moves an equal distance for each frame. It can be seen that Figure 7.14(a) is
similar to Figure 7.13(a). This is not the case for Figure 7.14(b) and 7.13(b).
As for the scenario with single line acquisition and 19 beams, the coefficient in
Figure 7.14(b) indicates that the point target moves more slowly when passing
a beam. They also resembles by not fulfilling the Nyquist sampling theorem.
Figure 7.2(d) with 19 beams and Figure 7.14(a) with 4 MLA show that the
shape of the correlation coefficient greatly changes when the Nyquist sampling
theorem is not satisfied, and the spatial variance becomes very high.

By comparing Figure 7.12(a) and 7.13(a), it can be seen that the correlation
coefficient between two transmit beams is much lower for Figure 7.13(a). This
is even more evident for Figure 7.12(b) and 7.13(b). The difference may come
from the fact that the scanned images are recorded manually which causes ir-
regularities. It can also be explained by studying the profile with minimum
width and the profile with maximum width for the scanned and the simulated
image. This is shown in Figure 7.15 where 4 MLA has been used. The profile
with minimum width represents the smallest size of the point target while the
profile with maximum width represents the largest size of the point target.
Since the difference between the minimum width profile and the maximum
width profile for the scanned image is quite small, there is only a small differ-
ence between the two profiles, and with that only a small difference between
the smallest and largest point target, and the correlation coefficient will not
decrease very much between two adjacent beams. But for the simulated case,
the minimum width profile is much smaller than the maximum width profile
which results in a greater size difference between the smallest and the largest
point target, and the correlation will decrease more for the simulated image
than for the scanned. The width of the maximum profile for the simulated
image is surprisingly large.
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8.2 ProbeContact

The other main purpose of this study was to evaluate different power spectra
related to the ProbeContact algorithm. It can be seen from Figure 7.16 that
the lateral power spectrum for case 1 has reduced noise compared to case 2.
But at the same time this spectrum has few details of the local features. This
was expected due to the properties of the Welch method.

When averaging a function followed by the Fourier transform, the spectrum
will have a high variance but reduced noise, while performing Fourier transform
followed by averaging will give a smooth spectrum but the signal to noise ratio
(SNR) will be reduced [7]. It is then expected that the spectra from case 1 and
2 have higher variance than the spectra from case 3 and 4. But the spectrum
from case 1 is also smoothed by the Welch method, and as can be seen in the
figure, the spectrum from case 2 has the highest variance compared to all the
other cases. But at the same time, the spectrum from case 2 has also very low
sidelobe levels. This is seen in Figure 7.17.

In Figure 7.16, the power spectrum from case 2 does not match the power
spectrum from case 3. This was expected based on Eq. 6.1. It was also
suggested that the power spectrum for case 3 would overall have higher power
level than for case 2. This is in accordance with the figure.

From Eq. 6.2, it was determined that the lateral power spectrum for case
4 should be equal to N times case 3, NG3pkxq. This corresponds well with the
figure where the lateral spectrum from case 4 matches exactly with N times
the lateral spectrum from case 3.

Figure 7.17 shows the lateral power spectra for the four cases when normal-
ized Fourier transform has been used in the calculations. The figure shows that
the lateral power spectrum, calculated with normalized Fourier transform, for
case 3 is equal to the corresponding power spectrum for case 4, just as given
in Eq. 6.3. The average power level is different for case 1 and 2 compared to
3 and 4. This is not unexpected since averaging in space can be viewed as a
lowpass filter while averaging in frequency domain can be viewed as a bandpass
filter. This will naturally introduce some differences.

By looking at the 2D power spectrum in Figure 7.18, it can be seen that
the spectrum is concentrated in the middle of the image and bounded in both
directions. This corresponds well with the k-space theory discussed in Section
2.3 and with Figure 2.7, where the PSF in k-space is limited in both directions.
The 2D spectrum in Figure 7.18 contains some noise on the sides as well.

Figure 7.19 shows the probe contact maps for the four cases when normal-
ized DFT has been used in the calculations. Figure 7.19(c) and 7.19(d) are
exactly the same. This is expected when Figure 7.17 showed that the lateral
power spectra for case 3 and 4 are equal when normalized Fourier transform
is used. In addition, the mean frequency and bandwidth are the same. It has
then no influence on the output of the algorithm whether case 3 or case 4 are
used. This requires calculations with normalized Fourier transform. When case
3 and 4 are evaluated further in the discussion, only case 4 will be mentioned,
though it applies for both case 3 and 4.

The effective aperture parameter, displayed in percent, is shown in the
upper left corner of each probe contact map. This parameter is calculated by
use of the mean frequency, and it is reasonable that Figure 7.19(a) has the
highest percent, 99.1%, since Table 7.2 shows that case 1 has the lowest mean
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frequency. Case 4 has the highest mean frequency, and correspondingly has
the lowest effective aperture percent shown in 7.19(d), that is 98.8%. Even so,
the percent parameter is almost the same for all cases.

The probe contact maps in Figure 7.19 is rendered for a specific frame.
Figure 7.20 shows the calculated mean frequency and bandwidth for all frames.
Case 3 and 4 will also here give equal results. By looking at Figure 7.20(a),
it can be seen that most parts of the mean frequency plot for case 1 and case
2 are quite similar in their shape, but with different levels. This is also the
case for the bandwidth in Figure 7.20(b). A high effective aperture percent
is achieved by having a mean frequency as close as possible to zero. So, even
though the shape of the mean frequency is the same, the distance from zero is
different for the two cases and will result in different effective apertures.

By first calculating the power spectrum by Fourier transformation and next
averaging the power spectrum, the variance in the spectrum is reduced. This
gives a good estimate of the spectrum and the mean frequency is more stable.
This concurs with the mean frequency for case 4.

Figure 7.20(b) shows the bandwidth with increasing frame number for all
cases. It is seen from the figure that the bandwidth for case 4 is smoother
than for case 1 and 2. The calculated bandwidth is dependent of the mean
frequency, cf. Eq. 6.5, and it is likely that the smooth bandwidth for case
4 when the contact is good arises since the mean frequency for case 4 is also
relatively smooth. In addition, the bandwidth is more closely connected to the
variance in the power spectrum than the mean frequency.

The ProbeContact algorithm to date does not use the bandwidth in its cal-
culations, so the advantage of a smooth bandwidth does not influence the out-
put of the present algorithm. Rearranging the order of averaging and Fourier
transformation will have an impact on the calculated probe contact since the
mean frequency varies for the four cases, but the differences are not huge. The
biggest difference in Figure 7.20(a) is at beam number 79 where the effective
aperture parameter will display 94.2% for case 1 and 99.9% for case 4. If
the bandwidth is incorporated in the ProbeContact algorithm, it will influence
the calculated probe contact. Case 3 and 4 may be preferable compared to
the other cases because of the reduced variance which gives a smooth mean
frequency and bandwidth for various frames.
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Chapter 9

Conclusion

As the evolution of technology moves forward, the ultrasound scanners are
getting smaller and more complex. It is then increasingly important to have a
system that can give the user feedback on the quality of the current image.

The purpose of the present study was to objectively evaluate the image
quality of phantom images. The study included only phantom images and not
clinical images. This was done to limit the scope of the thesis. A great amount
of the study was based on the existing image analysis system which evaluates
various image quality parameters.

A new parameter related to the image quality system was evaluated in this
thesis; spatial variance. An algorithm was made to objectively evaluate the
spatial variance for different beam densities, IQ-data, speckle pattern, various
point targets and for MLA. Correlation coefficient was used as a measure of
spatial variance. From the results, it can be concluded that an image gets more
and more spatially variant as the beam density decreases. It has also been
shown that the correlation coefficient is generally higher, that is the spatial
variance is lower, when the correlation coefficient is calculated from IQ-data
compared to calculations from beamspace tissue data. If spatial variance should
be compared, it is important with consistency and that every calculation for
the different cases is either from IQ-data or from beamspace tissue data. The
calculation of spatial variance for a region mainly consisting of a point target
and for a region only consisting of speckle, gives fairly similar results but with
a small difference in the measured correlation coefficient. The results also
show that the various point targets will give the same pattern for changes in
spatial variance, and MLA will greatly reduce the spatial variance. Based on
figures and evaluating a movie of the point target, it can be concluded that
the movement of a point target changes when the beam density goes below
the Nyquist sampling limit. The point target will appear to move more slowly
when passing a beam since the region between two beams is undersampled.
This effect will be expressed in the correlation coefficient plots by changes in
the shape of the coefficient.

Altogether, it can be concluded that the algorithm gives a good evaluation
of the spatial variance of a phantom image. It does require the image to be
recorded in a specific way, but it gives valuable information of the spatial
variance for a variety of settings. It seems acceptable to use the correlation
coefficient as a measure of spatial variance.
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The other main purpose of this study was to incorporate the ProbeContact
algorithm in the system and to evaluate different power spectrum calculations.
Four different ways of calculating the lateral power spectrum were evaluated in
this thesis. It can be seen from the results that the different calculations give
mostly different power spectra. An exception from this are case 3 and 4 which
will be equal as long as normalized Fourier transform is used in the calcula-
tions. Case 3 performs 1 dimensional Fourier transform, takes absolute value
and square of the variables, followed by averaging while case 4 performs the
same calculations, but where 2 dimensional Fourier transform is used instead.
The different power spectrum calculations will give different output from the
ProbeContact algorithm, but the differences are small and all methods give
tolerable results. The differences that do exist can be seen in the calculations
of the mean frequency and bandwidth for all frames. The mean frequency and
bandwidth is smoother for case 3 and 4 (Fourier transform before averaging),
than for case 1 and 2 (averaging before Fourier transform). This is because
case 3 and 4 have a low variance in the power spectrum estimate. It may be
inferred that case 3 and 4 should be used in the algorithm rather than case 1
and 2 based on the low variance of the power spectrum and the smooth mean
frequency. The ProbeContact algorithm to date does not use bandwidth in its
calculations, but if it is incorporated in the algorithm, case 3 and 4 have also
the advantage of a smooth bandwidth. This is suggested with the reservations
of basic settings, for instance that rectangular aperture is used.

In conclusion, it can be said that the image analysis system is now stronger
with the spatial variance parameter, but it requires a specific way of recording
the image. The system is a good tool for evaluation of various parameters
related to image quality and can also be used for performance testing of the
scanner. The system is improved by use of the ProbeContact algorithm which
gives a good indication of the image quality based on the acoustic contact
of the probe. Rearranging the order of averaging and Fourier transformation
will have an impact on the calculated probe contact, but the differences are
not huge. Using 1D (in the lateral direction) or 2D Fourier transform before
averaging will not have any impact of the resulting power spectrum as long as
normalized DFT is used.

The final goal in the future is to objectively evaluate the image quality in
clinical images. Even though the image analysis system is limited to phantom
images, the thesis is a step in the right direction in the process of achieving
that goal. The image analysis system can be a good basis for others to work
further on.

9.1 Future Work

The following are proposals for further work on a system that objectively eval-
uates the image quality in ultrasound images:

• More parameters evaluated by the system. Increasing the number
of parameters will give a more reliable measurement of the image quality.
Relevant parameters can be edge sharpness, different noise parameters
and speckle characteristics.
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• Give a score of the image quality in an image. After the evaluation
of the parameters is completed, they should be ranked and given a score
where important quality parameters are more weighted than others. The
system gives a total score of the quality of the image.

• Transmit to clinical images. The system should be adapted to clin-
ical images. This is a comprehensive task since most methods used in
the image analysis system are not easily transferable to clinical images
due to that they are dependent of point targets. Spatial variance could
perhaps be measured by comparing how similar radial edges change in
different places in the image. A disadvantage of this is that radial edges
are not easily measured accurately.
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Appendix A

Mathematical Relations in
ProbeContact

A.1 Mathematical Equations Used in the Four Cases

Table A.1 summarizes the mathematical equations used in the four cases when
evaluating the power spectrum in ProbeContact, that is 1D, normalized 1D
and 2D DFT definitions together with the 1D averaging equation for discrete
signals.

Table A.1: DFT and average definition(s). For DFT we have that kx �
0, 1, 2, ...M � 1 and kz � 0, 1, 2, ...N � 1.

Name Expression Eq. no.

1D DFT F pkxq =
M�1¸
x�0

fpxq e�j2π
kxx
M (A.1)

fpxq = 1
M

M�1¸
kx�0

F pkxq ej2π
kxx
M (A.2)

2D DFT F pkx, kzq =
M�1¸
x�0

N�1̧

z�0
fpx, zq e�j2πp kxxM � kzzN q (A.3)

fpx, zq = 1
NM

M�1¸
kx�0

N�1̧

kz�0
F pkx, kzq ej2πp kxxM � kzzN q (A.4)

Normalized
1D DFT

F pkxq = 1?
M

M�1¸
x�0

fpxq e�j2π
kxx
M (A.5)

fpxq = 1?
M

M�1¸
kx�0

F pkxq ej2π
kxx
M (A.6)

Averaging f = 1
N 1

N 1¸
i�1

fpxiq (A.7)
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A.2 Relation Between Averaging and 1D FT

By neglecting the absolute value and taking square of the variables when cal-
culating the spectra, the calculations are simplified. Case 2 is then defined as
averaging a function followed by 1D Fourier transform, while case 3 is defined
as performing 1D Fourier transform followed by averaging. Since no absolute
value or taking square of the variables are done, the spectra are denoted Spkxq
and not Gpkxq which is the denotation for power spectrum.

A region in the image close to the focus is defined as spx, zq. This region is
the same for all the cases. M is the size of the region in the radial direction,
while N , though not used in this section, is the size of the region in the lateral
direction. N 1 is the number of elements when calculating the average. The
region is Fourier transformed in the lateral direction.

By using the equations in Table A.1, case 3 can be expressed as

S3pkxq � 1
N 1

N 1¸
i�1

�
M�1¸
x�0

spx, ziq e�j2π
kxx
M

�
(A.8)

In the same manner, case 2 can be expressed as

S2pkxq �
M�1¸
x�0

�
1
N 1

N 1¸
i�1

spx, ziq
�

e�j2π
kxx
M (A.9)

By rearranging the elements in S2pkxq, we get

S2pkxq � 1
N 1

M�1¸
x�0

N 1¸
i�1

spx, ziq e�j2π
kxx
M (A.10)

� 1
N 1

N 1¸
i�1

�
M�1¸
x�0

spx, ziq e�j2π
kxx
M

�
(A.11)

� S3pkxq (A.12)

A.3 Relation Between Averaging and |1D FT|2

Case 2, without any simplifications, is defined as averaging a function followed
by 1D Fourier transform and then taking absolute value and square of the
variables, while case 3 is defined as performing 1D Fourier transform and then
taking absolute value and square of the variables followed by averaging.

Case 3 can be expressed as

G3pkxq � 1
N 1

N 1¸
i�1

��∣∣∣∣∣M�1¸
x�0

spx, ziq e�j2π
kxx
M

∣∣∣∣∣
2
�� (A.13)

and case 2 can be expressed as

G2pkxq �
∣∣∣∣∣M�1¸
x�0

�
1
N 1

N 1¸
i�1

spx, ziq
�

e�j2π
kxx
M

∣∣∣∣∣
2

(A.14)
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Section A.3.1 shows that

|a� b| ¤ |a|� |b|ñ
∣∣∣∣∣ I̧
i�1

J̧

j�1
aij

∣∣∣∣∣ ¤ I̧

i�1

∣∣∣∣∣ J̧
j�1

aij

∣∣∣∣∣
and Section A.3.2 shows that�

ņ

i�1
ai

�2

�
ņ

i�1
a2
i � 2

n�1̧

i�1

ņ

j�i�1
aiaj

By changing the order of the elements and by use of these results, we get

G2pkxq �
∣∣∣∣∣ 1
N 1

M�1¸
x�0

N 1¸
i�1

spx, ziq e�j2π
kxx
M

∣∣∣∣∣
2

(A.15)

�
∣∣∣∣∣ 1
N 1

N 1¸
i�1

M�1¸
x�0

spx, ziq e�j2π
kxx
M

∣∣∣∣∣
2

(A.16)

� 1
pN 1q2

∣∣∣∣∣∣
�
N 1¸
i�1

M�1¸
x�0

spx, ziq e�j2π
kxx
M

�2∣∣∣∣∣∣ (A.17)

� 1
pN 1q2

∣∣∣∣∣∣
N 1¸
i�1

�
M�1¸
x�0

spx, ziqe�j2π
kxx
M

�2

� 2
N 1�1¸
i�1

N 1¸
l�i�1

�
M�1¸
x�0

spx, ziqe�j2π
kxx
M

��
M�1¸
x�0

spx, zlqe�j2π
kxx
M

�
loooooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooooon

α

∣∣∣∣∣∣
(A.18)

¤ 1
pN 1q2

∣∣∣∣∣∣
N 1¸
i�1

�
M�1¸
x�0

spx, ziqe�j2π
kxx
M

�2
∣∣∣∣∣∣� 2

pN 1q2 |α| (A.19)

¤ 1
pN 1q2

N 1¸
i�1

∣∣∣∣∣M�1¸
x�0

spx, ziqe�j2π
kxx
M

∣∣∣∣∣
2

� 2
pN 1q2 |α| (A.20)

� 1
N 1

G3pkxq � 2
pN 1q2 |α| (A.21)

The relation between case 2 and 3 is then

G2pkxq ¤ 1
N 1

G3pkxq � 2
pN 1q2 |α| (A.22)

where

α �
N 1�1¸
i�1

N 1¸
l�i�1

�
M�1¸
x�0

spx, ziqe�j2π
kxx
M

��
M�1¸
x�0

spx, zlqe�j2π
kxx
M

�
(A.23)

�
N 1�1¸
i�1

N 1¸
l�i�1

Spkx, ziqSpkx, zlq (A.24)

and Spkx, zq � Fxtspx, zqu. This shows that the two cases are not the same.
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A.3.1 Triangular inequality

The triangular inequality can be expressed as

|a� b| ¤ |a|� |b| (A.25)

where a and b can be both real and complex numbers.
The triangular inequality can be applied for summation variables:∣∣∣∣∣ I̧
i�1

J̧

j�1
aij

∣∣∣∣∣ � |pa11 � a12 � � � � � a1Jq � pa21 � a22 � � � � � a2Jq � . . .

�paI1 � aI2 � � � � � aIJq| (A.26)

¤ |a11 � a12 � � � � � a1J |� |a21 � a22 � � � � � a2J |� . . .

� |aI1 � aI2 � � � � � aIJ | (A.27)

�
∣∣∣∣∣ J̧
j�1

a1j

∣∣∣∣∣�
∣∣∣∣∣ J̧
j�1

a2j

∣∣∣∣∣� � � � �
∣∣∣∣∣ J̧
j�1

aIj

∣∣∣∣∣ (A.28)

�
I̧

i�1

∣∣∣∣∣ J̧
j�1

aij

∣∣∣∣∣ (A.29)

This leads to the following∣∣∣∣∣ I̧
i�1

J̧

j�1
aij

∣∣∣∣∣ ¤ I̧

i�1

∣∣∣∣∣ J̧
j�1

aij

∣∣∣∣∣ (A.30)

A.3.2 Reordering of the square of a sum

�
ņ

i�1
ai

�2

� pa1 � a2 � a3 � � � � � anq2 (A.31)

� a2
1 � a1a2 � a1a3 � � � � � a1an

� a2
2 � a2a1 � a2a3 � � � � � a2an

� . . .

� a2
n � ana1 � ana2 � � � � � anan�1 (A.32)

�
ņ

i�1
a2
i � 2

n�1̧

i�1

ņ

j�i�1
aiaj (A.33)

A.4 Relations Between Averaging, |1D FT|2 and
|2D FT|2

Case 3 is defined as performing 1D Fourier transform, then calculating absolute
value and square of the variables followed by averaging. Case 4 performs the
same calculations, but uses 2D Fourier transform instead of 1D.
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Case 3 can be expressed as

G3pkxq � 1
N 1

N 1¸
i�1

��∣∣∣∣∣M�1¸
x�0

spx, ziq e�j2π
kxx
M

∣∣∣∣∣
2
�� (A.34)

� 1
N 1

N 1¸
i�1
|Spkx, ziq|2 (A.35)

where Spkx, ziq � Fxtspx, ziqu. Case 4 can be expressed as

G4pkxq � 1
N 1

N 1¸
i�1

��∣∣∣∣∣M�1¸
x�0

N�1̧

z�0
spx, ziq e�j2πp kxxM � kzzN q

∣∣∣∣∣
2
�� (A.36)

� 1
N 1

N 1¸
i�1
|Spkx, kziq|2 (A.37)

where Spkx, kziq � Fx,ztspx, ziqu. Parseval’s theorem states that
8»

�8

|xptq|2 dt �
8»

�8

|Xpfq|2 df (A.38)

where Xpfq � Ftxptqu. When discrete Fourier transform (DFT) is used, the
equality becomes

M�1¸
m�0
|xpmq|2 � 1

M

M�1¸
k�0
|Xpkq|2 (A.39)

The theorem states that the sum of the square of a function is equal to 1
M times

the sum of the square of its transform. This means that averaging the power
spectrum in space correspond to averaging the power spectrum in the spatial
frequency domain. The 1

M constant arises from the definition of DFT given in
Eq. A.1 and Eq. A.2. By renaming Parseval’s theorem to our denotation, it
becomes

N 1�1¸
i�0
|Spkx, ziq|2 � 1

N 1

N 1�1¸
i�0
|Spkx, kziq|2 (A.40)

Case 4 can now be written as

G4pkxq � 1
N 1

N 1¸
i�1
|Spkx, kziq|2 (A.41)

�
N 1¸
i�1
|Spkx, ziq|2 (A.42)

� N 1G3pkxq (A.43)

The normalized DFT is given in A.5 and A.6. By using these equations, Par-
seval’s theorem becomes

M�1¸
m�0
|xpmq|2 �

M�1¸
k�0
|Xpkq|2 (A.44)
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By denoting Ŝ as the normalized Fourier transform of s, the power spectrum
for case 3 when using normalized Fourier transform is

Ĝ3pkxq � 1
N 1

N 1¸
i�1

��∣∣∣∣∣ 1?
M

M�1¸
x�0

spx, ziq e�j2π
kxx
M

∣∣∣∣∣
2
�� (A.45)

� 1
N 1

N 1¸
i�1

∣∣∣Ŝpkx, ziq∣∣∣2 (A.46)

where Ŝpkx, ziq � normalized Fxtspx, ziqu.

Ĝ4pkxq � 1
N 1

N 1¸
i�1

��∣∣∣∣∣ 1?
MN

M�1¸
x�0

N�1̧

z�0
spx, ziq e�j2πp kxxM � kzzN q

∣∣∣∣∣
2
�� (A.47)

� 1
N 1

N 1¸
i�1

∣∣∣Ŝpkx, kziq∣∣∣2 (A.48)

where Ŝpkx, kziq � normalized Fx,ztspx, ziqu. By using Parseval’s theorem in
Eq. A.44, the lateral power spectrum for case 4 becomes

Ĝ4pkxq � 1
N 1

N 1¸
i�1

∣∣∣Ŝpkx, kziq∣∣∣2 (A.49)

� 1
N 1

N 1¸
i�1

∣∣∣Ŝpkx, ziq∣∣∣2 (A.50)

� Ĝ3pkxq (A.51)



Appendix B

GUI for Image Analysis System

A simple GUI has been made in MATLAB to test the different scenarios men-
tioned in this thesis in addition to the imaging system from the project assign-
ment. All MATLAB files can be found on the zip file attached in the electronic
version of the thesis. By running the MATLAB file menuSystem.m, Figure B.1
is displayed. The user chooses to analyze a recorded image or a simulated
image.

Figure B.1: First menu that appears when running menuSystem.m. The user
gets the option to analyze a recorded image or a simulated image. By pushing
the “X” button in the upper right corner, no analysis will be performed.

If the user pushes the “Recorded image” button, Figure B.2(a) will appear,
and if the user pushes the “Simulated image” button, Figure B.2(b) will appear.
The ProbeContact algorithm is not implemented for simulated images and is
accordingly not a part of the menu in Figure B.2(b). If the button “Run
total analysis (requires an image with more than 45 degrees sector width)”
in the second menu is pushed, the image analysis system from the project
assignment will start analyzing the image, followed by running the spatial
variance algorithm and if it is a recorded image, the ProbeContact algorithm
will evaluate the image in the end. The image analysis system does not only
evaluate the point targets which are align vertical above each other, but also
point targets further away from the center, and the image must minimum have
a 45� sector width. If the button “Run only spatial variance” is pushed, only
the spatial variance algorithm will evaluate the image. If the button “Run
only ProbeContact” is pushed for the scanned image, only the ProbeContact
algorithm will be executed.
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(a) Second menu if the button “Recorded image” is chosen in first
menu

(b) Second menu if the button “Simulated image” is chosen in first
menu

Figure B.2: Second menu that appears when running menuSystem.m. The user
gets the options “Run total analysis” and “Run only spatial variance” (and
“Run only ProbeContact” if a scanned image was chosen in the first menu).

If total analysis or only spatial variance analysis is chosen for a scanned
image, a new menu shown in Figure B.3(a) will appear. In this menu, different
variables must be set. If the image includes MLAs, it is specified here. In
addition, the desired spatial variance calculations is now set by typing 1 (for
yes) and 0 (for no). The spatial variance algorithm will always analyze the
spatial variance for different beam densities. The different calculation types
which also can be chosen are calculation of spatial variance for speckle, for
various point targets and from IQ-data. It is also possible to make a movie of
the moving point target.

If a simulated image is chosen in the first menu, the menu shown in Figure
B.3(b) rather than the one in Figure B.3(a) will appear. In addition to choosing
different parameters, the file path for the location of the simulated image must
be specified.
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(a) Menu if the image is recorded (b) Menu if the image is simulated

Figure B.3: Menu with options related to different types of calculations for
spatial variance. The following must be set: number of MLAs, type of calcula-
tion related to speckle, various point targets and IQ-data, and whether making
a movie of the point target.



Appendix C

Movie of Point Target

A movie of the point target discussed in Section 8.1.1 has been added to the
zip file attached in the electronic version of the thesis. This movie is named
MovingPointTarget.avi and is made in MATLAB.

The movie shows how a point target from a simulated image with 19 beams
moves when the image is tilted to the side. Even though each frame is tilted
with the same degree for every frame, the point target in the image will not
move with equal distance.
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Appendix D

Correlation Coefficient
Calculations for IQ-data

A signal spx, zq can consist of

1. one single point target,

s1px, zq � A1px, zqhpsf px, z|x0, z0q (D.1)

2. a sum of uncorrelated point targets,

rsnpx, zq �¸
n

snpx, zq �
¸
n

Anpx, zqhpsf px, z|x0, z0q (D.2)

hpsf px, z|x0, z0q is the point spread function, and Apx, zq is the strength of the
point target and can be seen as a scaling variable.

Eq. 3.3 expresses the correlation with lag 0. By applying that xrns � spx, zq
and yrns � spx�∆x, z �∆zq, the correlation for our signal spx, zq with lag 0
can be expressed as

R � 〈spx, zq s�px�∆x, z �∆zq〉 (D.3)

For a single point target, the correlation is

R1 � 〈s1px, zq s�1 px�∆x, z �∆zq〉 (D.4)
� 〈A1px, zqhpsf px, z|x0, z0qA�

1 px�∆x, z �∆zqh�psf px�∆x, z �∆z|x0, z0q
〉

(D.5)
� 〈A1px, zqA�

1 px�∆x, z �∆zqhpsf px, z|x0, z0qh�psf px�∆x, z �∆z|x0, z0q
〉

(D.6)
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APPENDIX D. CORRELATION COEFFICIENT CALCULATIONS FOR

IQ-DATA

For a sum of uncorrelated point targets, the correlation is

R2 � 〈rsnpx, zq rs�npx�∆x, z �∆zq〉 (D.7)

�
〈�¸

n1

sn1px, zq
��¸

n2

sn2px�∆x, z �∆zq
��〉

(D.8)

�
〈�¸

n1

An1px, zqhpsf px, z|x0, z0q
�

(D.9)

�
�¸
n2

An2px�∆x, z �∆zqhpsf px�∆x, z �∆z|x0, z0q
��〉

(D.10)

�
〈¸
n1

An1px, zqhpsf px, z|x0, z0q (D.11)

�
¸
n2

A�
n2
px�∆x, z �∆zqh�psf px�∆x, z �∆z|x0, z0q

〉
(D.12)

By applying that the expected value of two uncorrelated functions is zero
and denoting that α � hpsf px, z|x0, z0qh�psf px�∆x, z �∆z|x0, z0q, we get

R2 � 〈A1px, zqA�
1 px�∆x, z �∆zqα

�A2px, zqA�
1 px�∆x, z �∆zqα

�A1px, zqA�
2 px�∆x, z �∆zqα

�A2px, zqA�
2 px�∆x, z �∆zqα

� � � � �An1px, zqA�
n2
px�∆x, z �∆zqα〉 (D.13)

� 〈A1px, zqA�
1 px�∆x, z �∆zqα〉

� 〈A2px, zqA�
1 px�∆x, z �∆zqα〉loooooooooooooooooooomoooooooooooooooooooon

〈A2px,zqA
�

1 px�∆x,z�∆zq〉�α� 0�α� 0

� 〈A1px, zqA�
2 px�∆x, z �∆zqα〉loooooooooooooooooooomoooooooooooooooooooon

〈A1px,zqA
�

2 px�∆x,z�∆zq〉�α� 0�α� 0

� 〈A2px, zqA�
2 px�∆x, z �∆zqα〉

� � � � � 〈An1px, zqA�
n2
px�∆x, z �∆zqα〉 (D.14)

�
〈¸

n

Anpx, zqA�
npx�∆x, z �∆zqhpsf px, z|x0, z0qh�psf px�∆x, z �∆z|x0, z0q

〉
(D.15)

�
〈¸

n

snpx, zq s�npx�∆x, z �∆zq
〉

(D.16)

It is assumed that s1px, zq is normal distributed and this leads to that
snpx, zq is also so. Since snpx, zq and snpx�∆x, z�∆zq are normal distributed,
the sum of snpx, zq and snpx � ∆x, z � ∆zq will also be normal distributed.
This sum can be redefined as a new normal distributed function pspx, zq.

When calculating the normalized correlation coefficient, the mean is first
subtracted from the signal and this is then divided by the standard deviation.
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By doing so, the coefficient is standardized. Standardizing a normal distri-
bution makes all normal distributions into a single distribution with mean 0
and standard deviation 1 [13]. This means that standardizing s1px, zq will give
the same distribution as when standardizing pspx, zq. Normalized correlation
coefficient will then give the same result for a single point target and for a sum
of uncorrelated point targets.
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