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Abstract

Using a C∗-algebra A, a Hilbert A-module E and a C∗-correspondence (E,ϕE) we
use the language of category theory to construct O(E,ϕE)(J), the Cuntz-Pimsner repre-
sentation relative to an ideal J . We provide a complete classification, up to isomorphism,
of the bijective representations admitting a gauge action as relative Cuntz-Pimsner rep-
resentations relative to some ideal. By doing this we obtain a simple proof of the gauge
invariant uniqueness theorem for the Cuntz-Pimsner algebra O(E,ϕE) over (E,ϕE).





Sammendrag

Ved å se p̊a en C∗-algebra A, en Hilbert A-modul E og en C∗-korrespondanse (E,ϕE)
konstruerer vi O(E,ϕE)(J), kjent som Cuntz-Pimsner-representasjonen relativ til et ideal
J , ved å hente terminologi fra kategoriteori. Vi gir en komplett klassifisering, opp til
isomorfi, av de bijektive representasjonene med en gauge-virkning som relative Cuntz-
Pimsner-representasjoner for visse ideal. Vi bruker s̊a dette til å gi et enkelt bevis av det
gauge-invariant unikhetsteoremet for Cuntz-Pimsner-algebraen O(E,ϕE ) over (E,ϕE).
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Introduction

In [Pim97], Pimsner introduced a class of C∗-algebras - now called Cuntz-Pimsner alge-
bras - constructed from a C∗-correspondence X over a C∗-algebra A. This class of al-
gebras have been associated with direct products by endomorphisms, graph C∗-algebras
and also the generalization known as topological graph algebras as well as many other
examples.bIn his article Pimsner assumed the left action of X to be injective remarking
that this is required just for simplicity. To remove this assumption Katsura in [Kat03]
introduced the ideal JX and Condition (∗) which lead to the class of C∗-algebras OX
generalizing Pimsner’s construction.

In [CaOr11], Carlsen and Ortega introduced an algebraic analogue of the C∗-algebra
associated with a C∗-correspondence, and described them using terminology from non-
commutative ring theory. They showed that if one is interested in the C∗-algebraic case,
then there is some insight gained by considering the purely algebraic object. Moreover
their arguments become more tangible than in the C∗-algebraic setting, this allows them,
for example, to put everything into a frame of category theory, which make the whole
construction more transparent. A ray of light in that belief come in [COP12], where
they advance in the problem of finding conditions to have control of the ideal structure
of the Cuntz-Pimsner algebras.

In this thesis we follow the approach of Carlsen and Ortega and give a similar de-
scription of the C∗-algebras associated with C∗-correspondences. We follow Pimsner’s
approach of constructing the Cuntz-Pimsner algebras using the Fock space ([Pim97]).
We note that this C∗-algebra induces a universal representation - the Toeplitz repre-
sentation - in the category of surjective representations C(E,ϕE) (analogous to [CaOr11,
Theorem 1.7]), that it is injective and that it admits a gauge action. As in [Kat04] we
introduce the ideal JE and use the universality of the Toeplitz representation to obtain
a new universal representation in the subcategory of C(E,ϕE) consisting of surjective rep-
resentations that are Cuntz-Pimsner invariant relative to an ideal J ⊂ JE . This differs
slightly from [Kat04], as he only considers the ideal JE . The other extreme case is
J = {0} which gives the Toeplitz representation.

The advantage of considering ideals J between {0} and JE is that we can provide
a full classification of the bijective representations admitting a gauge action as Cuntz-
Pimsner invariant representations relative to some ideal J (similar to [CaOr11, Theorem
3.18] in the algebraic case). This is done in Theorem 6.9.

In the case J = JE we obtain the Cuntz-Pimsner representation (”covariant” in
[Kat04]) and the Cuntz-Pimsner algebra. The notion of Cuntz-Pimsner invariance is
not very natural looking at first glance, but Lemma 6.8 shows where this condition
comes from. The Cuntz-Pimsner representation is interesting since it contains a true
copy of A and (E,ϕE), so by looking at the Cuntz-Pimsner algebra we do not lose any
information. By using Theorem 6.9 this is seen to be a terminal object in the category
of bijective representation admitting a gauge action. This allows us to provide a simple
proof for the important gauge invariant uniqueness theorem for Cuntz-Pimnser algebras
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(Theorem 6.14).

The thesis is almost self-contained and much of the contents is included for the sake
of introducing the author to the content.

In section 1 an introduction to Hilbert A-modules and some basic results regarding
those and the C∗-correspondences are given. Mainly, we define the Hilbert A-modules
(Definition 1.2), the direct sum of these, and consider the space of adjointable maps
L (E,F ) from one Hilbert A-module E to another F . We prove that L (E,F ) is a sub-
set of the linear and bounded maps from E to F (Proposition 1.4). Furthermore, in the
case where E = F the set L (E,E) form a C∗-algebra (Theorem 1.5). We show that this
C∗-algebra has a closed two-sided ideal, namely the generalized compact operators K (E)
which is the closed linear span of the rank-1 operators θx,y. The C∗-correspondences of
a Hilbert A-module is defined (Definition 1.8) and we construct the higher-order tensor
product of these (Definition 1.9).

The next section is concerned with representations of Hilbert A-modules on a C∗-
algebra. The definition (Definition 2.1) is stated and some basic properties follow. We
also shortly study the necessary operators to define the Fock representation (Defini-
tion 2.3 and Lemma 2.4), and the Fock space (Definition 2.5) as the direct sum of the
higher order tensor products given in section one. This space and the operators are com-
bined in Theorem 2.6 to define the Fock representation and to prove that it is injective.

Following in the tracks of representations of Hilbert A-modules we define in section
3 the category of surjective representations of a C∗-correspondence (Definition 3.1) with
the aim of showing that this has an initial object. This is done by considering the
universal ∗-algebra G(A,E) generated by the C∗-correspondence (E,ϕE) over A (Defi-
nition 3.2) which is then equipped with a seminorm (Lemma 3.3). This is then made into
a C∗-algebra T(E,ϕE) by sending the norm zero elements to zero in the quotient, showing
that the resulting quotient norm satisfies the C∗-property and then completing with
respect to this norm. This construction gives a natural way to make a representation of
(E,ϕE) on T(E,ϕE), which is called the Toeplitz representation. Further, this represen-
tation is seen to be initial in the category of surjective representations (Theorem 3.4)
and by using the Fock representation we also show that it is injective (Theorem 3.5).

After this, we again return to the rank-1 operators θx,y and explore some of their
properties before we show the existence of a particular ∗-homomorphism ψt : K (E)→ B
(Proposition 4.3). This is done by defining the ∗-homomorphism on each θx,y and then
extending it to K (E). Finally we see how ψt corresponds with the already defined maps
on (π, t, B).

Section 5 is concerned with modifying the Toeplitz representation from section 3
in such a way that we get a new smaller representation without losing any important
information. We therefore introduce the ideal JE ⊂ A as in [Kat04] (Definition 5.2) and
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the notion of Cuntz-Pimsner invariance relative to an ideal J ⊂ JE (Definition 5.3). If
(π, t, B) is a representation satisfying this invariance we can decompose π into ψt◦ϕE on
J . We then define the closed two-sided ideal T (J) (Definition 5.4) which by definition
makes the quotient O(E,ϕE)(J) := T(E,ϕE)/T (J) Cuntz-Pimsner invariant relative to J
(Definition 5.5). Gauge actions are defined (Definition 5.6) and O(E,ϕE)(J) is shown to

be a universal representation admitting a gauge action in the category CJ(E,ϕE) of sur-

jective representations that are Cuntz-Pimsner invariant relative to J (Theorem 5.7).
Finally, using an injective Cuntz-Pimsner invariant modification of the Fock representa-
tion, O(E,ϕE)(J) is proven to be injective.

The final section starts by defining gauge invariance of a closed two-sided ideal I in
T(E,ϕE) (Definition 6.1) and relating this to the gauge action in a natural way (Proposi-
tion 6.2). Then for an ideal I ∈ T(E,ϕE) the ideal T (J(I)) of T(E,ϕE) is defined (Defini-
tion 6.3) and we prove a bijective correspondence between T (J(I)) for ideals in T(E,ϕE)

that are gauge invariant and satisfy I∩ιA(A) = {0} (Theorem 6.6). The ideal J(π,t,B) ⊂ A
is introduced (Definition 6.7) and shown to coincide with JE if the representation (π, t, B)
is Cuntz-Pimsner invariant relative to J and injective (Lemma 6.8). This is then used to
prove the main result of this section (Theorem 6.9) relating Cuntz-Pimsner invariance
relative to an ideal J ⊂ JE with ∗-homomorphisms between O(E,ϕE)(J) and B. The
result also gives necessary conditions for this ∗-homomorphism to be a ∗-isomorphism.
This allows us to classify all bijective representation admitting a gauge action as a Cuntz-
Pimsner representation relative to some ideal (Corollary 6.10). Furthermore we see that
in the case J = JE we get a terminal object in the category of bijective representations
admitting a gauge action called the Cuntz-Pimsner representation (Definition 6.12). Fi-
nally we use this to give a simple proof of the gauge invariance uniqueness theorem for
Cuntz-Pimsner algebras (Theorem 6.14).

In this text all C∗ algebras are assumed to be complex. Furthermore we denote the
unit circle as T = {z ∈ C : |z| = 1} and span denotes the closure of the linear span of a
set. In the diagrams we use the convention that ↪→ denotes injective maps and →→ for
surjective maps.
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1 Hilbert A-modules and C∗-correspondences

Hilbert A-modules can be thought of as a generalization of Hilbert spaces, in which the
values of the inner product sits inside a C∗-algebra A instead of the more usual field
C. As is the case with the complex-valued inner product, the inner product over A also
gives rise to a norm on the inner product module.

This chapter will serve as an introduction to the basic concepts needed in the later
chapters and follow in many ways the approach of [Lan95, Chapter 1]. We refer to
[BAA94, p. 246] for the definition of a module, and start by defining the structures
analogous to inner product spaces and Hilbert spaces.

Definition 1.1. Let A be a C∗-algebra and let E be a complex linear space equipped
with a compatible right A-module structure. Then E is called an inner product A-module
if it is equipped with a map E×E → A given by (x, y) 7→ 〈x, y〉E (we omit the subscript
when there is no chance of confusion) satisfying for all x, y, z ∈ E and for all a ∈ A:

(i) 〈x, αy + βz〉 = α〈x, y〉+ β〈x, z〉, α, β ∈ C

(ii) 〈x, ya〉 = 〈x, y〉a,

(iii) 〈y, x〉 = 〈x, y〉∗,

(iv) 〈x, x〉 ≥ 0; if 〈x, x〉 = 0 then x = 0,

(v) λ(xa) = (λx)a = x(λa) λ ∈ C.

We shall call the scalar multiplication on E by the elements ofA for a right action. Let
A be a C∗-algebra and E an inner product A-module. We define the map ‖ · ‖E : E → R
given by x 7→ ‖〈x, x〉‖1/2A , where the notation hints at this being a norm on E. But to
see that this is true we need to check that it satisfies the norm properties. That the map
separates points and is absolute homogeneous follows readily from Definition 1.1, so the
only thing that remains to check is the triangle inequality.

Let now x, y ∈ E, then (by abuse of notation) the map ‖ · ‖E satisfies a version of
the Cauchy-Schwarz inequality:

‖〈x, y〉‖A ≤ ‖x‖E‖y‖E . (1.1)

This follows trivially by taking the norm of the result in [Lan95, Proposition 1.1].
Using Eq. (1.1) we can prove that ‖·‖E satisfies the triangle inequality. We are therefore
justified in our abuse of notation and we see that ‖ · ‖E is a norm on E. The norm ‖ · ‖E
is usually just denoted without the subscript.

So far we have developed an analogue to inner product spaces. As with Hilbert
spaces, the Hilbert A-modules are just the complete counterpart to the inner product
A-modules:
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Definition 1.2. Let A be a C∗-algebra and let E be an inner product A-module. If E
is complete with respect to the induced norm of the inner product (‖ · ‖ = ‖〈·, ·〉‖1/2),
then it is called a (right) Hilbert A-module, or a Hilbert C∗-module over the C∗-algebra
A.

For a C∗-algebra A an example of a Hilbert A-module is A itself with the inner
product 〈a, b〉 = a∗b. A useful result follows:

Proposition 1.3. Let E be a Hilbert A-module over a C∗-algebra A. If y, z ∈ E satisfy
that 〈y, x〉 = 〈z, x〉 for all x ∈ E, then y = z.

Proof. Assume 〈y, x〉 = 〈z, x〉 for all x ∈ E, then by Definition 1.1 we get 0 = 〈y, x〉 −
〈z, x〉 = 〈y − z, x〉 and in particular, for x = y − z, we get ‖y − z‖2 = 0 and hence that
y = z.

Note that Eq. (1.1) yields a representation of the norm of any element x in a Hilbert
A-module E: If y ∈ E and ‖y‖E ≤ 1, then ‖〈x, y〉‖A ≤ ‖x‖E , and it therefore follows
that

‖x‖E = sup
‖y‖E≤1

‖〈x, y〉‖A. (1.2)

Another example of a Hilbert A-module is motivated by the Hilbert space theory.
We define the direct sum

⊕
i∈I Ei of a family of Hilbert A-modules {Ei}i∈I as the set of

the elements x = (xi) such that
∑

i∈I〈xi, xi〉Ei converges in A. To make this a Hilbert
A-module, define the inner product 〈x, y〉 =

∑
i∈I〈xi, yi〉Ei . It can be shown that this is

well-defined and that it makes
⊕

i∈I Ei a Hilbert A-module ([Lan95, p. 6]).
Next, we continue developing analogues to the Hilbert theory by considering maps

between Hilbert A-modules, and the first of these are the adjointable maps: Let E,F
be two Hilbert A-modules. Denote by L (E,F ) the set of all maps t : E → F for
which there is an adjoint t∗, i.e. a map t∗ : F → E such that 〈tx, y〉 = 〈x, t∗y〉 for all
x ∈ E, y ∈ F .

Proposition 1.4. If t ∈ L (E,F ), then t is a linear and bounded map (in the operator
norm).

Proof. Let t ∈ L (E,F ). To show that t is a linear map we must show that it preserves
the linearity of E, i.e. t(αx+ y) = αt(x) + t(y) for x, y ∈ E,α ∈ C and furthermore that
it is linear in the sense of A-modules, that is, t(xa) = t(x)a for x ∈ E, a ∈ A.
By Proposition 1.3 it follows that it is sufficient to prove the linearity in terms of the
inner product. So let t ∈ L (E,F ); x, y ∈ E; z ∈ F ; α ∈ C and a ∈ A. Then:

〈t(αx+ y), z〉 = 〈αx+ y, t∗z〉 = 〈t∗z, x〉∗α+ 〈t∗z, y〉∗ = 〈z, tx〉∗α+ 〈z, ty〉∗

= 〈z, αtx〉∗ + 〈z, ty〉∗ = 〈z, αtx+ ty〉∗ = 〈αtx+ ty, z〉,
(1.3)

and furthermore:

〈t(xa), z〉 = 〈t∗z, xa〉∗ = (〈t∗z, x〉a)∗ = (〈z, t(x)〉a)∗ = 〈t(x)a, z〉. (1.4)
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This proves the linearity of t.
Next we prove that t is bounded in the operator norm, i.e. ‖t‖op := supx∈B1

‖tx‖F .
Denote the unit ball of E by B1 = {x ∈ E : ‖x‖E ≤ 1} and define the function
fx : F → A by fx(y) = 〈tx, y〉 for y ∈ F and x ∈ B1. The linearity of fx follows
from Definition 1.1 and by Eq. (1.1) it is bounded. Furthermore ‖fx(y)‖ = ‖〈tx, y〉‖ =
‖〈x, t∗y〉‖ ≤ ‖t∗y‖E <∞, so fx is pointwise bounded on B1. So by the uniform bound-
edness principle [Con90, p. 95] we conclude that {‖fx‖op : x ∈ B1} is bounded, where
‖fx‖op = supy:‖y‖F≤1 ‖fx(y)‖.

By definition we have ‖t‖op := supx∈B1
‖tx‖F , so we must show that this is bounded.

First note that it follows from Eq. (1.2) that the norm satisfies:

‖tx‖F = sup
‖y‖E≤1

‖〈tx, y〉‖ = sup
‖y‖E≤1

‖fx(y)‖ = ‖fx‖op. (1.5)

But since we have proven that {‖fx‖op : x ∈ B1} is bounded, it follows that ‖t‖op =
supx∈B1

‖tx‖F = supx∈B1
‖fx‖op <∞ and we are done.

In the case that E = F the space L (E,F ) is just denoted by L (E). As the next
theorem shows, this is in itself a C∗-algebra when equipped with suitable operations and
norm.

Theorem 1.5. The space L (E) equipped with pointwise addition and scalar multiplica-
tion, composition as multiplication, the operator norm, and the involution t 7→ t∗, where
t∗ is the adjoint of t, is a C∗-algebra.

Proof. It is not too difficult to verify that L (E) is an algebra with the operations defined
above, so we first prove that L (E) is a ∗-algebra: Given s, t ∈ L (E) and x, y ∈ E we
see that:

〈(t∗)∗(x), y〉 = 〈y, (t∗)∗(x)〉∗ = 〈t∗y, x〉∗ = 〈x, t∗y〉 = 〈tx, y〉, (1.6)

hence t∗∗ := (t∗)∗ = t. Furthermore the map s · t = s ◦ t is a bounded, linear map on E
and the adjoint is computed as follows:

〈(s ◦ t)∗x, y〉 = 〈x, (s ◦ t)y〉 = 〈s∗x, ty〉 = 〈(t∗ ◦ s∗)x, y〉, (1.7)

which gives (st)∗ = t∗s∗. In the same manner (s + t)∗ = s∗ + t∗ and (αt)∗ = αt∗ for
α ∈ C.

Since the operator norm is submultiplicative, we only need to show that that L (E)
is complete relative to the operator norm and that this norm agrees on adjoints to show
that L (E) is a Banach ∗-algebra.

We first prove that ‖t‖op = ‖t∗‖op for t ∈ L (E). Let t ∈ L (E), then ‖t∗t‖op ≤
‖t∗‖op‖t‖op, so for x ∈ E:

‖t‖2op = sup
‖x‖≤1

‖tx‖2 = sup
‖x‖≤1

‖〈tx, tx〉‖ = sup
‖x‖≤1

‖〈t∗tx, x〉‖ ≤ ‖t∗t‖op, (1.8)

and therefore ‖t‖2op ≤ ‖t∗‖op‖t‖op which implies ‖t‖op ≤ ‖t∗‖op. Using that t∗∗ = t the
reverse inequality follows and we get that ‖t‖op = ‖t∗‖op.
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Denote by (B(E), ‖ · ‖op) the space of all bounded operators on E with the natural
operations and the operator norm. It can be verified that this is a Banach algebra
([Mur90, Example 1.1.7]), and from Proposition 1.4 it follows that L (E) ⊂ B(E).
Since a closed subalgebra of a Banach algebra is itself a Banach algebra, we need to
show that L (E) is closed in B(E). To show this, let (tn) ∈ L (E) ⊂ B(E) be a Cauchy
sequence converging to some t ∈ B(E). Since ‖tn‖ = ‖t∗n‖ it follows that (t∗n) ∈ L (E)
is Cauchy too, and therefore converges to some t′ ∈ B(E).

From continuity of the inner product in both arguments we have for x, y ∈ E that:

〈tx, y〉 = lim
n→∞

〈tnx, y〉 = lim
n→∞

〈x, t∗ny〉 = 〈x, t′y〉. (1.9)

This shows that t is adjointable with t∗ = t′ and thus t ∈ L (E).
From Eq. (1.8) we have ‖t‖2op ≤ ‖t∗t‖op ≤ ‖t∗‖op‖t‖op = ‖t‖2op and hence that

‖t‖2op = ‖t∗t‖op which shows that the C∗-property is satisfied.

As an important subclass of the adjointable operators we introduce the class K (E)
which can be thought of as a generalization of the compact operators in the Hilbert
space context. They will be central throughout this text.

Let E and F be Hilbert A-modules and fix x ∈ E, y ∈ F . We define the map
θy,x : E → F given by z 7→ y〈x, z〉 for z ∈ E. This map is well-defined since F is a right
A-module. In the Hilbert space case these maps correspond to the rank-1 operators which
linearly span the finite-rank operators and are dense in the set of compact operators.
Furthermore θy,x ∈ L (E,F ) with the adjoint map θ∗y,x = θx,y as can be seen by:

〈θy,x(e), f〉 = 〈y〈x, e〉, f〉 = (〈f, y〉 · 〈x, e〉)∗ = 〈e, x〈y, f〉〉 = 〈e, θx,y(f)〉. (1.10)

We denote by K (E,F ) the subspace of L (E,F ) given by the closed span of these
functions, i.e. K (E,F ) = span {θy,x ∈ L (E,F ) : x ∈ E, y ∈ F}. If E = F the resulting
space is written K (E). In the same manner as above it can be shown that K (E)
satisfies the algebraic properties to be a (closed, two-sided) ideal of L (E). It follows
(for example from [Mur90, Theorem 3.1.3]), that K (E) is a C∗-subalgebra of L (E).

Motivated by the representation of a C∗-algebra on the space of bounded operators
on a Hilbert space, we make the following definition:

Definition 1.6. Let E be a Hilbert A-module and le ϕE : A → L (E) be a ∗-
homomorphism. Then (E,ϕE) is said to be a C∗-correspondence over A.

The mapping ϕE is referred to as the left action of a C∗-correspondence. Note that A
can be considered both as a C∗-algebra and as a C∗-correspondence over itself with left
action given by multiplication and the inner product given by 〈a, b〉 = a∗b for a, b ∈ A.
This C∗-correspondence is referred to as the identity correspondence over A, and by
abuse of notation we just write A in both these cases.

Let A be the identity correspondence as above and recall that the linear span of θx,y
for x, y ∈ E is dense in K (E). Let further a ∈ A and (uλ)λ∈Λ be an approximate unit
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of A. Then for b ∈ A, we the limit limλ∈Λ θa,uλ(b) = limλ∈Λ a(u∗λb) = ab = ϕA(a)b.
This shows that ϕA(a) ⊂ K (A), so we consider the map ϕA : A → K (A) given by
a 7→ ϕA(a). Since ϕA(a) is a ∗-homomorphism it follows that ϕA is a ∗-homomorphism
as well. Since ‖ϕA(a)‖op ≤ ‖a‖ it is seen that ‖ϕA‖op = 1, which implies that ϕA is
isometric and therefore injective.

If k ∈ K (A) we can assume that k = θa,b for some a, b ∈ A since the closure of
these elements linearly span K (A). Since A is the identity correspondence we have
θa,b(c) = a〈b, c〉 = ab∗c = ϕA(ab∗)(c) for any c ∈ A. This implies that (ab∗) 7→ θa,b and
ϕA is seen to be surjective and therefore a ∗-isomorphism. This proves that K (A) ' A,
a result that will be useful later.

As we did with the Hilbert A-modules, we again combine C∗-correspondences to
form new ones. Two ways of doing this that we will be interested in, is by forming the
direct sum over matrices and the n-fold tensor product. For the first of these we need
the fact that for n ∈ N the set Mn(A) of n×n-matrices with entries in A is a C∗-algebra
(see for example [Mur90, p. 94]).

Definition 1.7. Let A be a C∗-algebra and let (E,ϕE) be a C∗-correspondence over
A. For n ∈ N the direct sum of n copies of E, denoted En is a C∗-correspondence over
Mn(A) with the operations:

(x1, . . . , xn) + (y1, . . . , yn) = (x1 + y1, . . . , xn + yn),

λ(x1, . . . , xn) = (λx1, . . . , λxn),

(x1, . . . , xn)(aij)
n
i,j=1 =

(
n∑
k=1

xkak1, . . . ,
n∑
k=1

xkakn

)
,(〈

(x1, . . . , xn), (y1, . . . , yn)
〉)

i,j
= 〈xi, yj〉,

ϕEn
(

(aij)
n
i,j=1

)
(x1, . . . , xn) =

(
n∑
k=1

ϕE(a1k)xk, . . . ,

n∑
k=1

ϕE(ank)xk

)
,

(1.11)

for (x1, x2, . . . xn), (y1, y2, . . . yn) ∈ En, λ ∈ C and (aij)
n
i,j=1 ∈Mn(A).

Note that the inner product is defined as entries in an n × n-matrix. We can think
of the elements in En as n-dimensional vectors (x1, x2, . . . xn) where each xi ∈ E and we
use the short-hand notation (xi), or simply x, to avoid too heavy notation.

The n-fold tensor product is defined by using the algebraic tensor product. That
is, given two Hilbert A-modules E and F we can consider these as vector spaces over
C and then construct the vector space tensor product E

⊗
C F which is another vector

space over C. We also have that E
⊗

C F = span{x⊗C y : x ∈ E, y ∈ F}, where x⊗C y
are the tensors in E

⊗
C F (see [Alu09, p. 502-504] for this construction). In this case

we depend on the fact that C has commutative multiplication to ensure that the tensor
product is a new vector space.

We want to extend this construction to handle right A-modules. The problem with
the tensor product of modules over algebras is that it does not in general produce a
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new module over an algebra unless the algebra is abelian. We can get around this
by considering bimodules and using [Pie82, 9.5 Lemma a] the resulting tensor product
will be a right A-module. The natural way to do this is to use the added structure of
the C∗-correspondence to introduce a left action to a Hilbert A-module F by setting
(a, y) 7→ ϕF (a)y, making it into an A-bimodule since ϕF (a)(yb) = ϕF (a)(y)b for a, b ∈ A
and y ∈ F (this follows by the A-module linearity of ϕF (a)).

From the vector space tensor product we already get some of the properties we want,
except the one relating the left and right actions. This motivates the following definition:

Definition 1.8. Let (E,ϕE), (F,ϕF ) be C∗-correspondences over A and denote by E�
F the quotient space (E

⊗
C F ) /S where S is the subspace of E

⊗
C F generated by

(xa)⊗C y−x⊗C (ϕF (a)y) for x ∈ E, y ∈ F and a ∈ A. The A-valued inner product and
the right and left actions of A on E � F are given by:

1. 〈x⊗C y, x
′ ⊗C y

′〉 = 〈y, ϕF (〈x, x′〉E) y′〉F , for x′ ∈ E, y′ ∈ F ,

2. (x⊗C y)a = x⊗C (ya),

3. ϕE
⊗

C F (a)(x⊗C y) = (ϕE(a)x)⊗C y.

The completion of E�F with respect to the norm given by the inner product is a C∗-
correspondence over A called the tensor product of E and F , denoted by (E

⊗
F,ϕE

⊗
F ).

Since the Hilbert A-module E
⊗
F is given as the completion of E�F it is seen that

E
⊗
F = span{x ⊗ y : x ∈ E, y ∈ F}, and that (xa) ⊗C y = x ⊗C (ϕF (a)y) in E � F .

This construction can be done repeatedly over the same C∗-correspondence:

Definition 1.9. Let (E,ϕE) be a C∗-correspondence A, for n ∈ N we define a new
C∗-correspondence (E⊗n, ϕE⊗n) over A where E⊗n is given by the iterative process:
E⊗0 = A (considered as a C∗-correspondence), E⊗1 = E and E⊗(n+1) = E

⊗
E⊗n for

n ≥ 1. If x ∈ E and y ∈ E⊗n, where again n ≥ 1, the left action on E⊗(n+1) is given by:

ϕE⊗(n+1)(a)(x⊗ y) = (ϕE(a)x)⊗ y, (1.12)

and will simply be denoted ϕn : A→ L (E⊗n).

By extending the case of two C∗-correspondences to the case of n we see that E⊗n =
span{x1⊗x2⊗· · ·⊗xn : x1, x2, . . . , xn ∈ E}. We also note that one can identify E⊗(n+m)

with E⊗n ⊗ E⊗m for non-zero n,m ∈ N.
We introduce these higher order tensor products because they will be used in con-

structing the Fock space in the next section.



2 Representations and the Fock space

We can represent C∗-correspondences using C∗-algebras. That is, we can think of the
C∗-correspondences somehow as a ∗-subalgebra of a C∗-algebra. More formally:

Definition 2.1. Let A and B be C∗-algebras and let (E,ϕE) be a C∗-correspondence
over A. A representation of the C∗-correspondence (E,ϕE) on B is a triple (π, t, B)
where π : A→ B is a ∗-homomorphism and t : E → B is a linear map satisfying:

1. t(x)∗t(y) = π(〈x, y〉E), for x, y ∈ E,

2. π(a)t(x) = t(ϕE(a)x), for a ∈ A, x ∈ E.

Since B is a C∗-algebra it makes sense to talk about the C∗-subalgebras in B gen-
erated by π(A) ∪ t(E). We denote this generated C∗-subalgebra by C∗(π, t) and if
C∗(π, t) = B the representation is said to be surjective. If π is injective the represen-
tation (π, t, B) is said to be injective. Note that π being injective immediately implies
that t is injective as well, since for any x ∈ E:

‖t(x)‖2 = ‖t(x)∗t(x)‖ = ‖π(〈x, x〉E)‖, (2.1)

so if t(x) = 0 we see that π(〈x, x〉E) = 0 and since π is injective 〈x, x〉E = 0 but then
x = 0.

In the language of category theory the representation of a C∗-correspondence (E,ϕE)
over B is just a morphism from the (E,ϕE) to the identity correspondence of B. We
can also illustrate the correspondence using this commutative diagram:

A E

A× E

E × E

B
π t

π(·)t(·) ϕE(·)(·)

〈·, ·〉 t(·)∗t(·)

(2.2)

Given any representation (π, t, B) of (E,ϕE) we can extend this representation to a
representation of the C∗-correspondence (E⊗n, ϕn) for integer n ≥ 1 as follows:

Using the convention that E⊗0 = A, we define a map tn : E⊗n → C∗(π, t) given by:

tn =

{
π if n = 0

t if n = 1
(2.3)

and
tn(x⊗ y) = t(x)tn−1(y) for x ∈ E, y ∈ E⊗(n−1) if n ≥ 2 (2.4)
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Using the structure of E⊗n, arguing recursively that π(a)tn(x) = tn(ϕn(x)) for x ∈
E⊗n and then using this to show, again recursively, that

tn(x)∗tn(y) = π(〈x, y〉E⊗n) for all x, y ∈ E⊗n, (2.5)

we see that (π, tn, B) is the appropriate representation of (E⊗n, ϕn).
In the definition of a representation (π, t, B) over (E,ϕE) we saw a relation between

the left action and the maps π and t. There is also a relation between these maps and
the right action:

Lemma 2.2. If (π, t, B) is a representation of (E,ϕE), then t(xa) = t(x)π(a) for all
a ∈ A and x ∈ E.

Proof. The element t(xa) is well-defined since E is a right A-module and so for any
a ∈ A and x ∈ E the element xa is in E. By the C∗-property:

‖t(xa)− t(x)π(a)‖2 = ‖(t(xa)− t(x)π(a))∗(t(xa)− t(x)π(a))‖, (2.6)

and by expanding and using that π is a ∗-homomorphism the right-hand side becomes:

‖t(xa)∗t(xa)− t(xa)∗t(x)π(a)− π(a∗)t(x)∗t(xa) + π(a∗)t(x)∗t(x)π(a)‖. (2.7)

Since (π, t, B) is a representation of (E,ϕE), we have by definition that: t(x)∗t(y) =
π(〈x, y〉) for x, y ∈ E. Using this, and the fact that π(ab) = π(a)π(b), on the equation
above yields:

‖π(〈xa, xa〉)− π(〈xa, x〉a)− π(a∗〈x, xa〉) + π(a∗〈x, x〉a)‖, (2.8)

from which it follows that ‖t(xa)−t(x)π(a)‖2 = 0 due to property (ii) from Definition 1.1.

We shall be concerned with two basic, yet important ways of constructing operators
between higher-order tensors. First, we can patch known operators to a higher order
domain by using the identity operators idm on L (E⊗m) for any m ∈ N, and secondly
we can extend small tensors to larger ones. As we will see, these methods are naturally
related.

Definition 2.3. Let n,m ∈ N. For any S ∈ L (E⊗n) and fixed n > 0 we define for each
m, the adjointable operator:

S ⊗ idm : E⊗(n+m) → E⊗(n+m),

x⊗ y 7→ S(x)⊗ y,
(2.9)

where x ∈ E⊗n, y ∈ E⊗m. For any n,m we fix an element z ∈ E⊗n and define the
adjointable operator:

τnm(z) : E⊗m → E⊗(n+m),

y 7→ z ⊗ y.
(2.10)
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We can think of the first operator as an inclusion from L (E⊗n) to L (E⊗n+m) and
the second as extension of tensors.

It is claimed in the definition that these operators are adjointable, and it is readily
seen that (S ⊗ idm)∗ = S∗ ⊗ idm and τnm(z)∗(x ⊗ y) = ϕm(〈z, x〉E⊗n)y for x ∈ E⊗m,
y ∈ E⊗n. The operator τnm(z) plays along nicely with the structure already defined
on E⊗m and as we will see later, this result ensures that a variation of τnm(z) forms
a linear map on the Fock space satisfying the properties needed in the definition of a
representation.

Lemma 2.4 ([Kat04, Lemma 1.9]). Let n,m ∈ N, x, y ∈ E⊗n and a ∈ A, then

1. τnm(x)τnm(y)∗ = θx,y ⊗ idm ∈ L (E⊗(n+m)),

2. τnm(x)∗τnm(y) = ϕm(〈x, y〉E⊗n) ∈ L (E⊗m),

3. τnm(x)ϕm(a) = τnm(xa) ∈ L (E⊗m, E⊗(n+m)),

4. ϕn+m(a)τnm(x) = τnm(ϕn(a)x) ∈ L (E⊗m, E⊗(n+m)).

Proof. For the first property, let z = x′ ⊗ y′ ∈ E⊗(n+m) where x′ ∈ E⊗n and y′ ∈ E⊗m,
then:

τnm(x)(τnm(y)∗(x′ ⊗ y′)) = x⊗ (ϕm(〈y, x′〉E⊗n)y′)

= (x〈y, x′〉E⊗n)⊗ y′ = θx,y(x
′)⊗ idm(y′),

(2.11)

where the equalities follows from the structure on the tensor product space and the
definition of the operators.

For the second, let x′ ∈ E⊗m, then:

τnm(x)∗(τnm(y)(x′)) = τnm(x)∗(y ⊗ x′) = ϕm(〈x, y〉E⊗n)x′. (2.12)

For the third and fourth, if x′ ∈ E⊗m, then:

τnm(x)ϕm(a)(x′) = x⊗ (ϕm(a)(x′)) = (xa)⊗ x′ = τnm(xa)(x′), (2.13)

and

ϕn+m(a)τnm(x)(x′) = ϕn+m(a)(x⊗ x′) = (ϕn(a)x)⊗ x′ = τnm(ϕn(a)x)(x′), (2.14)

again by using the tensor product space properties.

We are now ready to define the Fock space, a central concept in the theory of repre-
sentations. Using this space we will show that every C∗-correspondence has an injective
(non-trivial) representation. To define the space we employ a very specific construction
using the C∗-correspondences (E⊗n, ϕn). To define the space we employ both the tensor
products of C*-correspondences and direct sums of Hilbert A-modules.
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Definition 2.5. Let (E,ϕE) be a C∗-correspondence. Denote by F (E) the Hilbert
A-module that is the direct sum of the Hilbert A-modules E⊗n (n ≥ 0), that is:

F (E) =
∞⊕
n=0

E⊗n. (2.15)

This space is called the Fock space.

We can think of the elements in F (E) as infinite-dimensional vectors where the i-th
entry lies inside E⊗i and τnm as a shift operator.

Using the notion of the Fock space every E⊗n can be thought of as a submodule of
F (E) in the natural way, and the adjointable operators from E⊗n to E⊗m as a subspace
of L (F (E)). The notion of convergence used on the space L (F (E)) is the strong
operator topology, that is, we say that Tn ∈ L (F (E)) converges to T if Tnx→ Tx for
all x ∈ F (E).

Theorem 2.6. The triple (ϕ∞, τ∞,L (F (E))), where ϕ∞ : A → L (F (E)) is a ∗-
homomorphism and τ∞ : E → L (F (E)) a linear map given by:

ϕ∞(a) =
∞∑
m=0

ϕm(a), τ∞(x) =
∞∑
m=0

τ1
m(x), for a ∈ A, x ∈ E, (2.16)

is an injective representation of (E,ϕE) on L (F (E)).

Proof. To see that (ϕ∞, τ∞,L (F (E))) is a representation we must show that:

τ∞(x)∗τ∞(y) = ϕ∞(〈x, y〉E), for x, y ∈ E,
ϕ∞(a)τ∞(x) = τ∞(ϕE(a)x), for a ∈ A, x ∈ E.

(2.17)

To prove the first of these, let x, y ∈ E and note that:

τ∞(x)∗τ∞(y) =
∞∑
m=0

τ1
m(x)∗τ1

m(y) =

∞∑
m=0

ϕm (〈x, y〉E) = ϕ∞(〈x, y〉E), (2.18)

where the second equality follows from Lemma 2.4 (2) with n = 1. The second follows
in the same way by Lemma 2.4 (4), and hence (ϕ∞, τ∞, A) is a representation of (E,ϕE)
on L (F (E)).

To prove injectivity we assume that ϕ∞(a) = 0 for a ∈ A. Then since ϕ∞(a) ∈ F (E)
it follows that ϕm(a) = 0 for all m ≥ 0, and specifically that ϕ0(a) = 0. This in turn
implies that aa∗ = ϕ(a)(a∗) = 0 and by the C∗-property it follows that a = 0. This
shows that the kernel is trivial and therefore the map is injective.

Since (ϕ∞, τ∞,L (F (E))) is an injective representation the linear mapping τ∞ is
also injective.



3 The Toeplitz representation

Of central interest in the study of category theory is existence of universal objects.
That is, an object that in a way gives us information about all the other objects in the
category. In this section we introduce the most general category we shall consider in this
paper, namely the category of surjective representations. We proceed to show that this
category has a universal element. Recall that an object in a category is called universal
if it is either an initial or a terminal object, i.e. an object I, (terminal: T ) such that for
every other object X there exists exactly one morphism I → X (terminal: X → T ).

Definition 3.1. Let A be a C∗-algebra and let (E,ϕE) be a C∗-correspondence over A.
Denote by C(E,ϕE) the category where the objects are surjective representations (π, t, B)
of (E,ϕE). The morphisms between (π1, t1, B1) and (π2, t2, B2) are ∗-homomorphisms
f : B1 → B2 such that f ◦t1 = t2 and f ◦π1 = π2 and are denoted by homC(E,ϕE)

(B1, B2).

We can illustrate how the morphisms act in this category by considering this com-
muting diagram:

A

E

B1 B2

t2

π2

π1

t1

f
(3.1)

To construct an initial object for C(E,ϕE) we will start with a C∗-algebra A and a
C∗-correspondence (E,ϕE) over A. We then construct the universal ∗-algebra G(A,E)
generated by A and E subject to relations reflecting the structure of A and (E,ϕE).
These relations are given in the following definition.

Definition 3.2. Let A and B be C∗-algebras and let (E,ϕE) be a C∗-correspondence
over A. We write by G(A,E) the universal ∗-algebra generated by A and E subject to
the following set of relations for a, b ∈ A, and x, y ∈ E:

1. a+ b = c if c = a+ b ∈ A,

2. λa = b if b = λa ∈ A,

3. ab = c if c = ab ∈ A,

4. a∗ = b if b = a∗ ∈ A,

5. x+ y = z if z = x+ y ∈ E,

6. λx = y if y = λx ∈ E,

7. xa = y if y = xa ∈ E,

8. ax = y if y = ϕE(a)x ∈ E,

9. x∗y = a if 〈x, y〉 = a ∈ A.
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The relations ensures that G(A,E) preserves the wanted algebraic structure of A
and (E,ϕE). Specifically we turn the left and right action on E into left and right
multiplication in G(A,E) and the inner product into the ”standard” inner product on
an involutive algebra. The universal construction also gives rise to two injective inclusion
maps ι′A : A → G(A,E) and ι′E : E → G(A,E), where ι′A is a ∗-homomorphism and ι′E
a linear map. That ι′A is a ∗-homomorphism and t is linear follows from the relations
given in Definition 3.2.

To extend G(A,E) into a C∗-algebra we define a seminorm on G(A,E) using ∗-
homomorphisms from G(A,E) to B:

‖x‖0 = sup{‖ψ(x)‖ : ψ is a ∗-homomorphism from G(A,E) to B}. (3.2)

Using the properties of the norm in B it is seen that ‖ · ‖0 is submultiplicative and
that ‖x∗‖0 = ‖x‖ for x ∈ G(A,E). The only difficult part in showing that ‖ · ‖0 is a
seminorm is to show that it is pointwise bounded. This is done in the next lemma.

Lemma 3.3. The map ‖ · ‖0 is pointwise bounded.

Proof. We will prove that for each x ∈ G(A,E) there exists a Cx ∈ R+ such that
‖ψ(x)‖ ≤ Cx for any ∗-homomorphism ψ : G(A,E) → B as this will imply that
supψ ‖ψ(x)‖ < ∞. To do this we will exploit the fact that elements in G(A,E) by
construction can be written as formal sums over finite words of A and E. That is, for
every x ∈ G(A,E) we can write:

x =
∑
i∈I

xi, |I| <∞. (3.3)

where the xi are finite products of the elements a ∈ A, e ∈ E, f∗ ∈ E. By the relations
given in Definition 3.2 we can be even more precise in our expression. If somewhere in
the product xi we have the expression f∗e for e, f ∈ E we can by relation 9 reduce this to
an element a in A. Furthermore ae and ea for a ∈ A, e ∈ E is reduced to elements in E.
Trivially we also have that ab ∈ A where a, b ∈ A. In other words the only elements that
cannot be reduced are products of the form ef∗, ef and e∗f∗ for e, f ∈ E. Altogether
this implies that every xi can be written in the form:

xi = e1e2 · · · enf∗1 f∗2 · · · f∗m, n,m ∈ N, e1, · · · en ∈ E, f1, · · · , fm ∈ E. (3.4)

Of course an element in G(A,E) may also be purely in A. Therefore we can write
every x ∈ G(A,E) on the form:

x = a0 +
∑
i∈I

xi, where each xi is as in 3.4. (3.5)

Note that both a0 ∈ A and xi can be zero. Let B be a C∗-algebra and ψ : G(A,E)→
B be a ∗-homomorphism, then we have:

‖ψ(x)‖ =

∥∥∥∥∥ψ
(
a0 +

∑
i∈I

xi

)∥∥∥∥∥ ≤ ‖ψ(a0)‖+
∑
i∈I
‖ψ(xi)‖ ≤ ‖a0‖A +

∑
i∈I
‖ψ(xi)‖. (3.6)
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Now by submultiplicativity and the fact that for b ∈ B we have ‖b∗‖ = ‖b‖ we get
that:

‖ψ(xi)‖ = ‖ψ(e1e2 · · · enf∗1 f∗2 · · · f∗m)‖ ≤ ‖ψ(e1)‖ · · · ‖ψ(en)‖·‖ψ(f1)‖ · · · ‖ψ(fm)‖, (3.7)

and therefore it is sufficient to prove that for each e ∈ E there is a ce ∈ R+ such that
‖ψ(e)‖ ≤ ce for all ∗-homomorphisms ψ. This is not difficult, for by the C∗-property of
B we have:

‖ψ(e)‖2 = ‖ψ(e∗e)‖ = ‖ψ (〈e, e〉) ‖. (3.8)

By the relations imposed on G(A,E) the inner product 〈e, e〉 is an element ae ∈ A
and thus:

‖ψ(e)‖2 = ‖ψ(ae)‖ ≤ ‖ae‖A <∞, (3.9)

which gives the desired bound. This proves that G(A,E) is equipped with a well-defined
seminorm ‖ · ‖0.

The reason ‖·‖0 is only a seminorm, and not a norm, is that it might happen that an
element x is nonzero in G(A,E), but ψ(x) = 0 for any ∗-homomorphism ψ : G(A,E)→
B.

By forming the norm completion of this algebra we get a new C∗-algebra which forms
the representation space of the promised initial object. Before doing this we remove some
of the troublesome elements; I.e. let I = {x ∈ G(A,E) : ‖x‖0 = 0}, which is seen to
be a closed two-sided ideal. Then the seminorm ‖ · ‖0 on G(A,E) induces a norm ‖ · ‖
on G′ := G(A,E)/I. By straight computation and using the C∗-property of B (i.e.
that ‖x‖2 = ‖x∗x‖ for all x ∈ B) it is seen that this property also holds on (G′, ‖ · ‖).
We denote the norm completion of (G′, ‖ · ‖) by T(E,ϕE), which by construction is a
C∗-algebra.

To complete the construction of a representation we define a ∗-homomorphism and
a linear map mapping to T(E,ϕE) acting on A and E respectively. To do this let q be
the quotient map from G(A,E) to G′, let ι be the inclusion of G′ into T(E,ϕE), and let
ιA := ι ◦ q ◦ ι′A and ιE := ι ◦ q ◦ ι′E . This is illustrated by the following diagram.

A

E

G(A,E) G′ T(E,ϕE)

ιE

ιA

ι′A

ι′E

q ι (3.10)

By relation 8 and 9 we see that (ιA, ιE , T(E,ϕE)) is a representation of (E,ϕE). By
construction, T(E,ϕE) is generated by ιA(A)∪ιE(E), so the representation (ιA, ιE , T(E,ϕE))
is surjective, and therefore an object in C(E,ϕE).
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We prove that there for any representation (π, t, B) of (E,ϕE) exists a unique mor-
phism f ∈ homC(E,ϕE)

(T(E,ϕE , B) such that the following diagram commutes:

A

E

T(E,ϕ(E)) B

t

π

ιA

ιE

f
(3.11)

This shows that (ιA, ιE , T(E,ϕE)) is an initial object in C(E,ϕE).
For the existence of a such morphism f , note that since G(A,E) is a universal ∗-

algebra there exists a ∗-homomorphism f ′ : G(A,E) → B such that π = f ′ ◦ ι′A and
t = f ′ ◦ ι′E (see 3.12).

A

E

G(A,E) B

t

π

ι′A

ι′E

f ′
(3.12)

We again consider the ideal I = {x ∈ G(A,E) : ‖x‖ = 0}. Let q : G(A,E) → G′ be
defined as q(x) = x + I, i.e. the quotient map. If x ∈ I, then ‖x‖ = 0 and therefore
‖f ′(x)‖ = 0 since ‖x‖ ≥ ‖f ′(x)‖ for any ∗-homomorphism f ′. This in turn implies that
f ′(x) = 0 since B is a C∗-algebra. This shows that I ⊂ ker f ′ and therefore there exists
a unique ∗-homomorphism f̃ : G′ → B such that f̃(q(x)) = f ′(x) (see 3.13).

G(A,E) G′

B

q

f ′ f̃
(3.13)

By the density of G′ in T(E,ϕE) and the fact that B is complete the map f̃ can be

extended to a ∗-homomorphism f : T(E,ϕE) → B preserving the properties of f̃ ; That is,
π = f ◦ ιA and t = f ◦ ιE .

Now let g : T(E,ϕE) → B be another ∗-homomorphism such that π = g ◦ ιA and
t = g ◦ ιE . Then by the surjectivity of (ιA, ιE , T(E,ϕE)) it follows that f and g agrees on
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G(A,E) and therefore also on G′ which is dense in T(E,ϕE) implying that f = g. Hence
f is unique.

All of this is summarized in the next theorem:

Theorem 3.4. The category C(E,ϕE) has an initial object, namely (ιA, ιE , T(E,ϕE)). This
representation is called the Toeplitz representation of (E,ϕE) on T(E,ϕE).

In Theorem 2.6 we constructed a particular representation of (E,ϕE), namely the
Fock representation (ϕ∞, τ∞,L (F (E))) and saw that this representation is injective.
The reason we introduced the Fock representation is because we will use the injectivity
to show that the Toeplitz representation is injective too.

Theorem 3.5. The Toeplitz representation (ιA, ιE , T(E,ϕE)) of (E,ϕE) is injective.

Proof. Recall that C∗(ϕ∞, τ∞) is the C∗-algebra generated by ϕ∞(A) ∪ τ∞(E). Then
the representation (ϕ∞, τ∞, C

∗(ϕ∞, τ∞)) is an injective and surjective representation
of (E,ϕE). By the universal property of (ιA, ιE , T(E,ϕE)) there exists a unique ∗-
homomorphism f : T(E,ϕE) → C∗(ϕ∞, τ∞) such that the following diagram commutes:

A

E

T(E,ϕ(E)) C∗(ϕ∞, τ∞)

τ∞

ϕ∞

ιA

ιE

f
(3.14)

Since ϕ∞ = f ◦ ιA is injective it also follows that ιA is injective.

Generally speaking, since the Toeplitz representation (ιA, ιE , T(E,ϕE)) is initial it has
to be the most general object in the category of surjective representations we have
defined. This level of generality also means that the representation is too large to be
an interesting representation of (E,ϕE). Therefore we will introduce the Cuntz-Pimsner
representations relative to an ideal in the next section.
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4 A ∗-homomorphism on K (E)

Let A be a C∗-algebra and let (E,ϕE) be a C∗-correspondence over A. Given a repre-
sentation (π, t, B) of (E,ϕE) we now construct a special ∗-homomorphism from K (E)
to B. This ∗-homomorphism will give rise to a notion of invariance of representations
relative to the ideals we will be considering.

Let E be a Hilbert A-module and recall that for x, y ∈ E the map θx,y : E → E
is given by z 7→ x〈y, z〉 for z ∈ E. Some basic results, yet very useful throughout this
paper, regarding this map is given in the next lemma.

Lemma 4.1. Let E be a Hilbert A-module, let x, y, x′, y′ ∈ E and let t ∈ L (E). Then:

θx,yθx′,y′ = θx〈y,x′〉,y′ ,

tθx,y = θtx,y,

θx,yt = θx,t∗y.

(4.1)

Proof. Note that for any z ∈ E:

θx,yθx′,y′(z) = x〈y, θx′,y′(z)〉 = x〈y, x′〉〈y′, z〉 = θx〈y,x′〉,y′(z), (4.2)

and

(tθx,y)(z) = t(x〈y, z〉) = (tx)〈y, z〉 = θtx,y, (4.3)

and that

(θx,yt)(z) = x〈y, tz〉 = x〈t∗y, z〉 = θx,t∗y(z). (4.4)

Using this result it follows that K (E) is a closed two-sided ideal of L (E). Before
we continue to the next theorem we need a lemma:

Lemma 4.2. If θx,y ∈ K (E) and x, y ∈ E, then:

‖θx,y‖op = ‖〈x, x〉1/2〈y, y〉1/2‖. (4.5)

Proof. We first prove that ‖θx,x‖op = ‖x‖2. It can be shown that ‖xa‖ ≤ ‖x‖‖a‖ for
x ∈ E, a ∈ A (see [Lan95, p. 4]). This implies that if x, z ∈ E, then:

‖θx,x(z)‖ = ‖x〈x, z〉‖ ≤ ‖x‖‖〈x, z〉‖ ≤ ‖x‖2‖z‖, (4.6)

since ‖〈x, z〉‖ ≤ ‖x‖‖z‖. Thus ‖θx,x‖op ≤ ‖x‖2. For the reverse inequality note that
‖θx,x(x)‖ = ‖x〈x, x〉‖ = ‖x‖3, so by taking the supremum we have that ‖θx,x‖op ≥ ‖x‖2.

Using the C∗-property on the space of linear operators with the operator norm we
get:

‖θx,y‖2op = ‖θ∗x,yθx,y‖op = ‖θy,xθx,y‖op = ‖θy〈x,x〉,y‖op, (4.7)

where the last equality follows from Lemma 4.1.
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Since 〈x, x〉 is positive there exists a positive element 〈x, x〉1/2 such that 〈x, x〉 =(
〈x, x〉1/2

)2
. Hence (y〈x, x〉)〈y, z〉 = y〈x, x〉1/2〈y〈x, x〉1/2, z〉 for all z ∈ E and therefore

θy〈x,x〉,y = θy〈x,x〉1/2,y〈x,x〉1/2 . Combining this with the above we get that:

‖θx,y‖2op = ‖θy〈x,x〉1/2,y〈x,x〉1/2‖op = ‖y〈x, x〉1/2‖2

= ‖〈y〈x, x〉1/2, y〈x, x〉1/2〉‖ = ‖〈x, x〉1/2〈y, y〉〈x, x〉1/2‖

=
∥∥∥〈x, x〉1/2〈y, y〉1/2 (〈x, x〉1/2〈y, y〉1/2)∗∥∥∥

= ‖〈x, x〉1/2〈y, y〉1/2‖2.

(4.8)

From which it follows that:

‖θx,y‖op = ‖〈x, x〉1/2〈y, y〉1/2‖. (4.9)

We are now ready to prove the existence of the ∗-homomorphism mentioned at the
beginning of this section.

Proposition 4.3. Let C∗-correspondence (E,ϕE) of A and (π, t, B) be a representation
of (E,ϕE). Then there exists a unique ∗-homomorphism ψt : K (E) → B given by
ψt(θx,y) = t(x)t(y)∗ for x, y ∈ E.

Proof. Since B is a C∗-algebra and K (E) is the closure of D := span{θx,y ∈ L (E) :
x, y ∈ E}, it is sufficient to construct a bounded ∗-homomorphism with the desired
properties on D and then extending it onto K (E).

So consider first the elements θx,y which span D . Since we require that ψt(θx,y) =
t(x)t(y)∗ we are already deciding the action of ψt on the generators of D and therefore
there cannot be more than one such linear map. Given any k ∈ D there may however be
more than one way of writing k as a sum of elements of the form θx,y. Hence we must
show that the linear map is well-defined.

To do this let k :=
∑n

i=1 θxi,yi = 0 for some xi, yi ∈ E. We must then show that
ψt(k) =

∑n
i=1 t(xi)t(yi)

∗ = 0. By the C∗-property of B it is sufficient to prove that:(
n∑
i=1

t(xi)t(yi)
∗

) n∑
j=1

t(xj)t(yj)
∗

∗ = 0. (4.10)

Since (π, t, B) is a representation we have for each j that

n∑
i=1

t(xi)t(yi)
∗t(yj)t(xj)

∗ =
n∑
i=1

t(xi)π(〈yi, yj〉)t(xj)∗ =
n∑
i=1

t(xi〈yi, yj〉)t(xj)∗

= t

(
n∑
i=1

θxi,yi(yj)

)
t(xj)

∗ = 0,

(4.11)
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since k =
∑

i θxi,yi(z) = 0.

Hence (
∑n

i=1 t(xi)t(yi)
∗)(
∑n

j=1 t(xj)t(yj)
∗)∗ = 0. It follows that there is a linear map

ψt : D → B satisfying ψt(θx,y) = t(x)t(y)∗. To see that ψt is an algebra homomorphism
note that by Lemma 4.1, if x, y, x′, y′ ∈ E, then θx,yθx′,y′ = θx〈y,x′〉,y′ , so:

ψt(θx,yθx′,y′) = t(x〈y, x′〉)t(y′)∗ = t(x)π(〈y, x′〉)t(y′)∗

= t(x)t(y)∗t(x′)t(y′)∗ = ψt(θx,y)ψt(θx′,y′),
(4.12)

again since (π, t, B) is a representation. Furthermore ψt is a ∗-homomorphism, since for
every θx,y ∈ L (E) we have:

ψt(θ
∗
x,y) = ψt(θy,x) = t(y)t(x)∗ = (t(x)t(y)∗)∗ = ψt(θx,y)

∗. (4.13)

It remains to show that ψt is bounded so that we can extend it to K (E).

Recall that we in Definition 1.7 defined for n ∈ N the C∗-correspondence En over
Mn(A). If x, y, z ∈ En, we have:

θx,y(z) = x〈y, z〉 = x
(
〈yi, zj〉

)
ij

=

(
n∑
k=1

xk〈yk, z1〉, . . . ,
n∑
k=1

xk〈yk, zn〉

)

=

(
n∑
k=1

θxk,yk(z1), . . . ,

n∑
k=1

θxk,yk(zn)

)
.

(4.14)

Using the matrix structure we can go from a sum of θxk,yk to a single θx,y. For any
v ∈ En we can define the norm ‖v‖∞ := max1≤i≤n ‖vi‖, and from this it directly follows
that:

‖θx,y(z)‖∞ = max
1≤i≤n

∥∥∥∥∥
n∑
k=1

θxk,yk(zi)

∥∥∥∥∥ . (4.15)

Using the definition of the operator norm and Lemma 4.2 we see the following equal-
ities: ∥∥∥∥∥

n∑
k=1

θxk,yk

∥∥∥∥∥
op

= sup

{
max

1≤i≤n

∥∥∥∥∥
n∑
k=1

θxk,yk(zi)

∥∥∥∥∥ : max
1≤i≤n

‖zi‖ = 1

}
= sup{‖θx,y(z)‖∞ : ‖z‖∞ = 1}
= ‖θx,y‖op

= ‖〈x, x〉1/2〈y, y〉1/2‖

=

∥∥∥∥((〈xi, xj〉)ni,j=1

)1/2((
〈yi, yj〉

)n
i,j=1

)1/2
∥∥∥∥,

(4.16)

where
(
〈xi, xj〉

)n
i,j=1

denotes the n× n-matrix with ij-th entry 〈xi, xj〉.
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Next, consider the identity correspondence (B,ϕB). Then:

‖ψt(θx,y)‖ =

∥∥∥∥∥
n∑
k=1

t(xk)t(yk)
∗

∥∥∥∥∥ =

∥∥∥∥∥
n∑
k=1

θt(xk),t(yk)

∥∥∥∥∥
=

∥∥∥∥((〈t(xi), t(xj)〉)ni,j=1

)1/2((
〈t(yi), t(yj)〉

)n
i,j=1

)1/2
∥∥∥∥

=

∥∥∥∥((π(〈xi, xj〉))ni,j=1

)1/2((
π
(
〈yi, yj〉

))n
i,j=1

)1/2
∥∥∥∥.

(4.17)

Let π′ be the natural extension of π to Mn(A). Then π′ : Mn(A)→Mn(B) is given
by (aij)

n
i,j=1 7→ (π(aij))

n
i,j=1 which is a ∗-homomorphism and therefore norm-decreasing.

We can now conclude that:

‖ψt(θx,y)‖ =

∥∥∥∥((π(〈xi, xj〉))ni,j=1

)1/2((
π
(
〈yi, yj〉

))n
i,j=1

)1/2
∥∥∥∥

≤
∥∥∥∥((〈xi, xj〉)ni,j=1

)1/2((
〈yi, yj〉

)n
i,j=1

)1/2
∥∥∥∥

=

∥∥∥∥∥
n∑
k=1

θxk,yk

∥∥∥∥∥
op

.

(4.18)

This shows that ψt : D → B is bounded. We can now extend ψt uniquely to
D = K (E) to conclude the proof.

The following proposition assures that ψt is injective if the representation (π, t, B) is
injective.

Proposition 4.4 ([Kat04, Lemma 2.4]). Let (π, t, B) be a representation of (E,ϕE) on
B. Then:

π(a)ψt(k) = ψt(ϕE(a)k),

ψt(k)π(a) = ψt(kϕE(a)),

ψt(k)t(x) = t(kx)

(4.19)

for a ∈ A, x ∈ E and k ∈ K (E).

Proof. By density of span{θξ,η : ξ, η ∈ E} in K (E) and the linearity of ψt it is enough
to consider the case k = θξ,η for some ξ, η ∈ E. Using that (π, t, B) is a representation
and Lemma 4.1 we see that:

π(a)ψt(k) = π(a)(t(ξ)t(η)∗) = t(ϕE(a)ξ)t(η)∗ = ψt(θϕE(a)ξ,η) = ψt(ϕE(a)k), (4.20)

and:

ψt(k)π(a) = t(x)(π(a∗)t(y))∗ = t(x)t(ϕE(a∗)y)∗ = ψt(θx,ϕE(a∗)y) = ψt(kϕE(a)). (4.21)

In the same way we have:

ψt(k)t(x) = t(ξ)t(η)∗t(x) = t(ξ)π(〈η, x〉) = t(ξ〈η, x〉) = t(kx). (4.22)
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For an injective representation both π and t is injective, so if ψt(k) = 0, then t(kx) =
0 by the proposition above. By injectivity of t we then have kx = 0 for all x ∈ E which
implies that k = 0 and we see that ψt is injective.

It follows from Proposition 4.3 that there for integer n ≥ 0 exists a unique ∗-
homomorphism ψtn : K (E⊗n) → C∗(π, t) given by ψtn(θx,y) = tn(x)tn(y) where x, y ∈
E⊗n. Furthermore, if (π, t, B) is injective then both tn and ψtn .
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5 The relative Cuntz-Pimsner representation

Now that we have constructed the initial object in the category of surjective represen-
tations we turn to the somewhat dual problem of constructing a terminal object of a
particular subcategory of C(E,ϕE). The idea on how to obtain this is to consider T(E,ϕE)

and then take the quotient of this with respect to specific ideals thereby removing enough
freeness to make it terminal. Before constructing the terminal element we need to discuss
the mentioned quotient structure which associates to a specific class of ideals a class of
representations. That is the contents of this section.

Definition 5.1. Let A be a C∗-algebra and let I be an ideal in A. We then define:

I⊥ = {a ∈ A : ab = 0 for b ∈ I} (5.1)

This is easily seen to be an ideal of A such that I ∩ I⊥ = {0}. This implies that if
J is another ideal of A such that J ⊂ I⊥, then J ∩ I = {0}. Suppose conversely that
J ∩ I = {0}, and let a ∈ J . For any b ∈ I we then have ab ∈ J ∩ I = {0} which implies
that a ∈ I⊥. From this it follows that if J ∩ I⊥ = {0}, then J ⊂ I⊥.

The left action ϕE of a representation (E,ϕE) assigns to each a ∈ A an operator in
L (E). Since K (E) ⊂ L (E) it may be the case that ϕE(a) ∈ K (E) for some a ∈ A.
We therefore introduce the following ideal JE .

Definition 5.2. Let (E,ϕE) be a C∗-correspondence over A and define the two-sided
closed ideal JE of A as:

JE = ϕ−1
E (K (E)) ∩ ker(ϕE)⊥, (5.2)

where ker(ϕE)⊥ := {a ∈ A : ab = 0 for b ∈ ker(ϕE)}.

The ideal JE is well-defined: The set JE is non-empty since 0 ∈ JE . Furthermore, if
x, y ∈ JE then ϕE(x− y) = ϕE(x)− ϕE(y) ∈ K (E), since K (E) is an ideal of L (E).
We also have that (x − y)b = xb − yb = 0 for any b ∈ ker(ϕE). Hence x − y ∈ JE
and JE is an additive subgroup of A. Now let x ∈ JE and a ∈ A. Then ϕE(ax) =
ϕE(a)ϕE(x) ∈ K (E) since K (E) is an ideal in L (E). In addition, (ax)b = a(xb) = 0
for every b ∈ ker(ϕE) and hence ax ∈ JE . Similarly xa ∈ JE which shows that JE is a
(two-sided) ideal of A. Furthermore, since K (E) is a closed set, the ideal is closed by
continuity of ϕE .

Suppose that J ⊂ A is another ideal such that the restriction of ϕE to J is injective
on K (E). Then if a ∈ J ∩ ker(ϕE), then a = 0 since ϕE is injective restricted to J , and
since ker(ϕE)⊥ is the largest ideal satisfying that ker(ϕE)⊥ ∩ ker(ϕE) = {0} this implies
that J ⊂ ker(ϕE)⊥. It follows that JE is the largest ideal such that the restriction of ϕE
on it is an injection onto K (E).

By considering ideals J of JE we will see that this gives rise to an entirely new class
of representations known as the Cuntz-Pimsner representations relative to J .
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Definition 5.3. Let (E,ϕE) be a C∗-correspondence over A and let J be an ideal in A
such that J ⊂ JE . We say that a representation (π, t, B) of (E,ϕE) is Cuntz-Pimsner
invariant relative to J if:

ψt(ϕE(a)) = π(a), for all a ∈ J. (5.3)

This property can be visualised by the commutative diagram:

J B

K (E)

ϕE
ψt

π

(5.4)

Motivated by this definition we will now construct the Cuntz-Pimsner representation
relative to an ideal J ⊂ JE . These representations are constructed from the Toeplitz
representation (ιA, ιE , T(E,ϕE)) by taking the quotient of an ideal in T(E,ϕE) such that
the resulting structure is Cuntz-Pimsner invariant relative to J . To ensure this we first
define the ideal that we will take the quotient by.

Definition 5.4. Let (π, t, B) be a representation of the C∗-correspondence (E,ϕE) over
A and let J be an ideal in A such that J ⊂ JE . Denote by T (J) the closed, two-sided
ideal in T(E,ϕE) generated by the set:

{ψιE (ϕE(a))− ιA(a) : a ∈ J}. (5.5)

By definition this is the smallest closed, two-sided ideal containing the {ψιE (ϕE(a))−
ιA(a) : a ∈ J}. Due to T (J) ⊂ T(E,ϕE) being closed the quotient T(E,ϕE)/T (J) is a C∗-
algebra. It is also easily seen to be Cuntz-Pimsner invariant relative to J by the definition
above.

Definition 5.5. Let A be a C∗-algebra, let (E,ϕE) be a C∗-correspondence over A
and let J be an ideal in A such that J ⊂ JE . We define a C∗-algebra O(E,ϕE)(J) by
setting O(E,ϕE)(J) := T(E,ϕE)/T (J). Let ρJ : T(E,ϕE) → O(E,ϕE)(J) denote the canonical
surjective ∗-homomorphism. The C∗-algebra O(E,ϕE)(J) is called the Cuntz-Pimsner
C∗-algebra relative to the ideal J .
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The following diagram accompanies this definition:

A

E

T(E,ϕE) T(E,ϕE)/T (J) := O(E,ϕE)(J)

ιE

ιA
ρJ (5.6)

Note that in the case where J = {0} this simply reduces to the Toeplitz algebra
T(E,ϕE). In the other extreme, we have J = JE which gives the Cuntz-Pimsner algebra.
We return to this algebra in the next section.

Before proving that O(E,ϕE)(J) can be made into a universal representation in a
suitable category we introduce the concept of gauge action. If (π, t, B) is a representation
of (E,ϕE) the gauge action is a ∗-homomorphism acting on π and t. In a way we can
think of the gauge action as a form of rotation on the images of π and t.

Definition 5.6. Let A be a C∗-algebra, let (E,ϕE) a C∗-correspondence over A and let
(π, t, B) be a representation of (E,ϕE) on B. The representation (π, t, B) is said to admit
a gauge action if for every z ∈ T := {z ∈ C : |z| = 1} there exists a ∗-homomorphism
βz : C∗(π, t) → C∗(π, t) such that βz(π(a)) = π(a) and βz(t(x)) = zt(x) for all a ∈ A
and x ∈ E.

Since βz is defined on the C∗-algebra generated by the set π(A)∪ t(E) and the action
of βz is independent of z on π(a) and linear in z on t(x) for a ∈ A, and x ∈ E it follows
that βz is a continuous map from T to Aut(C∗(π, t)) (set the inverse to be βz∗).

From the diagram Eq. (5.6) it is easy to see how to define the ∗-homomorphism and
linear map to make O(E,ϕE)(J) into a representation.

Theorem 5.7 ([CaOr11, Theorem 3.18]). Let A be a C∗-algebra, let (E,ϕE) a C∗-
correspondence over A and let J ⊂ A be an ideal such that J ⊂ JE. Set ιJA :=
ρJ ◦ ιA and ιJE := ρJ ◦ ιE. Then (ιJA, ι

J
E ,O(E,ϕE)(J)) is a surjective representation of

(E,ϕE) on O(E,ϕE)(J), called the Cuntz-Pimsner representation relative to J , which
is Cuntz-Pimsner invariant relative to J and admits a gauge action. Furthermore
(ιJA, ι

J
E ,O(E,ϕE)(J)) satisfies the universal property:

If (π, t, B) is a representation of (E,ϕE) which is Cuntz-Pimsner invariant
relative to J then there exists a unique ∗-homomorphism η : O(E,ϕE) → B

such that η ◦ ιJA = π and η ◦ ιJE = t. Visually, this amounts to the following
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diagram being commutative:

A

E

O(E,ϕE)(J) B

t

π

ιJE

ιJA
η

(5.7)

In addition, if (π, t, B) is a surjective representation of (E,ϕE) which is Cuntz-
Pimsner invariant relative to J and ξ : B → O(E,ϕE)(J) is ∗-homomorphism such that

ξ ◦ π = ιJA and ξ ◦ t = ιJE, then ξ is an isomorphism.

Proof. We first prove that (ιJA, ι
J
E ,O(E,ϕE)(J)) is a surjective and injective representation.

Since ρJ is a ∗-homomorphism the composition with a linear map or a ∗-homomorphisms
is again, respectively, linear and a ∗-homomorphism. Therefore ιJA : A → O(E,ϕE)(J) is

a ∗-homomorphism and ιJE : E → O(E,ϕE)(J) is a linear map.
Now for any x, y ∈ E:

ιJE(x)∗ιJE(y) = (ρJ ◦ ιE)(x)∗(ρJ ◦ ιE)(y) = ρJ(ιE(x)∗ιE(y))

= ρJ
(
ιA
(
〈x, y〉E

))
= ιJA

(
〈x, y〉E

)
,

(5.8)

and for any a ∈ A and x ∈ E:

ιJA(a)ιJE(x) = ρJ(ιA(a)ιE(x)) = ρJ(ιE(ϕE(a)x)) = ιJE(ϕE(a)x), (5.9)

which shows that (ιJA, ι
J
E ,O(E,ϕE)(J)) is a representation. Since ρJ is surjective, and

(ιA, ιE , T(E,ϕE)) is a surjective representation it follows that (ιJA, ι
J
E ,O(E,ϕE)(J)) is also

a surjective representation.
If a ∈ J , then ψιE (ϕE(a))− ιA(a) = 0 in O(E,ϕE)(J). This implies that:

ψιJE
(ϕE(a))− ιJA(a) = ρJ(ψιE (ϕE(a))− ιA(a)) = 0, (5.10)

which establishes that (ιJA, ι
J
E ,O(E,ϕE)(J)) is Cuntz-Pimsner invariant relative to J .

Suppose now that (π, t, B) is another representation of (E,ϕE) which is Cuntz-
Pimsner invariant relative to J . By Theorem 3.4 (ιA, ιE , T(E,ϕE)) is a universal rep-
resentation of (E,ϕE), so there exists a unique ∗-homomorphism f : T(E,ϕE) → B such
that f ◦ ιA = π and f ◦ ιE = t. Since (π, t, B) is Cuntz-Pimsner invariant relative to J ,
for any a ∈ J we have that:

0 = ψt(ϕE(a))− π(a) = ψf◦ιE (ϕE(a))− (f ◦ ιA)(a) = f(ψιE (ϕE(a))− ιA(a)), (5.11)
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which implies that T (J) ⊂ ker f . This allows us, by the quotient construction, to
conclude that there exists a unique ∗-homomorphism η : O(E,ϕ(E))(J) → B such that

f = η ◦ ρJ . Furthermore we have π = f ◦ ιA = (η ◦ ρJ) ◦ ιA = η ◦ ιJA and similarly
t = η ◦ ιJE .

Assume now that (π, t, B) is a surjective representation which is Cuntz-Pimsner
invariant relative to J and let ξ : B → O(E,ϕE)(J) be a ∗-homomorphism such that

ξ ◦ π = ιJA and ξ ◦ t = ιJE . Visually we have:

A

E

O(E,ϕE)(J) B

t

π

ιJE

ιJA
ξ

(5.12)

Let a ∈ A, then by the above η ◦ ξ(π(a)) = η ◦ ιJA(r) = π(a) and similarly for x ∈ E
we get η ◦ ξ(t(x)) = t(x). Since (π, t, B) is surjective B is generated by π(A) ∪ t(E)
which implies that η ◦ ξ acts as the identity on B. Since (ιJA, ι

J
E ,O(E,ϕE)(J)) also is a

surjective representation of (E,ϕE) the same argument applies to show that ξ ◦η acts as
the identity on O(E,ϕE)(J). Together this shows that ξ and η are inverse of each other
and therefore ξ is an isomorphism.

Finally, to show that (ιJA, ι
J
E ,O(E,ϕE)(J)) admits a gauge action let z ∈ T and define:

tz : E → O(E,ϕE)(J)) by tz(x) = zιJE(x). (5.13)

Note that:

tz(x)∗tz(y) = ιJE(x)∗(z∗z)ιJE(y) = ιJE(x)∗ιJE(y) = ιJA
(
〈x, y〉E

)
, (5.14)

for x, y ∈ E, and:

ιJA(a)tz(x) = ιJA(a)zιJE(x) = zιJA(a)ιJE(x) = tz(ϕ(a)x), (5.15)

for a ∈ A, x ∈ E.

This implies that (ιJA, tz,O(E,ϕE)(J)) is a representation of (E,ϕE). Furthermore it

is Cuntz-Pimsner invariant relative to J since this is a property depending on ιJA in the
representation. Then, by the universal property of (ιJA, ι

J
E ,O(E,ϕE)(J)), there exists a

∗-homomorphism βz : O(E,ϕE)(J)→ O(E,ϕE)(J) such that βz ◦ ιJA = ιJA and βz ◦ ιJE = tz.
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Because this results provides us with a universality claim for Cuntz-Pimsner invari-
ant representations relative to an ideal J ⊂ JE we define this subcategory in which
(ιJA, ι

J
E ,O(E,ϕE)(J)) is initial.

Definition 5.8. Let A be a C∗-algebra, let (E,ϕE) a C∗-correspondence over A and
let J be an ideal in A such that J ⊂ JE . Denote by CJ(E,ϕE) the subcategory of C(E,ϕE)

consisting of all surjective representations that are Cuntz-Pimsner invariant relative to
J .

There is more to say about this representation; As in the case of the Toeplitz repre-
sentation the Cuntz-Pimsner representation relative to an ideal J ⊂ JE is also injective.
The idea of how to prove this is similar: Using the universality of the relative Cuntz-
Pimsner representation, we can construct a quotient of the Fock representation that is
injective in CJ(E,ϕE).

Let J ⊂ JE and consider the set F (E)J := span{xj : x ∈ F (E), j ∈ J}. It can be
shown that this is a Hilbert J-module with the sum, inner product and right action given
by F (E), and also that F (E)J ⊂ F (E) as a closed linear subspace ([Kat07, Corollary
1.4]).

By definition we have that K (F (E)J) = span{θx,y : x, y ∈ F (E)J}. Say now that
x, y ∈ F (E)J , then we can write x = limn→∞ xn where xn is a sum of elements on
the form xj for x ∈ F (E) and j ∈ J . Similarly we write y = limn→∞ yn for yn of the
same form as xn. We see that θx,y = limn→∞ θxn,yn (since both the inner product and
multiplication is continuous operators), and that θxn,yn is just a sum of elements on the
form θxj,yk = θxjk∗,y for x, y ∈ F (E) and j, k ∈ J . Hence:

K (F (E)J) = span{θxj,y : x, y ∈ F (E), j ∈ J}. (5.16)

This is actually an ideal in L (F (E)):

Proposition 5.9 ([Kat04, Proposition 4.6]). K (F (E)J) is an ideal in L (F (E)) con-
tained in C∗(ϕ∞, τ∞).

Proof. Let k ∈ K (F (E)J) and t ∈ L (F (E)). By Eq. (5.16) it suffices to show that
kt ∈ K (F (E)J) for k = θxj,y for some x, y ∈ F (E) and j ∈ J . By Lemma 4.1 it
follows that kt = θxj,yt = θxj,t∗y = θxj,z where z = t∗y ∈ F (E), it is therefore seen that
kt ∈ K (F (E)J). Similarly tk = tθxj,y = θtxj,y = θz′j,y where z′ = tx ∈ F (E) and again
kt ∈ K (F (E)J).

We now show that K (F (E)J) ⊂ C∗(ϕ∞, τ∞). Since span{θax,y : x ∈ E⊗n, y ∈
E⊗m, a ∈ J} is dense in K (F (E)J) (by the way F (E) is defined) it suffies to show
that θax,y ∈ C∗(ϕ∞, τ∞).

Let x ∈ E⊗n, y ∈ E⊗m, a ∈ J and z = (zi)i∈N ∈ F (E). Since E⊗m ⊂ F (E) we can
identify y with (yi)i∈N where yi = 0 for every i 6= m. Because of how the adjoint τm∞(y)
acts on F (E) we get:

z′ := τm∞(y)∗(zi) =
∑
k≥0

τmk (ym)∗(zk+m). (5.17)
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The map ϕ0(a) is zero outside of E⊗0, so when we apply it to z′ we get:

z′′ := ϕ0(a)(z′) = (aτm0 (ym)∗(zm), 0, . . .) ∈ F (E), (5.18)

and because:
τm0 (ym)∗(zm) = ϕ0(〈ym, zm〉) = 〈ym, zm〉, (5.19)

we have:

τn∞(x)(z′′) =
∞∑
k=0

τnk (xn)(z′′k)

= (0, . . . , xna〈ym, zm〉, 0, 0, . . .)
= (0, . . . , θxna,ym(zm), 0, . . .),

(5.20)

which shows that:
θxa,y = τn∞(x)ϕ0(a)τm∞(y)∗, (5.21)

and by [Kat04, Proposition 4.4] it follows that the closed ideal K (F (E)J) of L (F (E))
is contained in C∗(ϕ∞, τ∞) ⊂ L (F (E)).

Using this result we see that (ϕJ∞, τ
J
∞,L (F (E))/K (F (E)J)) is a representation

where ϕJ∞ = qJ ◦ϕ∞, τJ∞ = qJ ◦ τ∞ and qJ : L (F (E))→ L (F (E))/K (F (E)J) is the
quotient map. This is illustrated by the diagram:

A

E

L (F (E)) L (F (E))/K (F (E)J)

τJ∞

ϕJ∞

ϕ∞

τ∞

qJ (5.22)

To prove the injectivity claim of the Cuntz-Pimsner representation relative to an ideal
J ⊂ JE we first need to prove that (ϕJ∞, τ

J
∞,L (F (E))/K (F (E)J)) is Cuntz-Pimsner

invariant relative to J and that it is injective.

Theorem 5.10. Let A be a C∗-algebra, let (E,ϕE) a C∗-correspondence over A and let
J ⊂ A be an ideal such that J ⊂ JE. Then the representation:

(ϕJ∞, τ
J
∞,L (F (E))/K (F (E)J)) ∈ CJ(E,ϕE), (5.23)

and it is injective.
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Proof. [Kat04, Proposition 4.4] states that for a ∈ JE , we have ϕ∞(a)− ψτ∞(ϕE(a)) =
ϕ0(a) ∈ L (E⊗0), where (E⊗0, ϕ0) represents the identity correspondence over A. In
particular this holds for all a ∈ J as well, since J ⊂ JE . By applying the quotient
map we get that ϕJ∞(a) − ψτJ∞(ϕE(a)) = qJ(ϕ0(a)), but since K (E⊗0) = L (E⊗0) and

ϕ0(a) is the left multiplication of elements in E⊗0 = A by elements in J it follows
that qJ(ϕ0(a)) = 0 and consequently that ϕJ∞(a) = ψτJ∞(ϕE(a)). This shows that

(ϕJ∞, τ
J
∞,L (F (E))/K (F (E)J)) is a Cuntz-Pimsner invariant representation relative

to J , and the representation is therefore in CJ(E,ϕE).

Take now a ∈ A with ϕJ∞(a) = 0, then ϕ∞(a) ∈ K (F (E)J). We can write:

ϕn(a) = Pnϕ∞(a)Pn, (5.24)

where Pn is the projection from F (E) onto the nth direct summand E⊗n ⊂ F (E).
Since ϕ∞(a) ∈ K (F (E)J) it follows that:

ϕn(a) ∈ PnK (F (E)J)Pn. (5.25)

We first show that PnK (F (E)J)Pn = K (E⊗nJ), for then ϕn(a) ∈ K (E⊗nJ)
which implies that for n = 0 we get that a ∈ J .

Take x, y ∈ F (E) and a ∈ J and consider θxa,y ∈ K (F (E)J), the linear span of
these elements are dense in K (F (E)J). Since Pn is a projection it is self-adjoint and by
Lemma 4.1 it follows that Pnθax,yPn = θPnxa,Pny. This shows that PnK (F (E)J)Pn ⊂
K (E⊗n). The converse inclusion, follows from the fact that if x, y ∈ E⊗n and a ∈ J ,
then θxa,y = Pnθxa,yPn.

For a ∈ J ⊂ JE the map ϕ1 = ϕE is injective into K (E) by definition of JE , and
since ϕE is a ∗-homomorphism it is isometric and therefore ‖ϕ1(a)‖ = ‖a‖. For n ≥ 1
[Kat04, Proposition 4.7] implies that the map sending ϕn(a) 7→ ϕn(a)⊗id1 is injective by
Eq. (5.25). From definition of ϕn+1(a) we also see that ϕn+1(a) = ϕn(a)⊗ id1. Putting
this together we have that ‖ϕn(a)‖ = ‖ϕn+1(a)‖ for all n ≥ 1. Combining this with
‖ϕ1(a)‖ = ‖a‖ we see that ‖ϕn(a)‖ = ‖a‖ for all n ≥ 1.

We now show that limn→∞ ‖ϕn(a)‖ = 0 which implies that ‖a‖ = 0 and therefore
that a = 0, ensuring injectivity. Recall from Eq. (5.24) that ϕn(a) = Pnϕ∞(a)Pn, so if
we can prove that limn→∞ ‖Pnϕ∞(a)Pn‖ = 0 we are done.

Since ϕ∞(a) ∈ K (F (E)J) and K (F (E)J) is linearly spanned by the elements θ′xa,y
for x, y ∈ F (E) which again is linearly spanned (with closure) by θxa,y for x ∈ E⊗k,
y ∈ E⊗l it is enough to prove that limn→∞ ‖Pnθxa,yPn‖ = 0. But since θxa,yPn = 0 for
all l 6= n it follows that the limit goes to zero as n→∞.

Using the injective representation from Theorem 5.10 it is not difficult to see that
the Cuntz-Pimsner representation relative to an ideal J ⊂ JE is injective.

Theorem 5.11. Let A be a C∗-algebra, let (E,ϕE) a C∗-correspondence over A and let
J ⊂ A be an ideal such that J ⊂ JE. Then the Cuntz-Pimsner representation relative to
J is injective.

34



Proof. From Theorem 5.7 (ιJA, ι
J
E ,O(E,ϕE)(J)), the Cuntz-Pimsner representation rela-

tive to J , is universal in CJ(E,ϕE) so therefore there exists a unique ∗-homomorphism η
such that the following diagram commutes:

A

E

O(E,ϕE)(J) L (F (E))/K (F (E)J)

τJ∞

ϕJ∞

ιJA

ιJE

η
(5.26)

This implies that ϕJ∞ = η ◦ ιJA and since ϕJ∞ is injective it follows that ιJA is injective.
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6 A correspondence between ideals and representations

Let (E,ϕE) be a C∗-correspondence over the C∗-algebra A. In this section we prove that
we can completely classify the bijective representations admitting a gauge action, as a
relative Cuntz-Pimsner representations using certain ideals of A. From this classification
we will get a final object in the category of bijective representation admitting a gauge
action. By Theorem 5.7 the surjective representation (ιA, ιE , T(E,ϕE)) admits a gauge
action. That is, for each z ∈ T there exists a ∗-homomorphism βz : T(E,ϕE) → T(E,ϕE)

such that βz(ιA(a)) = ιA(a) and βz(ιE(x)) = zιE(x) for all a ∈ A, x ∈ E.
First a definition:

Definition 6.1. Let I be a closed, two-sided ideal in T(E,ϕE). We say that I is gauge
invariant if βz(I) ⊂ I for all z ∈ T, where βz is the gauge action on (ιA, ιE , T(e,ϕE)).

Gauge invariance and the property of admitting a gauge action is related in a natural
way.

Proposition 6.2. Let I be a closed ideal of T(E,ϕE), let βz be the gauge action of T(E,ϕE),
and let qI : T(E,ϕE) → T(E,ϕE)/I be the quotient map. Then I is gauge invariant if and
only if the representation (qI ◦ ιA, qI ◦ ιE , T(E,ϕE)/I) admits a gauge action.

Proof. Assume first that I is gauge invariant, that is βz(I) ⊂ I for all z ∈ T. Fix any
z ∈ T and consider the mapping

qI ◦ βz : T(E,ϕE) → T(E,ϕE)/I. (6.1)

Since I is gauge invariant it follows that qI ◦ βz(I) = 0, which is to say that I ⊂
ker(qI ◦ βz). This induces by the quotient structure a ∗-homomorphism:

β′z : T(E,ϕE)/I → T(E,ϕE)/I, (6.2)

such that qI ◦ βz = β′z ◦ qI . See this diagram:

T(E,ϕE) T(E,ϕE)/I

T(E,ϕE)/I

qI

qI ◦ βz
β′z

(6.3)

Now if a ∈ A, then we have βz(ιA(a)) = ιA(a), so:

qI(ιA(a)) = qI(βz(ιA(a))) = β′z(qI(ιA(a))). (6.4)

Similarly for x ∈ E we have βz(ιE(x)) = zιE(x) and therefore:

zqI(ιE(x)) = qI(zιE(x)) = qI(βz(ιE(x))) = β′z(qI(ιE(x))), (6.5)
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which shows that β′z is a gauge action on (qI ◦ ιA, qI ◦ ιE , T(E,ϕE)/I).

Assume now that the representation (qI ◦ιA, qI ◦ιE , T(E,ϕE)/I) admits a gauge action.
Then there exists for every z ∈ T a ∗-homomorphism:

β′z : T(E,ϕE)/I → T(E,ϕE)/I, (6.6)

such that β′z(qI ◦ ιA) = qI ◦ ιA and β′z(qI ◦ ιE) = z(qI ◦ ιE). It can easily be verified that
the identity qI ◦ βz = β′z ◦ qI holds. But then:

qI(βz(I)) = β′z(qI(I)) = β′z(0) = 0, (6.7)

and therefore βz(I) ∈ ker(qI), which implies that βz(I) ⊂ I.

Definition 6.3. Let I be an ideal in T(E,ϕE) such that I ∩ ιA(A) = {0} and define

J(I) = {a ∈ JE : ιA(a)− ψιE (ϕE(a)) ∈ I}. (6.8)

Denote by T (J(I)) the minimal closed, two-sided ideal of T(E,ϕE) generated by J(I).

Before proving Lemma 6.5 we need to define the core of T(E,ϕE):

Definition 6.4 ([Kat04, Definition 5.5]). Let A be a C∗-algebra and let (E,ϕE) be a
C∗-correspondence over A. Define the core of T(E,ϕE) as the C∗-subalgebra B[0,∞] as
follows:

B[0,∞] =

∞⋃
n=0

B[0,n], (6.9)

where B[0,n] = B0 + · · · + Bn and Bn = ψιnE (K (E⊗n)) ⊂ T(E,ϕE) for n ∈ N. Here
ιnE : E⊗n → T(E,ϕE) is defined as e1 ⊗ · · · ⊗ en = ιE(e1) · · · ιE(en) in accordance with
Eq. (2.4).

As an immediate consequence, since the representation (ιA, ιE , T(E,ϕE)) is injective,
it follows that ψιnE is injective for every n ∈ N and hence that K (E⊗n) ' Bn, i.e. ψιnE
is a ∗-isomorphism.

Lemma 6.5. Let A be a C∗-algebra, let (E,ϕE) be a C∗-correspondence over A and let
I be a closed ideal in T(E,ϕE). Then I ∩B[0,∞] ⊂ T (J(I)).

Proof. Note first that since I is a closed ideal of T(E,ϕE) and since B[0,∞] is a C∗-
subalgebra of T(E,ϕE), the intersection I ∩ B[0,∞] is a closed ideal of B[0,∞]. Then since

B[0,∞] =
⋃∞
n=0B[0,n] it follows from [ALNR94, Lemma 1.3] that:

I ∩B[0,∞] =

∞⋃
n=0

I ∩B[0,n], (6.10)
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since B[0,n] ⊂ B[0,∞] ⇒ B[0,n] ∩ B[0,∞] = B[0,n]. It is therefore sufficient to prove that
I ∩B[0,n] ⊂ T (J(I)) for every n ∈ N. We continue by induction over n.

For n = 0 we claim that B[0,0] = B0 = ιA(A). To see that B0 ⊂ ιA(A) consider
A = E⊗0 as the identity correspondence over A. Then ιE⊗0 = ιA, and this combined
with the fact that ψt is a ∗-homomorphism and that the linear span of θa,b is dense in
K (E) results in:

ψιE⊗0 (θa,b) = ιA(a)ιA(b)∗ = ιA(ab∗) ∈ A, (6.11)

for a, b ∈ A. For the reverse inclusion let a ∈ A and (xλ)λ∈Λ be an approximate unit for
A, then ιA(a) = ιA(limλ∈Λ axλ) = limλ∈Λ ιA(ax∗λ) = limψιE⊗0 (θa,xλ). This shows that
B0 = ιA(A) and hence I∩B[0,0] = I∩ιA(A) = {0} by assumption. Clearly {0} ⊂ T (J(I))
and the base case is covered.

Assume now that I ∩ B[0,n] ⊂ T (J(I)) and let x ∈ I ∩ B[0,n+1], by definition of
B[0,n+1] there is then x1 ∈ B[0,n] and x2 ∈ Bn+1 such that x = x1 + x2 (note that both
x1, x2 ∈ I as well). Let (uλ)λ∈Λ be an approximate unit for Bn. Since Bn ' K (E⊗n)
under ψιnE the approximate unit in Bn corresponds to an approximate unit (kλ)λ∈Λ such
that ψιnE (kλ) = uλ. We also have that x2 = ψιn+1

E
(k) for some k ∈ K (E⊗n+1). Now by

[Kat04, Lemma 5.10] we get the limit:

k = lim
λ∈Λ

(kλ ⊗ id1)k, (6.12)

By applying ψιn+1
E

and [Kat04, Lemma 5.4] we see that:

x2 = lim
λ∈Λ

ψιn+1
E

((kλ ⊗ id1)k) = lim
λ∈Λ

ψιnE (kλ)ψιn+1
E

(k) = lim
λ∈Λ

uλx2. (6.13)

Since every uλ is self adjoint we can write x2 = limλ∈Λ uλx2uλ. Now set x′1 :=
limλ∈Λ uλx1uλ, then:

x′1 := lim
λ∈Λ

uλx1uλ = lim
λ∈Λ

uλ(x− x2)uλ = lim
λ∈Λ

uλxuλ − x2 = x′ − x2, (6.14)

where x′ = limλ∈Λ uλxuλ ∈ I (hence implying that x′1 ∈ I too). Again by using [Kat04,
Lemma 5.4] we see that ψιmE (k)ψιnE (k′) = ψιnE ((k ⊗ idn−m)k′) for integer n ≥ m and
k ∈ K (E⊗m), k′ ∈ K (E⊗n). This implies, in particular, that Bn is an ideal of B[0,n].
From this we conclude that x′1 ∈ Bn since uλx1uλ ∈ Bn and Bn is complete. Therefore
x−x′ = x1−x′1 ∈ I ∩B[0,n] ⊂ T (J(I)) by the inductive hypothesis. If we can show that
x′ ∈ T (J(I)) we are done.

We can further reduce to proving that uλx
′uλ ∈ T (J(I)) for all λ ∈ Λ for then it

will follow that limλ∈Λ uλx
′uλ = x′ ∈ T (J(I)) since (uλ)λ∈Λ is an approximate unit in

Bn. The C∗-algebra Bn is given by ψιnE (K (E⊗n)), where K (E⊗n) = span{θx,y : x, y ∈
E⊗n}, and since ψιnE (θx,y) = ιnE(x)ιnE(y)∗ we get:

Bn = span{ιnE(x)ιnE(y)∗ : x, y ∈ E⊗n}
= span{ιE(e1) · · · ιE(en)ιE(f1)∗ · · · ιE(fn)∗ : e1, . . . , en, f1, . . . , fn ∈ E}.

(6.15)
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This implies that for each λ ∈ Λ we can write uλ as a limit of a linear combination
of:

ιE(e1) · · · ιE(en)ιE(f1)∗ · · · ιE(fn)∗ where e1, . . . , en, f1, . . . , fn ∈ E. (6.16)

So to show that uλx
′uλ ∈ T (J(I)) it is sufficient to show that:

ιE(f1)∗ · · · ιE(fn)∗x′ιE(e1) · · · ιE(en) ∈ T (J(I)), (6.17)

since then the result follows by the closedness of the ideal structure of T (J(I)).
Now for e1, . . . , en, f1, . . . , fn ∈ E form the elements:

z1 := ιnE

(
n⊗
i=1

fi

)∗
x′1ι

n
E

(
n⊗
i=1

ei

)
= ιE(f1)∗ · · · ιE(fn)∗x′1ιE(e1) · · · ιE(en),

z2 :=− ιnE

(
n⊗
i=1

fi

)∗
x2ι

n
E

(
n⊗
i=1

ei

)
= −ιE(f1)∗ · · · ιE(fn)∗x2ιE(e1) · · · ιE(en),

(6.18)

and note that ιE(f1)∗ · · · ιE(fn)∗x′ιE(e1) · · · ιE(en) = z1−z2 ∈ I since both x′1, x2 ∈ I.
Furthermore, [Kat04, Lemma 2.6] implies that tm(E⊗m)∗tn(E⊗n) ∈ tn−m(E⊗(n−m)), and
since x′1 ∈ Bn and x2 ∈ Bn+1 it is seen by Eq. (6.15) that z1 ∈ B0 = ιA(A) and z2 ∈ B1.

Now choose a ∈ A such that ιA(a) = z1 and θ ∈ K (E) such that ψιE (θ) = z2 and
consider the representation (π, t, B) where π := qI ◦ ιA, t := qI ◦ ιE , and B = T(E,ϕE)/I.
Then we have π(a) = ψt(θ) since z1 − z2 ∈ I, so for all x ∈ E we have:

t(ϕE(a)x) = π(a)t(x) = ψt(θ)t(x) = t(θx). (6.19)

Since π is injective t is injective and therefore by linearity ϕE(a)x = θx for every
x ∈ E which implies that ϕE(a) = θ or that a ∈ ϕ−1

E (K (E)). Suppose now that
b ∈ ker(ϕE), then:

π(ab) = π(a)π(b) = ψt(ϕE(a))π(b) = ψt(ϕE(a)ϕE(b)), (6.20)

where the last equality essentially follows from Lemma 4.1. Since b ∈ ker(ϕE) we
therefore get π(ab) = 0 which implies that ab = 0 since π is injective. Hence a ∈
ker(ϕE)⊥ and therefore by definition a ∈ JE . Since z1 − z2 ∈ I and θ = ϕE(a), by
definition of J(I) we have that a ∈ J(I). We can therefore finally conclude that:

ιE(f1)∗ · · · ιE(fn)∗x′ιE(e1) · · · ιE(en) = z1− z2 = ιA(a)−ψιE (ϕE(a)) ∈ T (J(I)). (6.21)

The next theorem states that the ideal T (J(I)) is the smallest ideal that contains
the elements {ιA(a)−ψιE (ϕE(a)) : a ∈ JE} and furthermore that I is generated by this
set if and only if I ∩ ιA(A) = {0} and I is gauge invariant.

Theorem 6.6. Let (E,ϕE) be a C∗-correspondence over A and let I be a closed ideal
in T(E,ϕE). Then T (J(I)) ⊂ I, and T (J(I)) = I if and only if I ∩ ιA(A) = {0} and I is
gauge invariant.
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Proof. If a ∈ J(I), then ιA(a) − ψιE (ϕE(a)) ∈ I and therefore the ideal generated by
{ιA(a) − ψιE (ϕE(a)) : a ∈ J(I)} is contained in I, i.e. T (J(I)) ⊂ I. Now suppose
that T (J(I)) = I. We prove that T (J(I)) ∩ ιA(A) = {0} and that T (J(I)) is gauge
invariant. Since T (J(I)) ⊂ I and 0 ∈ T (J(I)) it follows that T (J(I)) ∩ ιA(A) = {0}.
By Theorem 5.7 and Proposition 6.2 it follows that T (J(I)) is gauge invariant.

Now assume that I ∩ ιA(A) = {0} and I is gauge invariant. We need to show that
I ⊂ T (J(I)), so assume that x ∈ I.

Since z 7→ βz(x
∗x) is a continuous map with compact support the integral:∫

T
βz(x

∗x) dz, (6.22)

is well-defined ([RaWi98, Lemma C.3, p. 274-275]) and belongs to T(E,ϕE). Set:

y =

∫
T
βz(x

∗x) dz, (6.23)

then y ∈ B[0,∞] by [Kat04, Proposition 5.7]. Since I is gauge invariant we have that
βz(x

∗x) ∈ I for all z ∈ T and therefore y ∈ I. Hence y ∈ I ∩ B[0,∞] ⊂ T (J(I)), by
Lemma 6.5.

Now let:
qT (J(I)) : T(E,ϕE) → O(E,ϕE)(J(I)), (6.24)

be the quotient map and β
J(I)
z the gauge action on O(E,ϕE)(J(I)). By the construction

of O(E,ϕE)(J(I)) it is easy to see that

qT (J(I)) ◦ βz = βJ(I)
z ◦ qT (J(I)), (6.25)

for all z ∈ T. It then follows that:∫
T
βJ(I)
z (qT (J(I))(x

∗x)) dz =

∫
T
qT (J(I))(βz(x

∗x)) dz = qT (J(I))(y) = 0. (6.26)

Where the next to last equality follows by the properties given in [RaWi98, Lemma
C.3, p. 274-275]. Since x∗x is positive and ∗-homomorphisms preserve positivity the

element β
J(I)
z (qT (J(I))(x

∗x)) is also positive for every z ∈ T. Since the integral is zero

over T, this forces β
J(I)
z (qT (J(I))(x

∗x)) = 0, and in particular we have qT (J(I))(x
∗x) = 0.

Since T (J(I)) is an ideal, this implies that x ∈ T (J(I)).

This theorem provides us with the technicality needed to prove the classification
result about bijective representations admitting a gauge action. Before doing this, how-
ever, we define a specific ideal that is central in the promised classification.

Definition 6.7. Let A be a C∗-algebra, let (E,ϕE) a C∗-correspondence over A and let
(π, t, B) be a representation of A over B. We define:

J(π,t,B) = {a ∈ A : π(a) ∈ ψt(K (E))}. (6.27)
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We see that this is an ideal of A: If j ∈ J(π,t,B), then π(j) ∈ ψt(K (E)) so we must
have that that π(j) = ψt(k) for some k ∈ K (E), but since the linear span of θx,y for
some x, y ∈ E are dense in K (E) we can assume that k = θx,y.

For j1, j2 ∈ J(π,t,B) we therefore have

π(j1 − j2) = ψt(θx1,y1)− ψt(θx2,y2) = ψt(θx1,y1 − θx2,y2), (6.28)

since ψt is a ∗-homomorphism. Since K (E) is an ideal we therefore see that π(j1−j2) ∈
ψt(K (E)), and J(π,t,B) is an additive subgroup of A.

If a ∈ A, j ∈ J(π,t,B), then we have π(j) = ψt(θx,y) for some x, y ∈ E and π(aj) =
π(a)ψt(θx,y) = ψt(ϕE(a)θx,y) by Proposition 4.4. Now since K (E) ⊂ L (E) is an ideal
ϕE(a)θx,y ∈ K (E). That π(ja) ∈ ψt(K (E)) follows in the same way from Proposi-
tion 4.4. This proves that J(π,t,B) is a two-sided ideal of A.

If the representation (π, t, B) is injective there is a relation between JE and J(π,t,B).

Lemma 6.8 ([CaOr11, Lemma 3.24]). Let A be a C∗-algebra, let (E,ϕE) be a C∗-
correspondence over A and let (π, t, B) an injective representation of (E,ϕE) on B. For
a ∈ A we have a ∈ J(π,t,B) if and only if a ∈ JE and π(a) = ψt(ϕE(a)).

Proof. If a ∈ JE then ϕE(a) ∈ K (E) so π(a) = ψt(ϕE(a)) ∈ ψt(K (E)). For the other
direction see [Kat04, Proposition 3.3].

As an immediate result of this it follows that if J ⊂ JE is an ideal of A, and
(π, t, B) is injective, then (π, t, B) is Cuntz-Pimsner invariant relative to J if and only if
J ⊂ J(π,t,B) = JE .

The next theorem is perhaps the main result of this section. The two first parts
roughly states that (π, t, B) is Cuntz-Pimsner invariant if and only if there is a ∗-
homomorphism from O(E,ϕE)(J) to B satisfying some extra conditions. The last parts
provides us with the promised classification result.

Theorem 6.9 ([CaOr11, Theorem 3.29]). Let A and B be C∗-algebras, let (E,ϕE) a
C∗-correspondence over A, let J be an ideal of A such that J ⊂ JE and let (π, t, B) be a
representation of (E,ϕE) over B. Then:

i) If there exists a ∗-homomorphism η : O(E,ϕE)(J) → B such that η ◦ ιJA = π and

η ◦ ιJE = t, then (π, t, B) is Cuntz-Pimsner invariant relative to J .

ii) If (π, t, B) is Cuntz-Pimsner invariant relative to J , then there exists a unique ∗-
homomorphism ηJ(π,t,B) : O(E,ϕE)(J)→ B such that ηJ(π,t,B)◦ι

J
A = π and ηJ(π,t,B)◦ι

J
E =

t.

iii) If (π, t, B) is Cuntz-Pimsner invariant relative to J , then ηJ(π,t,B) is a ∗-isomorphism

if and only if (π, t, B) is surjective, injective, admits a gauge action and J = J(π,t,B).

Proof. Assume that there exists a ∗-homomorphism η : O(E,ϕE)(J) → B such that

η ◦ ιJA = π and η ◦ ιJE = t. We need to show that ψt(ϕE(a)) = π(a) for all a ∈ J , which
by assumption is equivalent to ψη◦ιJE

(ϕE(a)) − η ◦ ιJA(a) = 0. Note that we then have
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ψη◦ιJE
(ϕE(a)) − η ◦ ιJA(a) = η(ψιJE

(ϕE(a)) − ιJA(a)) = 0 since η is a ∗-homomorphism

and (ιJA, ι
J
E ,O(E,ϕE)(J)) is Cuntz-Pimsner invariant relative to J by Theorem 5.7. This

proves the first assertion.

For the second assertion assume that (π, t, B) is Cuntz-Pimsner invariant relative to
J . Then by the universality of O(E,ϕE)(J) proven in Theorem 5.7 there exists a unique

∗-homomorphism ηJ(π,t,B) : O(E,ϕE)(J)→ B such that ηJ(π,t,B)◦ι
J
A = π and ηJ(π,t,B)◦ι

J
E = t.

For the third assertion we provide a nice diagram illustrating the setting:

E

A

T(E,ϕ(E)) O(E,ϕ(E))(J) B

t

π

ιE

ιA

ιJE

ιJA

ρJ ηJ(π,t,B)
(6.29)

Assume first that (π, t, B) is Cuntz-Pimsner invariant relative to J and that ηJ(π,t,B) is

a ∗-isomorphism. By Theorem 5.7 ιJA is injective and therefore ηJ(π,t,B)◦ι
J
A = π is injective

as well. The surjectivity of (π, t, B) follows from the surjectivity of (ιJA, ι
J
E ,O(E,ϕE)(J))

and the assumption that ηJ(π,t,B) is a ∗-isomorphism. Let z ∈ T, from Theorem 5.7

(ιJA, ι
J
E ,O(E,ϕE)(J)) admits a gauge action β′z and by setting βz = ηJ(π,t,B)◦β

′
z◦
(
ηJ(π,t,B)

)−1

we obtain a gauge action on (π, t, B).

Finally since (π, t, B) is Cuntz-Pimsner invariant relative to J and injective it follows
by Lemma 6.8 that J ⊂ J(π,t,B).

For the other inclusion take the C∗-algebra B′ := L (F (E))/K (F (E)J), the quo-
tient map qJ : L (F (E)) → B′ and the representation (ϕJ∞, τ

J
∞, B

′) as in the proof of
Theorem 5.10. In the same proof it is shown that this is an object in CJ(E,ϕE) and there-

fore there exists a unique ∗-homomorphism η : O(E,ϕE)(J)→ B′ such that η ◦ ιJA = ϕJ∞
and η ◦ ιJE = τJ∞. This is illustrated below:
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E

A

O(E,ϕ(E))(J) L (F (E))B′

τJ∞

ϕJ∞

τ∞

ϕ∞

ιJE

ιJA

qJη
(6.30)

Now assume that a ∈ J(π,t,B). Since (π, t, B) is an injective representation it follows
from Lemma 6.8 that a ∈ JE and that:

0 = π(a)− ψt(ϕE(a)) = (ηJ(π,t,B))
−1(ιJA(a)− ψιJE (ϕE(a))), (6.31)

from which it follows that ιJA(a)− ψιJE (ϕE(a)) = 0 since ηJ(π,t,B) is a ∗-isomorphism. We
therefore have:

ϕJ∞(a)− ψτJ∞(ϕE(a)) = η(ιJA(a)− ψιJE (ϕE(a))) = 0, (6.32)

and since

ϕJ∞(a)− ψτJ∞(ϕE(a)) = qJ(ϕ∞(a)− ψτ∞(ϕE(a))), (6.33)

it follows that ϕ∞(a)−ψτ∞(ϕE(a)) ∈ K (F (E)J) so by [Kat04, Proposition 4.4] we see
that ϕ0(a) ∈ K (F (E)J) and since ϕ0(a) ∈ L (E⊗0) is the multiplication on the left by
elements in A we therefore have that a ∈ J . Hence J(π,t,B) = J , which proves the first
implication.

For the other direction, assume now that (π, t, B) is surjective, injective, admits a
gauge action and that J = J(π,t,B). Since (π, t, B) is surjective, ηJ(π,t,B) ◦ ι

J
A = π and

ηJ(π,t,B) ◦ ι
J
E = t it follows that ηJ(π,t,B) is surjective.

Let η(π,t,B) : T(E,ϕE) → B be the unique ∗-homomorphism such that η(π,t,B) ◦ ιA = π

and η(π,t,B)◦ιE = t which exists by Theorem 3.4. It is then seen that η(π,t,B) = ηJ(π,t,B)◦ρJ ,

so ηJ(π,t,B) is injective if ker(ρJ) = T (J) and because ker(ρJ) = ker(η(π,t,B)) it suffices

to show that H := ker(η(π,t,B)) = T (J). The kernel H is a closed, two-sided ideal
of T(E,ϕE). We first show that H is gauge invariant and that H ∩ ιA(A) = {0}, since
Theorem 6.6 then implies that H = T (J(H)).

First, note that since π = η(π,t,B) ◦ ιA is assumed to be injective so if a ∈ H ∩ ιA(A),
then π(a) = 0 and therefore a = 0. Hence H ∩ ιA(A) = {0}.

For the gauge invariance of H, let z ∈ T and let βz denote the gauge action admitted
by (π, t, B). In addition to this gauge action it follows from Theorem 5.7 that T(E,ϕ(E))
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also admits a gauge action β′z. Consider the following diagram:

T(E,ϕ(E))

T(E,ϕ(E))

B

B

η(π,t,B)

η(π,t,B)

β′z βz
(6.34)

Suppose for the sake of argument that we can show that the diagram commutes.
To show that H is gauge invariant in T(E,ϕ(E)) we need to show that β′z(H) ⊂ H. We
obviously have βz({0}) = {0}, but since H is the kernel of η(π,t,B) we have η(π,t,B)(H) =
{0}, so βz(η(π,t,B)(H)) = βz({0}) = {0}. Since the diagram is assumed to commute we
then get η(π,t,B)(β

′
z(H)) = {0}, but this implies that βz(H) is a subset of the kernel of

η(π,t,B), or β′z(H) ⊂ H.
We now prove that the diagram commutes. To do this we will show that η(π,t,B)◦β′z =

βz ◦ η(π,t,B) agrees on A and E. This, combined with the fact that the composition is
continuous since both functions are ∗-homormophisms implies that the functions are
equal on T(E,ϕ(E)) since A and E generates T(E,ϕ(E)).

Take a ∈ A and x ∈ E. We abuse the notation slightly by just writing a for the
element ιA(a) ∈ T(E,ϕ(E)) and similarly for x ∈ E. Then using the fact that both βz and
β′z are gauge actions and that η(π,t,B) ◦ ιA = π and η(π,t,B) ◦ ιE = t we see the following:

η(π,t,B) ◦ β′z(a) = η(π,t,B)(a) = π(a) = βz ◦ π(a) = βz ◦ η(π,t,B)(a),

η(π,t,B) ◦ β′z(x) = η(π,t,B)(zx) = zt(x) = βz ◦ t(x) = βz ◦ η(π,t,B)(x).
(6.35)

Hence η(π,t,B) ◦ β′z = βz ◦ η(π,t,B) are equal on A and E, and the diagram commutes.
We have now shown that H = T (J(H)), so to show that H = T (J) we need to show

that J(H) = J . To do this, we use Lemma 6.8 and that J = J(π,t,B) by assumption, to
see that a ∈ J = J(π,t,B) if and only if a ∈ JE and π(a) = ψt(ϕE(a)).

First, if a ∈ J = J(π,t,B) then a ∈ JE and π(a) = ψt(ϕE(a)). Because η(π,t,B) ◦ ιA = π
and η(π,t,B) ◦ ιE = t we get:

η(π,t,B)(ιA(a)− ψιE (ϕE(a))) = 0, (6.36)

or
ιA(a)− ψιE (ϕE(a)) ∈ H, (6.37)

which implies that a ∈ J(H).
For the other inclusion, let a ∈ J(H). Then a ∈ JE and ιA(a)− ψιE (ϕE(a)) ∈ H so

by applying η(π,t,B) we see that:

η(π,t,B)(ιA(a)− ψιE (ϕE(a))) = {0}, (6.38)

or
π(a) = ψt(ϕE(a)), (6.39)
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and therefore a ∈ J(π,t,B) = J .

To conclude we have shown that ker(η(π,t,B)) = H = T (J(H)) = T (J). Therefore

ηJ(π,t,B) satisfying η(π,t,B) = ηJ(π,t,B) ◦ρJ must be injective, and therefore an isomorphism.

This theorem enables us to characterize every bijective representation admitting a
gauge action as a Cuntz-Pimsner representation relative to some ideal J ⊂ JE . The idea
is to use the theorem above and the ideal J(π,t,B).

Corollary 6.10. Let (π, t, B) be a bijective representation admitting a gauge action.
Then for J = J(π,t,B) there exists a ∗-isomorphism η : O(E,ϕ(E))(J) → B such that

η ◦ ιJA = π and η ◦ ιJE = t.

Proof. By the remark after Lemma 6.8 the representation (π, t, B) is Cuntz-Pimsner
invariant relative to J and from the third property of Theorem 6.9 it follows that there
exists an isomorphism η : O(E,ϕE)(J)→ B producing the commuting diagram:

E

A

O(E,ϕ(E))(J) B

t

π

ιJE

ιJA

η
(6.40)

Theorem 6.9 also enables us to observe an ordering structure on the relative Cuntz-
Pimsner representation. This will allow us to consider the largest and smallest relative
Cuntz-Pimsner representation.

Proposition 6.11. Let J1, J2 ⊂ JE, then J1 ⊂ J2 if and only if there exists a ∗-
homomorphism σ : O(E,ϕE)(J1)→ O(E,ϕE)(J2) such that σ ◦ ιJ1A = ιJ2A and σ ◦ ιJ1E = ιJ2E .

Proof. Assume first that J1 ⊂ J2, then the representation (ιJ2A , ι
J2
E O(E,ϕE)(J2)) is Cuntz-

Pimsner invariant relative to J1. Then by Theorem 6.9 (ii) there exists a unique ∗-
homomorphism σ : O(E,ϕE)(J1)→ O(E,ϕE)(J2) satisfying σ ◦ ιJ1A = ιJ2A and σ ◦ ιJ1E = ιJ2E
(see Eq. (6.41)).
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E

A

O(E,ϕE)(J1) O(E,ϕE)(J2)

ιJ2E

ιJ2A

ιJ1E

ιJ1A

σ (6.41)

Assume now that there exists a ∗-homomorphism σ as described in the statement of
this proposition. By Theorem 6.9 (i) the representation (ιJ2A , ι

J2
E O(E,ϕE)(J2)) is Cuntz-

Pimsner invariant relative to J1. It is also injective, so by Lemma 6.8 J1 ⊂ JE =
J

(ι
J2
A ,ι

J2
E O(E,ϕE)(J2))

. If we can show that J2 = J
(ι
J2
A ,ι

J2
E O(E,ϕE)(J2))

we are done. For

simplicity of notation and readability denote J
(ι
J2
A ,ι

J2
E O(E,ϕE)(J2))

by J ′.

The inclusion J2 ⊂ J ′ follows from Lemma 6.8 since (ιJ2A , ι
J2
E O(E,ϕE)(J2)) is Cuntz-

Pimsner invariant relative to J2.
For the reverse inclusion, let a ∈ J ′. To simplify notation we denote the C∗-

algebra L (F (E))/K (F (E)J2) by B′, let further qJ2 : L (F (E)) → B′ be the quo-
tient map. Recall that by Theorem 5.10 the representation (ϕJ2∞, τ

J2
∞ , B

′) is injective
and Cuntz-Pimsner invariant relative to J2. By Theorem 6.9 (ii) there exists a unique
∗-homomorphism η : O(E,ϕE)(J2)→ B′ such that η ◦ ιJ2A = ϕJ2∞ and η ◦ ιJ2E = τJ2∞ for all
a ∈ A, x ∈ E. All this is summarized in the following commuting diagram:

E

A

O(E,ϕ(E))(J2) L (F (E))B′

τJ2∞

ϕJ2∞

τ∞

ϕ∞

ιJ2E

ιJ2A

qJ2η
(6.42)

Note then that:

ϕJ2∞(a)− ψ
τ
J2∞

(ϕE(a)) = η
(
ιJ2A (a)− ψ

ι
J2
E

(ϕE(a))
)

= 0, (6.43)

since (ιJ2A , ι
J2
E O(E,ϕE)(J2)) is Cuntz-Pimsner invariant relative to J2. This also implies

that:
0 = ϕJ2∞(a)− ψ

τ
J2∞

(ϕE(a)) = qJ2 (ϕ∞(a)− ψτ∞(ϕE(a))) , (6.44)
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so ϕ∞(a) − ψτ∞(ϕE(a)) ∈ K (F (E)J2. By [Kat04, Proposition 4.4], then ϕ0(a) ∈
K (F (E)J2 and further:

ϕ0(a) = P0ϕ0(a)P0 ∈ P0K (F (E)J2P0 = K (E⊗0J2), (6.45)

which implies that a ∈ J2.

This result tells us that the relative Cuntz-Pimsner representations depend, up to
isomorphism, on the size of the ideals in JE . As mentioned it is natural to ask what
happens in the extreme cases. Recall that when the ideal is the zero ideal, we get the
Toeplitz representation, so the interesting question is which representation corresponds
to the largest possible ideal? The largest possible ideal we can consider is simply the
ideal JE and corresponding to this we get a representation called the Cuntz-Pimsner
representation.

Definition 6.12. Let A be a C∗-algebra and let (E,ϕE) be a C∗-correspondence over
A. The Cuntz-Pimsner algebra of (E,ϕE) is defined as:

O(E,ϕE) := O(E,ϕE)(JE), (6.46)

and the Cuntz-Pimsner representation on B as:

(ιJEA , ιJEE ,O(E,ϕE)) (6.47)

By Proposition 6.11 the representation (ιJEA , ιJEE ,O(E,ϕE)) is final in the category of
bijective representations admitting a gauge action:

Theorem 6.13. Let A and B be C∗-algebras, let (E,ϕE) be a C∗-correspondence over A
and let (π, t, B) be a representation of (E,ϕE) on B. The Cuntz-Pimsner representation
(ιJEA , ιJEE ,O(E,ϕE)) is final in the category of bijective representations on B admitting a
gauge action.

The next result is called the gauge invariant uniqueness theorem for O(E,ϕE). When

considering the Cuntz-Pimsner algebra O(E,ϕE) the maps ιJEA , and ιJEE from the Cuntz-
Pimsner representation are always defined.

Theorem 6.14. Let A be a C∗-algebra and let (E,ϕE) be a C∗-correspondence over A. If
B is a C∗-algebra and η : O(E,ϕE) → B a surjective ∗-homomorphism, then η is injective

if and only if η ◦ ιJEA is injective and for each z ∈ T there exists a ∗-homomorphism

γz : B → B such that γz(η(ιJEA (a))) = η(ιJA(a)) and γz(η(ιJEE (x))) = zη(ιJE(x)) for
a ∈ A, x ∈ E.

Proof. First off we construct a representation of (E,ϕE) over B by setting π = η ◦ ιJA
and t = η ◦ ιJE . Then by Theorem 6.9 (i) (π, t, B) is Cuntz-Pimsner invariant relative to
J .

Assume that η : OE → B is injective, then Theorem 6.9 (iii) implies that (π, t, B) is
injective and admits a gauge action.

48



Now assume the converse statement. Then (π, t, B) is a surjective, injective, Cuntz-
Pimsner invariant representation relative to J that admits a gauge action and therefore
Theorem 6.9 (iii) implies that η is a ∗-isomorphism and in particular injective.

Using this theorem it is in some cases possible to construct a Cuntz-Pimsner algebra
from a C∗-algebra B: Suppose we can construct a C∗-correspondence over B and a
surjective and injective Cuntz-Pimsner invariant representation (relative to JE) of this
C∗-correspondence on B such that this representation admits a gauge action.

Then, since the representation is Cuntz-Pimsner invariant (relative to JE) it follows
from Theorem 6.9 that there exists a unique (surjective) ∗-homomorphism from O(E,ϕE)

to B. The injectivity and gauge action of the representation now implies by Theorem 6.14
that the map is injective as well and therefore that O(E,ϕE) ' B.
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