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Figure 5.7: Bulk salinity of two ice cores collected between Crack 1 and Crack 2 on March 13.
The cores were taken at high and low tide.

parameter. In the period around April 10 the ice was at its coldest, while in May the ice was
warmer again, but no oscillations in temperature like those shown in Fig. 5.2 were observed.
A comparison of permeability from these dates was therefore of interest. It should be noted
that there did not exist any salinity profiles from the given location measured later in the season
than March 13, so these had to be used despite the fact that a decrease or increase of ice salinity
would influence the permeability.

As shown in Fig. 5.9 and Table 5.1, the highest average permeability of the four was found on
February 24. This was just before the event when temperature oscillations in the ice was clearly
visible. After the event, on March 12, the permeabilities had decreased considerably. On April
10 it was at its lowest, and on May 11 it had become higher again, although not as high as on
February 24. In all the four profiles the permeabilities were increasing towards the bottom which
also was the warmest and most saline part of the ice. In the lower 30 cm, the permeability never
got higher than the values from February 24. The two profiles in Fig. 5.10 are calculated by

Table 5.1: Key values of permeability in the hinge zone (Between Crack 1 and Crack 2) from
four different dates. Note that the minimum values are given in order 10~1°

Permeability, k [m?]

Date Mean Minimum Maximum Note

February 24 2.3-107%  7.4.107% 7.8.10~!'" Before temperature oscillations appeared
March 12 1.1-:107%  0.7-107*  5.9-107!*  After the oscillations had disappeared
April 10 0.2:107'*  1.1-.107%  1.2.107'! The ice was relatively cold

May 11 0.9-107'* 169-107%  3.4.107'! The ice was relatively warm

the same method, using temperatures from March 13, and the salinities measured in the two
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Figure 5.8: Density measurements of the two ice cores that were collected between Crack I and
Crack 2 on March 13

cores collected at high and low tide on the same date. Key values are given in Table 5.2. At high
tide, the maximum permeability was found in the bottom 10 cm, while at low tide the maximum
permeability was found around 65 cm depth. Both minimum, maximum and mean permeabilities
were found to be lower at low tide than at high tide.

Table 5.2: Key values of permeability in the hinge zone from March 13, at high and low tide.
Note that the minimum values are given in order 10717

k [m?]
Mean Minimum Maximum

High tide 12107 0.7-.107%  6.0-107!
Low tide 0.8-107'* 0.1.107'*  4.0-107!

5.2.3 Sitel

On March 13, Site 1 was moved 2.5 m away from the shore, to the other side of Crack 5, and so
was also the location where the Site 1-cores were collected. The salinity profiles from Site 1,
shown in Fig. 5.11, are drawing a zigzagging pattern in the beginning of the season, with two
to three saline layers separated by fresher ice. On March 30, the salinity was decreasing with
more than 2 ppm going from 0.25 m to 0.45 m depth, followed by a markedly 3 ppm increase
going 15 cm further down. Contrary to the others, the core from March 30 had lower salinities
in the bottom 15 cm of the ice, which were decreasing towards the bottom. In April and May
the profile had smoothened out into a C-shaped curve, with higher salinities in the ice top and
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Figure 5.9: Permeability (k) in the hinge zone, between Crack 1 and Crack 2 at four different
times. The profiles are calculated using the salinities measured in the ice core that was collected
at high tide on March 13, and temperatures from February 24, March 12, April 10 and May 11.

bottom layers than in the middle of the ice cover. On May 9, the saline middle layer was not
visible at all.

5.2.4 Site 2

Figure 5.12 shows the salinity measurements from cores collected close to Site 2. The measure-
ments were for a while comparable to Site 1, with three layers of saline ice at the top, bottom
and in the middle of the ice, separated by less saline layers. This form of the profile was visible
between March 12 and May 9. Also here, the curves were getting more C-shaped towards the
end season, but contrary to Site 1, the middle saline layer remained clearly visible until the last
core was collected in May. As shown in Table 5.3 there is no big difference in mean salinity
between Site 1 and 2, except somewhat higher values at Site 1. The mean values also show a
trend of slight decrease in salinity from March to May.

Table 5.3: Mean values of salinity [ppm].

Location Jan30 Feb19 March 12 March30 April24 May9

Ice foot 1.2 0.6 0.6
Site 1 6.9 6.5 7.2 5.2 59 4.9
Site 2 6.6 4.7 6.5 5.8 6.3 5.3

5.2.5 Snow, Ice, Slush and Freeboard

Freeboard, snow- and ice thicknesses are shown in Tables 5.4 and 5.5. At Site 1, the freeboard
varied with the tide, and since the values in Table 5.4 are from different parts of the tidal cycle,
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Figure 5.10: Permeability (k) between Crack I and Crack 2, calculated using the temperatures
recorded on March 13 with salinities measured at high and low tide on the same date.

they are not representative and should be seen together with the results in Section 5.3. At Site 2
on the other hand, the freeboard seemed to be unaffected by the water level. At both sites, the
measured amount of surface water (represented by negative freeboard values in the tables) was
at its maximum on February 19. On this date, the ice thickness at Site 2 was at its lowest, after a
decrease of 11 cm during less than three weeks. The ice at Site 1 on the other hand, had grown
5 cm in the same period. A rapid growth occurred at Site 2 during the next 3 weeks, and the
ice there reached its maximum thickness on April 24, while at Site 1, the ice was growing at a
relatively even rate through the season until May 9.

The growth rates at Site 1 and Site 2 were comparable, except the significant drop in ice
thickness at Site 2 before February 19 and the following sharp increase before March 12. On
February 19, the total thickness of snow/slush/snow ice at Site 1 was about twice as high as at
Site 2.

Table 5.4: Snow, ice, slush and freeboard at Site 1. Negative freeboard values mean surface

water.
Date Snow [cm] Slush/snow ice [cm] Ice thickness [cm] Freeboard [cm]
Jan 31 15 13 43 -6.5
Feb 19 6 36 55 -16.5
Mar 12 19 2 60 0
Mar 30 31 0 64 3
Apr 24 36 4 72 0
May 9 50 0 85 -18
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Figure 5.11: Salinities at Site 1. The vertical bars show the height of each measured piece of
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Figure 5.12: Salinity measurements from Site 2.
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Table 5.5: Snow, ice, slush and freeboard at Site 2. Negative freeboard values mean surface

water.
Date Snow [cm] Slush/snow ice [cm] Ice thickness [cm] Freeboard [cm]
Jan 31 7 0 44 1.5
Feb 19 22.5 0 33 -12
Mar 12 19 2 65 4
Mar 30 25 0 66.5 1.5
Apr 24 22 0.5 78.5 2
May 9 42 0 77 0
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5.3 Cross-Sections of the Hinge Zone

Section 1 was repeated four times between March 13 and May 10, it was stretching from the
coastal bluff, through the hinge zone and out to the level ice. Table 5.6 gives locations of the
different features and zones along Section 1.

Table 5.6: Distance in meters from the coastal bluff to the shore-parallel cracks and to the
sensors close to Section 1, measured on May 10. It also shows which parts of the sections that
were defined as ice foot, hinge zone and free-floating ice.

Meters from the coastal bluff

Crack 1 7.5
Inner hinge-zone thermistor 8.6
Crack 2 9.5
Crack 3 12
Crack 4 15.3
Outer hinge-zone thermistor 18
”0ld” Site 1 19.5
Crack 5 20.5
Site 1 22
Ice foot 0-7.5
Hinge zone 7.5-20.5
Free-floating ice 20.5-35

5.3.1 Ice Growth

Plots of ice thickness along Section 1 are shown in Fig. 5.13. In Table 5.7, key numbers from
the different parts of the section are presented.

Ice foot: Inside Crack 1, the thicknesses measured on March 13 and April 24 were more
or less the same ranging from 9 cm closest to the bluff, to around 80 cm close to Crack 1 with
an average of around 60 cm. On March 31, the ice foot was measured to be much thinner on
average (53.7 cm), and on May 10 an average thickness of 53.2 cm was recorded.

Hinge zone: In the hinge zone, which was located between 7.5 m and 20.5 m from the coastal
bluff, the ice was found to be thicker than both in the ice foot and the free-floating ice. In the
period when the sections were made, the ice in the hinge zone was growing quicker than the
free-floating ice, and generally it had a smaller temperature gradient than both the free-floating
ice and the ice foot (Section 5.1). The largest ice thickness along Section 1 was found on April
24, when the ice was 171 cm thick between Crack 4 and Crack 5.

The free-floating ice: Contrary to the hinge zone, the free floating ice was found to grow
during most of the period when the sections were taken, reaching its maximum on May 10.
Between April 24 and May 10 the mean ice thickness in the hinge zone decreased while it in
the same period increased in the free-floating ice. Also at Site 2 the ice was growing most of

43



5.3. CROSS-SECTIONS OF THE HINGE ZONE CHAPTER 5. RESULTS

the period, although not as much as the ice in the outer 15 m of Section 1. Table 5.5 shows the
evolution of ice thickness at Site 2.

Table 5.7: Minimum, maximum and mean values of ice thickness along Section 1, given in cm.

\ Ice foot \ Hinge zone | The free-floating ice
Date Min Max Average Min Max Average Min Max Average
Mar 13 9 88 63.5 57 115 935 54 61 63.6

Mar 31 24 110 53.7 65 127 100 58 70 57.7
Apr 24 9 86 62.7 72 171 124.5 64 75 69
May 10 9 75 53.2 70 145 106.7 66 84 74
March 13
100

cm
o

[ Tsnow

-10 B snow-ice/slush
5 10 15 20 25 I icc
March 31 Tidal cracks

5 10 15 20 25 30 35
April 24

May 10

5 10 15 20 25 30 35
Distance from the coastal bluff in meters

Figure 5.13: Comparison of Section 1 taken at four different times, showing thicknesses of ice,
snow-ice/slush and snow. The vertical lines represent the tidal cracks, where Crack 1 is the
leftmost and Crack 5 is the rightmost line. Note that the axes are not in scale.

5.3.2 Vertical Movement of the Ice

Figures 5.14 and 5.15 show plots of the ice at high and low tide relative to the water level. In
Fig. 5.15, a plot of the ice at medium water level from April 24 is also shown. In all the profiles,
except the one from April 24, considerable amounts of surface water were present between 15
and 25 m away from the coastal bluff. Tidal ranges, based on data from the Seabird sensor
(Section 5.4), at the times when the sections were made are shown in Table 5.8.
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Table 5.8: Tidal ranges at the times when the sections were taken

Date Tidal range [m]
March 13 0.85
March 31 1.7
April 2 1.7
April 24 1.1
May 10 0.8

March 13: There was zero freeboard at high tide and up to 22 cm surface water at low tide
between Crack 4 and Crack 5. The distance between the outer points where the ice was grounded
at high and low tide was 4 m.

March 31: On March 31, the case was the opposite, with up to 20 cm surface water be-
tween Crack 4 and Crack 5 at high tide while the freeboard was close to zero at low tide. The
distance between the points where the ice was grounded at high and low tide was 7 m.

April 24: The largest amount of surface water, 8 cm, was found outside Crack 5, three hours
after low tide. At both high and low tide the freeboard was close to zero. The distance between
the points where the ice was grounded at high and low tide was 8 m.

May 10: Contrary to the others, the profile from May 10 shows an elevation/buckling of
the ice close to Crack 5 at high tide while it seemed stretched out at low tide. It should be noted
that the points where the ice was measured were not the same in all the profiles, and that in all
the profiles except the one from May 10, they were a meter or so away from Crack 5. Most
surface water was found outside Crack 5, amounting to 28 cm at high tide and 26 cm at low tide.
The distance between the points where the ice was grounded at high and low tide was 12 m.

The distance between the points where the ice was grounded at high and low tide was in-
creasing throughout the spring, despite the fact that the tidal range was much smaller in May
than in March and April.

5.3.3 Section 2 and the Shore-Parallel Section Along Crack 4

These sections were only made once, on April 2. They are referred to in Fig. 4.2 as "Section 2”
and ”Shore-parallel section”. A plot of Section 2 is shown in Fig. 5.16a. The ice thickness in
the hinge zone was 197 cm at the most, 16 m from the coastal bluff. In comparison, this is 70
cm thicker than the highest ice thickness that was measured in Section 1 on March 31, two days
earlier. The free-floating ice was around 60 cm thick, which is more or less the same as it was in
Section 1. A buckling of the ice was clearly visible, both at high and low tide. At high tide, the
ice had a freeboard of 23 cm, 18 m off the bluff. 6 m further out, at high tide, there was 22 cm
surface water which decreased to a few cm thick layer which was present on the ice all the way
out to where the section was ending. At low tide, the ice had a freeboard of 47 cm at a point 16
m from the bluff, and almost no surface water was present on the ice.

The 11 m long section taken along Crack 4, going from Section 2 to Section 1, is shown
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Figure 5.14: Section 1 taken on March 13 (a) and March 31 (b), at high and low tide. Note that
the axes are not in scale.

in Fig. 5.16b. It was taken 3 hours after high tide and shows a large variation along the shore,
with ice thicknesses ranging from 197 to 107 cm. The maximum freeboard was 23 cm and the
highest amount of surface water was 20 cm.
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Figure 5.15: Section 1 taken at high, low and medium tide on April 24 (a), and at high and low

tide on May 10 (b)
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Figure 5.16: The two sections made on April 2, Section 2 (a) and the shore-parallel section (b)
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5.4 Water Temperature and Pressure

Plots of temperature (upper plots) and sea level variations are shown in Figs. 5.17 and 5.18 for
two time intervals. The temperature plot in Fig. 5.17 is smoothed to make the seasonal trend
more visible, although temperature fluctuations following the tidal movements like those shown
in Fig. 5.18 were present most of the time. The water temperature was close to, or below -1.9°C
throughout the season. The coldest temperature measured was -2.03°C and the maximum was
-1.84°C. The water was relatively warm in late February, and a slightly decreasing trend until the
end of April was observed before the temperature increased again in the beginning of May. In
the period between April 11 and April 20, the water temperatures were slightly higher relative to
the weeks before and after. The tidal range varied between 2.16 m at spring tide and 0.44 m at
neap tide, with a medium range of 1.22 m.

Sea bottom temperature
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Figure 5.17: Water temperatures and tidal variations through the whole period.

Figure 5.18 is a non smoothed zoomed-in plot showing temperature and water level between
March 29 and April 1. The temperatures oscillated with the tide and were around 0.1°C higher at
high tide than at low tide. A tendency of a sharp increase in temperature just before the tide was
at its highest followed by a slower decrease during ebb, low tide and flow is visible. This pattern
was recognizable through the whole period, with some variations in amplitude and occasional
irregularities.

49



5.4. WATER TEMPERATURE AND PRESSURE CHAPTER 5. RESULTS

Sea bottom temperature

3 -1 T T T T T
©
8 1.9 .
(%]

8 -z =
()]
8 o1 ! ! ! ! !

03/29 03/29 03/30 03/30 03/31 03/31 04/01
Date

B Tidal elevation

-'E 1 T T T T T

@

€

o

>

o)

€

©

£ | | | |

g 3/29 03/29 03/30 03/30 03/31 03/31 04/01

Date

Figure 5.18: Semi-diurnal oscillations in water temperature (upper plot) and sea level (lower
plot). A trend of sharp increase in temperature around high tide was observed, followed by a
slower decrease during ebb, low tide and flow.
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Chapter 6

Discussion

6.1 Permeability

By the end of February, the air temperatures sank considerably after the long period of warm
weather was over. Oscillations in ice temperature with a period close to the semidiurnal tide were
then clearly visible for some days (Figs. 5.2 and 6.1), between Crack 1 and Crack 2. A closer
look at the temperature plots reveal similar oscillations, however with smaller amplitude, before
the event. After the days with strong oscillations, the ice got colder and the signal disappeared
completely, except in the bottom 5 cm of the ice. It is likely that this signal originated from
water and tidal motions, since no such oscillations were observed in air temperature during the
same period. Also, the change in ice temperature was quicker than the thermal properties of
solid ice would allow such a signal to propagate from the top or the bottom of the ice without
being smoothed out, or at least delayed, after penetrating more than 20 cm of ice. A plausible
explanation of the disappearance of the signal is permeability differences of the ice before and
after the event, due to the fact that warm ice is more permeable than cold ice (Cox and Weeks,
1983; Notz and Worster, 2009).

To further investigate this phenomenon, two ice cores were taken close to the thermistor string
on March 13, just after the signal had disappeared. Salinity and density profiles from these cores
are shown in Figs. 5.7 and 5.8, respectively. The salinity profiles differ from each other as the
one taken at high tide was more uniformly distributed with depth, while the core taken at low
tide was fresher at top with rapidly increasing salinities down to 0.7 m depth. Density profiles
from the same cores revealed that at low tide, the density was low between 0.2 and 0.6 m depth,
and high between 0.6 and 0.8 m, compared to high tide. The mean density was more or less the
same for both of them. This might be indications of moving ’centers of gravity’ for both salinity
and density, moving up at high tide and down at low tide. The salinity profiles indicate a sinking
column of brine in the upper layers of the ice while the water level was sinking - assuming that
the brine in the top layers of the ice was replaced by air - causing the noticeable decrease in
salinity between high tide and low tide. The density profiles agree, with higher densities at high
tide than at low tide in the upper 60 cm of the ice. However, the trend observed in the cores could
also have been caused by other factors, such as spatial variations in ice properties and errors in
the density measurements. On March 13, the oscillating temperature signal had disappeared in
all ice layers except at the lower sensor which was located about 5 cm above the ice bottom. A
high permeability before the event could let the standing column of salt water/brine flow up and
down through brine channels, drainage tubes and interconnected brine pockets, driven by tidal
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Figure 6.1: Oscillations in water level (green curve) and temperatures recorded 35 cm above
ice bottom (blue curve) plotted with time

pressure variations, as illustrated in Fig. 6.2. Since the temperature signal correlated so well with
the tide (see Fig. 6.1), without any significant delay between the rise in pressure and the rise in
temperature, it is likely that a brine channel was located very close to or around the thermistor
string. A larger distance between the string and the closest brine channel would mean a delayed
temperature signal. As illustrated in Fig. 6.2, the temperature of the ice will not vary as much as
the temperatures at a certain point within a brine channel.

As the ice was grounded most of the time, tidal motion of the sea water level would be relative to
the ice - contrary to the free-floating ice - inducing the variations in pressure associated with this
mechanism. Before the cooling of the ice, the water column would have a small temperature dif-
ference between top and bottom making the oscillations visible but small. After some days with
air temperatures well below -15 °C, the water column would have a larger temperature gradient
with colder water on top, making the temperature variation more visible. At a certain point, the
brine channels would be closed off to keep thermal equilibrium in the ice-brine boundary, and
the movement of the water column stopped.

The calculated permeabilities shown in Fig. 5.9 are in agreement with the discussion above, as
the values from before the event of oscillating temperatures, from February 24, were found to be
much higher than after the event, on March 12. Further, the figure shows that the permeabilities
got very low later in the season, before increasing again in May. Although the permeability
increased significantly in May, it never got higher than in February. This could be the reason why
the oscillating temperature signal was not seen again, not even in May when the ice was almost
at its freezing point. Another explanation could be that the formulas presented in Section 2.5
only take into account the volume of brine relative to the ice, without considering the pathways
of brine channels. The brine channels that had been interconnected earlier in the season, were
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Figure 6.2: Illustration of brine flow conducting heat within the ice cover, in the hinge zone
where the ice is grounded at low tide and floating at high tide. At high tide the water level
increases relative to the ice, and brine with warmer temperature than the ice is moved upwards
through the brine channels.

likely closed off in the cold period that followed. When the ice then got warmer, it might have
happened that they were not connected again in such a way as to allow for brine or sea water
effectively penetrating the ice cover like it (presumably) did before March 13 - even though the
brine channels were widening corresponding to the relatively high calculated permeability in May.

Another scenario which is not taken into account by the formulas, is when the channels are filled
with air and not with brine, which could have been the case in the topmost ice layers when the
two cores were collected on March 13. The density profiles from the same cores are in agreement
with the discussion above, indicating lower densities and thereby higher air content in the upper
parts of the ice at low tide than at high tide. The two profiles of permeability (shown in Fig.
5.10) were more different than one should expect. Considering the ice temperature, which was
not changing noticeably in the 6 hours between the two cores were collected, it is rather unlikely
that the permeability would change appreciably during such a short time period. It is likely that
the much lower permeabilities calculated at low tide is a result of brine being replaced by air in
the upper parts of the core, and that the changed form of the profile is a result of constrictions in
the brine channels and perhaps also spatial variations in the ice due to the fact that the two cores
were collected around half a meter away from each other.

According to Cox and Weeks (1983), decrease in brine temperature should be related to an
increase in brine salinity, so that the brine always stays close to its freezing point. In that case
the temperature variations would be caused by absorption of latent heat as salty brine moves
downwards and melts the warmer ice, and release of latent heat when less saline brine moves
upwards and freezes. However, this is not necessarily the case. It can be compared with so-called
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flushing of sea ice during spring time which happens when surface melt pond water, driven by
pressure, percolates the ice matrix as discussed by Eicken et al. (2002). They observed flushing
of the ice, but could not come up with an explanation as to why the almost fresh melt water that
percolates into the ice does not refreeze in such a way that the ice becomes impermeable and
further flushing becomes greatly reduced. It is reason to believe that the speed of the oscillations
is too high to keep the moving brine/seawater in the channels in complete thermal equilibrium
all the time.

6.2 Ice Growth and Melting

6.2.1 The Rapidly-Growing Ice in the Lower Parts of the Hinge Zone

The ice growth in the hinge zone proved to be
different from the free-floating ice, as it was
both growing faster and getting much thicker.
The largest variations in ice thickness were
seen around 5 m shoreward of Site 1, around 0
Crack 4, while closer to land the ice thick-
nesses did not change significantly (see Fig.
5.13). On April 24, the maximum ice thick-
ness recorded there was more than twice the
maximum for the free-floating ice. The rapid
growth is likely connected to the observed cre-
ation of superimposed ice. In general, surface .

water was observed more frequently in the ISC';eSirface - o
hinge zone than in the free-floating ice. The 8¢t | - — - Ice bottom (H2)
thermistor string at Site 1, where surface wa- Ice bottom(S1)
ter were found to be present most of the time, ol Ice bottom(S2)
showed that the ice temperature was close

to the freezing point almost all the time and 15 T 5 0
never below -4 °C. In comparison, the temper- Temperature [C]

ature gradients at Site 2 and at the innermost

string were in general much bigger, steadily Figure 6.3: Comparison of temperature profiles
increasing from top to bottom in periods when from the innermost string (see Fig. 4.4), the
the air temperature had been low for several string at Site 1 and the one at Site 2, recorded
days. Three temperature profiles from April 7 on April 7. Before they were measured, the air
is shown in Fig. 6.3, showing temperature gra- temperatures had been around -20°C for several
dients from the hinge zone, Site 1 and Site 2 days.

after several days with cold weather. Freezing

of surface water, with the associated release

of latent heat, would keep the ice at its freezing point no matter how cold the air temperatures
might be (as further discussed in Section 6.2.5). This would cause the ice at Site 1 to stay
warm compared to the ice at Site 2 which would be cooled down from above. Similar findings
were done outside Barryneset in 2007 by Gabrielsen et al. (2008), which explained the rapid
growth close to shore as follows: “The reasons are a greater heat transfer and the formation of
superimposed ice”.
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Although surface water was observed regularly both around Crack 4 and at Site 1, the growth
rate was much higher at Crack 4. A reason could be that Site 1 was flooded so regularly that the
surface water did not have the time to freeze before being replaced or drained away. Less frequent
flooding would result in enhanced cooling of the ice and more rapid creation of superimposed
ice once it got flooded again. Also, the insulating layer of snow at Site 1 was in general thicker
than at Crack 4, reducing the atmospheric cooling of the ice at Site 1. The ice within Crack 3 did
not grow significantly after March 13, but was still thicker than the free-floating ice. Since the
area of surface water seemed to move offshore during the season, it is reason to believe that this
part of the ice had been subject to surface water and rapid growth earlier in the season, before
the measurements were started. At a certain point, when it got thick enough, it would be too stiff
and elevated too high above the ground to allow surface water to overflow it.

6.2.2 Spatial Variability

On March 31, Section 1 was taken for the third time. Two days later, on April 2, Section 2 and
the shore-parallel section were measured. On those dates, the outer parts of both Section 1 and
Section 2 showed ice thicknesses in the free-floating ice that were almost the same. However,
in the hinge zone the case was the opposite, with considerable variations in ice thickness. The
shore-parallel section, showed in Fig. 5.16b displays that close to Crack 4, the ice in Section 2
was 62 cm thicker than in Section 1. Key values of ice thicknesses are given in Table 6.1, further
emphasizing the variations in ice thickness along the shore. An undulating beach surface could
cause uneven distribution of surface water on the ice, and thereby enhancing the ice growth close
to section 2. Caline (2010) stated that the shape of the beach slope would influence the tidal
bending of the coastal ice, and thereby the formation of tidal cracks. This would in turn affect
the surface water distribution. Another factor that might have had an effect on the growth is the
long shore-perpendicular crack (shown in Figs. 4.1 and 4.2) which was located close to Section
2. This may also have been the reason for the fact that, at high tide, a layer of surface water was
found on all of the free-floating ice along Section 2. In contrast, no surface water was present
on the free-floating parts of Section 1 when it was mapped two days earlier. However, there are
several other possible explanations of the uneven ice thicknesses, and more data is needed to be
able to determine what exactly is the cause.

Table 6.1: Key values of ice thickness along the shore-parallel section. It was going from Section
2 to Section 1, along Crack 4

Minimum Maximum Mean Standard deviation (o)

Ice thickness [cm] 107 197 156 32

6.2.3 Growth at Site 1

Salinity profiles from Site 1 indicated that a layer of more saline ice had developed on top of the
original ice layer during the two weeks before March 30. The profile had the form of a double C,
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instead of the “normal” single C-shaped curve with more saline ice at the top and at the bottom
of the ice than in the middle. On March 12, around 20 cm of surface water had been observed on
the ice around Site 1, and it is likely that some of this surface water became superimposed ice
as the air temperatures were well below freezing point in that period. Later in the season, ice
growth at Site 1 slowed down and a single C-shaped salinity profile developed, probably due to
either gravity drainage of brine - leading the salty layer downwards over time - or flushing, as
a result of warm, permeable ice and pressure from the overhead surface water. The concept of
occurrence and disappearance of double C-profiles is further discussed in Section 6.2.5.

6.2.4 Growth at Site 2

The double C-shaped profiles were also observed at Site 2. Similar to Site 1, it is likely that they
originated from surface water which was observed at Site 2 to an amount of 15 cm on February
20. In the period between February 20 and March 12 the ice grew 32 cm at Site 2, and an extra
C-profile had been created in the top 20 cm of the ice. The double C-profile at Site 2 did not
smooth out to a single C similarly to what happened at Site 1, but remained relatively unchanged
until May. An explanation could be that the ice at Site 2 was colder on average, leading to lower
permeability and thereby less gravity drainage of brine. No surface melt ponds were observed on
May 9 or before, so any brine flushing should not be expected.

6.2.5 Double C-Profiles of Salinity

A likely explanation of the salinity profiles from Site 1 and Site 2, which often were found to
have the form of a double C, is that a new C-curve had been created on top of one that was
already existing in the original ice cover, caused by a layer of saline surface water turning into
superimposed ice. This correlated with the measurements of surface water, which was seen in
large amounts in the beginning of the season both at Site 1 and Site 2. A suggested course of
events leading to this is explained below, and illustrated in Fig. 6.4.

Cooled down by air, the layer of surface water will start to freeze. As for normal sea ice,
the growth rate would typically be largest in the beginning, causing more salt to be entrapped in
the topmost layer of superimposed ice than further down. The advancing, downwards moving
ice-water boundary would expel salt, which then would heap up on top of the original ice cover.
If the old” ice is colder than freezing temperature (which it normally is), heat transfer from the
surface water to the ice would lead to heating of the ice and cooling of the water. The conduction
of heat from the water to the ice would then happen in two stages. First, conduction of sensible
heat from the water will be the governing mechanism. Later, in cases when the surface water
is cooled down from below enough to start freezing, conduction of latent heat released in the
process would cause further heating of the ”old” ice. In both cases, heating of the “old” ice layer
would occur either until the entire layer of surface water freezes, or until it reaches its freezing
point. This might have been the reason why the ice at Site 1, which was flooded regularly, was
staying close to its freezing point most of the season. The lowest layer of superimposed ice - the
layer lying on top of the “old” ice - is likely to get a relatively high salinity, since little or no
salt would initially be expelled by gravity drainage as it is stopped by the surface of the original
ice cover. Another reason for the high salinity in this layer could be that the water furthest
down would get a high salinity due to the freezing which is happening simultaneously from the
air/water interface and downwards, releasing brine with high density which sinks down to the
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surface of the old” ice before it possibly freezes.

Eventually, if the original ice cover gets warm and the permeability high enough before all
of the surface water has frozen, loss of salt by flushing through the original ice cover may occur.
Over time, also gravity drainage can contribute to the brine drainage, smoothening out the two
C-shaped salinity profiles, leading salt from the intermediate layers towards the bottom. The
result would likely be a single C-profile, like the one that was observed at Site 1 towards the end
of the season.

T [°C] S [PPT]
> —_—
New ice A
____________ S I . N -
Water Brine expulsion C
«Old» ice D  «Old» ice
(a) While the surface water is freezing (b) After the surface water has frozen

completely

Figure 6.4: Sketches illustrating the creation of a double-C shaped salinity curve.

Figure (a): A layer of new ice (A) has started to grow on top of a layer of surface water. As its
thickness increases (B), brine will be expelled from the advancing ice front into the remaining
layer of water, (C), between the bottom of the new ice and the top surface of the "old”, original
ice layer (D), which has a C-shaped salinity profile already. The new ice that is forming will
entrap high amounts of salt in the beginning, when the freezing is happening fast. In the
intermediate layers of the new ice, the growth rate and thereby the salinity will be lower. Close
to the surface of the "old” ice layer where the water has a high salinity due to the earlier brine
release, the salinity of the new ice will be high.

Figure (b): The result is a new C-profile being created on top of the old one.

6.2.6 Melting

In May the ice in the hinge zone had become thinner on average, while the free-floating ice
had continued to grow since last field visit (Table 5.7). At that point the air temperatures had
been warm for several days, the midnight sun was shining much of the time, and the water
temperatures had become slightly warmer. Surface water was present on the ice all the way from
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Site 1 to Site 2. Since the free-floating ice was still cold with temperatures down to -3 °C, and the
ice at Site 1 and in the hinge zone were at the freezing point all the way through, one is led to the
conclusion that while the ice in the hinge zone was melting, the free-floating ice had conserved
negative thermal energy enough to continue freezing. Another mechanism enhancing the melting
in the hinge zone could be oscillations of water/brine in the ice as elaborated in Section 6.1.
Although no clear signs of such oscillations were observed in the temperature recordings, they
could still have been there as the temperature of the ice and the column of brine would likely be
essentially the same, and more or less constant with depth.

6.3 Bending of Ice Close to the Shore

In Chapter 5.3 plots of Section 1 at high and low tide from four different times are presented, in
addition to Section 2 and the shore parallel section. The plots show ice thickness, amount of
slush/snow ice, amount of snow, and freeboard.

All the sections show that the highest amounts of surface water were found in the outer part of
the hinge zone. The zone where surface water was found, seemed to move offshore during the
season. This might have been caused by ice growth; as the ice was growing during the season,
the thickening could have made it stiffer and less bendable. Another mechanism which could
stiffen the ice in the hinge zone is freezing of seawater in the tidal cracks, making the ’hinges”
bend less smoothly. All sections except the one taken on April 24 shows buckling of the ice in
the lower part of the hinge zone, resulting in changed freeboard or surface water. In the first
section, which was collected on March 13, surface water was found at low tide but not at high
tide. In the other sections - except the one from April, which was found not to be buckled at all -
the highest amount of surface water was found at high tide. Pressure induced by tidal motions
seemed to play a role, but also thermal expansion of the ice in the sound could have an effect on
the buckling. As shown in Table 6.2, the ice was coldest on March 31 and April 24, before it got
warmer again in May.

Table 6.2: Mean ice temperatures at Site 1 and Site 2

March 13 [°C] March 31 [°C] April 24 [°C] May 10 [°C]

Site 1 -1.92 -2.70 -2.34 -1.80
Site 2 -1.82 -3.93 -3.32 -2.7

The warming of the ice would make it expand, and could lead to an ice sheet with a size slightly
larger than the width of the sound outside Barryneset (see also Section 6.3.1). It seems that
the ice was “stretched out” at low tide and compressed by high tide. Another explanation of
the occurrence of surface water could be that the ice was partly frozen to the ground so it was
flooded at high tide, as suggested by Gabrielsen et al. (2008). According to Vindegg (2014)
who discussed stress measurements conducted outside Barryneset during the same period, the
stress at Site 1 was highest at low tide while at Site 2 it was highest at high tide. As the stress
sensors were placed close to the ice surface at around 20 cm depth (Vindegg, 2014), this may
be indications of a pressure close to shore due to bending at low tide (see Fig. 6.5). Further,
high pressures at Site 2 could occur either due to increased pressure across the entire sound at
high tide - assuming no bending of the free-floating ice in any part of the tidal cycle - or that the
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ice was grounded in the middle of the sound at low tide. In 2013, one year earlier, Wrangborg
et al. (2013)) had found anchor ice 400 m off the tip of Barryneset (200 away from Site 2). Such
a grounding of the ice could cause it to bend upwards, easing the pressures in the upper parts
of the ice at low tide compared to at high tide. Although the ice was not found to be grounded
at Site 2 at any point during the described fieldwork, anchor ice elsewhere in the sound may
have given the same effect on the pressure recordings there. However, it is questionable whether
anchor ice as far away as 200 m would have any appreciable effects on the stresses at Site 2.

B (ce
Crack 5
O Pressure sensor

150

100

Height difference [cm]

18 20 22 24 26
Distance from the coastal bluff [m]

Figure 6.5: Section 1 on May 10 (a zoomed-in and simplified version of Fig. 5.15 (b)), showing
the ice and the position of the pressure sensor at Site 1 at high and low tide. At low tide the sensor,
which was placed in the upper part of the ice, is expected to have been subject to compressive
stress due to bending of the ice.

As the tidal cracks were opening and closing twice every day due to tidal movement, it is likely
that water could have flowed up through a crack and then, in contact with the colder ice, frozen.
The newly formed ice would contribute to an extension of the ice in the hinge zone, increasing
lateral pressures in the ice and pushing the ice in the lower parts of the hinge zone towards sea.
This would further have led to an excess of ice in the sound, increasing through the season and
adding up with the possible, already discussed, thermal expansion of the ice sheet. This could be
an explanation as to why the most severe bending of the ice was observed in May, when the ice
was both relatively warm and possibly had been subject to expansion through creation of ice in
the tidal cracks all season.

Assuming that the ice cover across the sound can be looked upon as a coherent piece of material
with constant extent, and that it is level at high tide and lowered in the free-floating part at low
tide, there will be an excess of ice at high tide, since the shortest distance between two points is
a straight line. This excess could be the reason for the high tide buckling that was observed in
May. The concept is illustrated in Fig. 6.6, and further elaborated in Section 6.3.1.
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Other factors like external forcing by wind or currents are also possible explanations of the
phenomenon. Information on this topic is currently very sparse, if not non-existing.

A Length(A)=Length(B)=Length(C)

B=The ice at high tide
C=The ice at low tide
L1=Width of the sound

L2 =Width of the ice cover

B

3
S

L1

L2

Figure 6.6: [llustration of the ice with the buckling that was observed in May. Since the shortest
distance between two points is a straight line, there will be an excess of ice at high tide

6.3.1 'Two Numerical Estimates

The calculations below consider the extent of the ice across Sveasundet along its narrowest
cross-section.

Ice excess caused by tidal motion

To give an idea about length scales of the suggested excess of ice caused by tidal motion (illus-
trated in Fig. 6.6), the following rather simplistic calculation was done. It should be noted that in
the calculation, the ice was not considered to be smooth like at low tide in the figure (Fig. 6.6,
profile c), but rather as consisting of three straight parts connected with joints. It was assumed
that:

-The free-floating ice had constant freeboard and extent all the time (no buckling or creep).
-The ice in the hinge zone was horizontal at high tide and lowered in the outer part at low tide.
-The hinge zone across the sound was similar to the one outside Barryneset.

-The entire ice sheet can be regarded as a continuous piece of material.

-The tidal elevation and the horizontal extent of the hinge zone can be looked upon as the two
catheti in a right triangle, and the beach profile as its hypotenuse.

The Pythagorean theorem can be expressed
a= Vb + 2. (6.1)
Here, a, b and c are the three edges of a right triangle, where a is the hypotenuse. The horizontal

distance from Crack 1 to Crack 5 was was 13 m, and the medium tidal range 1.22 m.

Equation 6.1, with 6=1.22 m and c=13 m then gives

Vv 1.222 + 132 = 13.057,
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meaning that from high to low tide, the length of the hinge zone-ice had to increase from 13 m
to 13.057 m, with a difference of 5.7 cm. Since it was assumed that the same happened on the
opposed side of the sound, the total value for the ice sheet would be twice as high. Hence, one
can conclude that the ice sheet across the sound would have to be 11.4 cm longer at low tide than
at high tide without being buckled.

Thermal expansion between March 31 and May 10

To estimate the magnitude of thermal effects, the following calculation was done. The conditions
are listed below:

-From March 31 to May 10, the average ice temperature at Site 2 increased with about 1.2°C
(Table 6.2).

-At its narrowest point, Sveasundet is 690 m wide (Caline, 2010).

-The coefficient of one-dimensional thermal expansion for sea ice close to 0°C is 52-1076 T~}
(Butkovich, 1959; Cox, 1983; Fukusako, 1990).

-It was assumed that the temperatures at Site 2 were representative for the whole ice sheet, that
the ice can be looked upon as a continuous piece of material, and that the effects of pressure are
negligible.

The coefficient of thermal expansion gives the fractional change in length per degree of tempera-
ture change. Linear thermal expansion of an ice sheet can thus be expressed as

ALice - LiceaATa (62)

where AL, is the changed length, L;.. is the length of the ice sheet in a particular direction, o
is the coefficient of linear thermal expansion of sea ice, and AT is the change in temperature.

Using Eqn. 6.2 with the variables AT=1.2°C, L;,.=690 m and a=52-10"% T~!, one obtains a
thermal expansion of the ice sheet across Sveasundet, A L;.., of 4.3 cm.

Although being rather rough estimates, the calculations above show that both the effects of
tidal elevation and thermal expansion give contributions in the order of cm to the ice extent, and
should therefore not be neglected.

6.3.2 Cross-Sections - Evaluation of the Method

All four times Section 1 was taken, more or less similar ice thicknesses in the ice foot were
measured, except on March 31 when the profile (shown in Fig. 5.14b) showed an ice foot that
was thinner than the others. This is probably due to too shallow drilling, since such a big loss of
ice in the ice foot after a period with relatively cold weather is not likely, nor is it likely with a
substantial growth in the ice foot during the next few weeks. It was sometimes difficult to know
when the drill had gone all the way through the grounded ice, but since the drill bits were quickly
damaged when hitting rocks, it was not desirable to push the drill too hard to be absolutely sure.

Figure 6.7 shows the result of a laser scanning of the snow surface (a) and the measured
snow surface from Section 1 (b), both done on March 31. Figure 6.7b is a simplified version of
Fig. 5.14b. The scanning was done using a high-accuracy Riegl VZ-1000 laser scanner, which
was placed on top of the cabin, mapping the area around the tip of Barryneset from the cabin
and several hundred meters out on the ice. The plot is showing the height of the snow surface,
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measured along a 1 m wide path going from the cabin and out to the free-floating ice, close to
Section 1. It was continuously measuring the ice surface from high to low tide.

The surface of the measured section is fairly similar to the laser scanning where the ice is
floating. Features such as the elevation of the ice around Site 1, and the relatively steep descent of
the ice at low tide (around 13 m from the bluff in Fig. 6.7a) are visible in both sections. However,
in places where the ice was grounded, the differences between the laser scans and the section
were bigger. For example, the small ridge that is visible in the laser scan (Fig. 6.7a), around 26
m from the cabin (presumably Crack 1), is not visible in the section. Also, the topography of the
hinge zone at low tide is more uneven in the section than in the laser scan. This is probably due
to errors in the assumption that the beach was inclining with a constant rate all the way from the
lowest point where the ice was grounded at low tide and to the coastal bluff, which was used
when plotting the sections. Moreover, since the laser scan was not taken exactly along Section 1,
but about 5 m away from it in a line that stretched from the cabin and crossed Site 1 (see Fig.
4.2), spatial variations may have given some differences between the two plots.
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Figure 6.7: Comparison of laser scanning and a measured section, both from March 31. Figure
(a) shows a laser scanning of the hinge zone done, with the snow surface at 7 different times
from high to low tide, as plotted by David Wrangborg (UNIS). The axes are giving the distance
from the scanner, which was placed on the roof of the cabin. Figure (b) shows the snow surface
of Section 1 from March 31, at high and low tide (presented in Section 5.3.2). In both plots, the
blue vertical lines indicate the position of Site 1

63



6.4. HYDROGRAPHIC PATTERNS IN SVEASUNDET CHAPTER 6. DISCUSSION

6.4 Hydrographic Patterns in Sveasundet

As elaborated in Section 5.4, the seawater temperatures varied through the season, and also along
with the semi-diurnal tide. As shown in Fig. 5.17 the average seawater temperatures correlated
with the air- and ice temperatures through the season, being relatively warm in February/March
and May, and colder in April. In the middle of April, higher air temperatures were followed
by a period of warmer water. By measurements in Sveasundet and the shallow basin of Bra-
ganzavagen, similar results were found in the winter/spring of 2014 by Shestov et al. (2015),
which stated that the changes in water temperature were governed by changes in air temperature.
They further interpreted the period of relatively warm water (and air) in mid April to be the
beginning of the melting season. However, results in this thesis (see e.g. Fig. 5.13) reveal that
the free-floating ice in Sveasundet continued to grow at least until May 10.

Figure 5.18 indicates a trend of the sea water temperatures outside Barryneset oscillating
with a sharp increase around high tide, followed by a slower decrease during ebb, low tide and
flow. This was a trend that was visible through most of the period between February and May.
Again, Shestov et al. (2015) had found similar results, and as they had several pressure and
temperature sensors deployed on the seafloor in Braganzavagen, they were able to determine
that the phase-shift was faster for the ingoing tidal wave than the outgoing, and that the water
in general was colder and more saline in the inner parts of Braganzavagen than in Sveasundet.
Hence, they concluded that the water floods Braganzavagen faster than leaving it, and one is led
to the conclusion that the sharp increase in temperature around high tide is due to rapid inflow of
relatively warm water from from the deeper parts of the fjord, whereas the slower decrease is
caused by colder and more saline water which had been subject to cooling and brine rejection
from freezing sea ice, flowing at a slower pace out of the sound.

6.5 Major Sources of Errors and Uncertainties

Information on accuracy of the different sensors, gauges and tools used to achieve the data
presented in this thesis are given in Chapter 4, and in a theoretical world this would have been
the accuracy of the measurements. In practice however, many factors are likely to influence the
data. This chapter summarizes the most important of them.

Differential GPS-measurements: With its high accuracy in the horizontal plane (Section
4.2), the DGPS measurements were more than accurate enough for its purpose during this field
campaign, which was to draw a map of the investigation site and to show the location of the tidal
cracks. A misleading factor was the aerial photo from 2008 that was used to plot the data on.
Some erosion is likely to have happened since it was taken. It was also tried to map the elevation
of the ice surface in the hinge zone by using the DGPS, but the data was found to be way too
inaccurate to give a proper picture of it.

Temperature measurements: The thermistor strings used were accurate down to 0.05°C.
However, water penetrating the ice close to tidal cracks or by some kind of interaction with
the plastic sticks that the strings were fitted into, may have affected the measurements. In
periods, the sensors above the ice surface were exposed to sunlight, so after the sun returned by
February 16, data from these can be regarded as invalid in the sense of describing air temperatures.
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Ice core sampling: The fact that the ice cores had to be collected at different locations ev-
ery time, in order to avoid disturbance of the ice properties by the hole left after the previous
core had been drilled, may have affected the results. Large spatial variations should be expected
in the hinge zone in terms of ice thickness and proximity of tidal cracks. This could cause two
ice cores collected at different times from the same” place to be affected not only by temporal
changes, but also by spatial variations since they were all collected about 0.5 m from each other.
A source of uncertainty for the cores that were collected between Crack 1 and Crack 2 is that the
water level was not measured in the holes where they had been collected. Another lack of data is
information about the tidal water level when the ice cores from the ice foot were collected.

Calculations of density and salinity: The biggest source of error for the salinity measure-
ments was likely drainage of brine when the ice cores were removed from the ice, especially
when the weather was warm. In colder weather, when the temperatures were well below zero, a
layer of ice would quickly cover the surface of the ice core, preventing the brine from draining
out of the ice cores.

As stated in Section 4.5, the samples were stored in temperatures lower than -15 °C, in sealed
boxes or plastic bags, so any appreciable changes in mass or volume by either dry evaporation or
melting is not expected to have taken place. However, since the ice samples often had cracks
in them or by other reasons had uneven surfaces, the measurements of their size often became
inaccurate which could further have led to errors in the density data. The irregularity in the plots
showing density may be an indication of inaccurate volume measurements.

Calculations of permeability: Since the values of salinity used for calculations of perme-
ability in Fig. 5.9 all originated from March 13, the plots of permeability on other dates would be
unaffected by any changed salinity in the ice, and possibly misleading. Unfortunately, no other
ice cores were collected close to the thermistor string where the permeabilities were of interest
neither earlier nor later in the season, since we were unaware of the importance of such data
when the measurements were conducted. Further, the formulas used to calculate permeability
did not take into account the ice density, which is expected to have led to errors in several of the
results (discussed in Section 6.1).

Measurements of ice thickness: When the cross-sections were made, holes were drilled with
more or less even distances between them, regardless if there was a crack there or not. This
might have given an impression that the ice was more even than it was in reality, since the biggest
bends and bucklings of ice were found at the tidal cracks. The holes were never made into a
crack, but rather slightly to the side of it. Although the accuracy when measuring ice thickness
was sufficiently good (+1 cm), the data used to plot the cross-sections could have described
the ice better if it also had been measured on every crack, in addition to on the ice in between them.

Plotting of cross-sections: The assumption that the beach was inclining with a constant rate all
the way from the lowest point where the ice was grounded at low tide and to the coastal bluff,
was found to be a source of error. It is discussed more thoroughly in Section 6.3.2.

Measurements of upwards ice growth: Exact measurements of upwards ice growth was
not done on the first two field trips, as we were not expecting it to be happening to such a great
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extent. This caused uncertainties considering the accumulation of superimposed ice, where only
minimum amounts could be stated. E.g. an observation of a logger and a pallet that had become
submerged in ice, meant that the upwards ice growth had to have been larger than the height of

the logger and the pallet.
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Chapter 7

Concluding Remarks

7.1 Major Findings

Data from several different tests conducted on the ice outside Barryneset have been presented
in this thesis. Together the data sets have formed the basis for a discussion which had to be
relatively independent; not much work has been done on these topics earlier. The major findings
of this thesis are:

e During a period of around 10 days, temperatures were oscillating with a period similar to
the semi-diurnal tide, within the ice in the hinge zone. It was likely due to a combination
of hydrostatic pressure variations and high permeability of the ice.

e The ice was growing more rapidly in the hinge zone than in the free-floating ice. It was
probably a result of ice growth on top of the ice, caused by large amounts of surface water
becoming superimposed ice.

e By the end of the ice season, the ice started to melt in the hinge zone while it continued to
grow in the free-floating ice for several days. The free-floating ice was colder than the ice
in the hinge zone, and a suggested explanation is conserved thermal energy driving the
continued freezing.

e Multiple C-profiles of ice salinity were found both at Site 1 and Site 2 in March. At
Site 1 the profiles turned into a single C-shape by the end of April, whereas at Site 2 the
double C-profile remained until the end of season. The double C-profiles are expected to
be caused by surface water turning into superimposed ice, and gravity drainage of brine
is likely the reason why the profile at Site 1 turned into a single C-shape, since the ice
generally was warmer at Site 1 than at Site 2.

e At the end of the season, the ice in the hinge zone was bent at high tide, while at low tide it
was not. On May 10, the ice across the sound outside Barryneset seemed to be stretched at
low tide and compressed at high tide. Several explanations are feasible. Increased lateral
extent of the ice in Sveasundet, due to a combination of thermal expansion and freezing
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of seawater in the tidal cracks through the season, is suggested as a factor influencing the
stresses in the ice and thereby the ice buckling. Further, tidal-induced pressure variations
are likely an important factor. Since the shortest distance between two points is a straight
line, the ice is more likely to be buckled at high tide than at low tide when it is lowered in
the middle of the sound.

A large spatial variation in ice thickness was found in the hinge zone, not only perpendicu-
lar to the shore, but also along the shore. Uneven beach surface and distribution of surface
water along the shore are expected to be the major causes.

The seawater temperatures in Sveasundet correlated with the air temperatures. A trend of
increasing water temperatures at high tide followed by a decrease at low tide was observed
outside Barryneset. This is presumably related to relatively warm water from the deeper
parts of the fjord flowing into the shallow Bragazavagen at high tide, and outflow of cold
water at low tide.

Further Work

To conduct such a fieldwork and process the collected data is time-consuming, and unfortunately
there was no time to conduct more experiments this time. More investigations are needed to
make the conclusions listed above more specific. Also, comparable investigations over several
subsequent years would give valuable information of perennial trends. If the measurements
presented in this thesis were to be repeated or continued in a future work, I would recommend
the following:

Repeat measurements of ice thickness along Section 1, Section 2 and the shore parallel
section at different times, to get a better understanding of the spatial variability of ice
thickness through the season.

When measuring the cross-sections, determine ice thickness on all the tidal cracks in
addition to in between them.

Carefully note the position of the ice surface relative to e.g. plastic sticks inserted in the
ice, to get accurate measures of the growth of superimposed ice.

When collecting ice cores in the hinge zone, note the water level in the holes after they
have been removed if possible, or at least note the time when they were collected so that
the corresponding tidal level can be determined.

Make sure that all loggers and cables are elevated high enough above the ice so that they
are not submerged in superimposed ice.
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e Start the measurements earlier in the season.

To complement the experiments presented in this thesis, data from the following experiments
would be useful:

e Thin section investigations of the ice in the hinge zone would give information of its crystal
size and orientation at different depths, and thereby tell if there is superimposed ice there,
as done by Gabrielsen et al. (2008). This would further help understanding the coastal ice
growth processes.

e Stress in the ice across the sound seemed to play an important role for bending of the ice
and surface water, causing increased ice growth close to shore. More stress measurements
like those that were conducted this year (they are presented in Vindegg (2014)), would
give a clearer picture of the stress mechanisms in the sound.

e Measurements on Littrowneset, which is the peninsula opposing Barryneset, on the other
side of the sound (see Fig. 3.1), to investigate if the mechanisms governing the ice in the
hinge zone and the ice foot there are comparable to Barryneset.

e Combine data from the laser scans and the cross-sections to get better plots of the ice in
the hinge zone. By using the laser scan to define the snow surface of the section plots, the
assumption that the beach is inclining at a constant rate (which was suspected not to be
entirely true) would not have to be used.
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Appendix A

Additional Plots of Temperature

A.1 Recordings Between Crack 1 and Crack 2

Temperatures recorded at Svea weatherstation
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Figure A.1: Plot showing the oscillations in ice temperature between Crack 1 and Crack 2 in
the period February 20-March 10. Distance from ice bottom was measured on March 30

A.2 Recordings Between Crack 4 and Crack 5, at ’0Old” Site
1
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Figure A.2: Plots showing temperatures between Crack 4 and Crack 5 between April 1 and May
11 (a), with vertical profiles at three different times, April 3, April 25 and May 10 (b). The black
vertical lines in Fig. (a) represent the times when the vertical temperature profiles in Fig. (b) are

made.
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Appendix B

Additional Plots of Salinity and Density

B.1 Ice foot
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Figure B.1: Densities recorded in the ice foot, on February 19, March 13 and May 11

B.2 Hinge Zone
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Figure B.2: Salinity (a) and density (b) measurements between Crack 1 and Crack 2 in the hinge
zone, from February 19 and May 11
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Figure B.3: Salinity and density of a core taken between Section 1 and Section 2, between Crack
3 and Crack 4 on April 1. A slushy layer inside the ice caused the high salinities and the lack of
density data between 1 and 1.4 m depth. Note the ice thickness.
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B.3 Densities at Site 1 and Site 2
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Figure B.4: Densities recorded at Site 1
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Figure B.5: Densities recorded at Site 2
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Appendix C
Section 1 Mapped with the DGPS

33 DGPS section, measured March 30, 2014
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Figure C.1: Mapping of the ice surface along Section 1 at high and low tide, using DGPS data.
The blue line represents the ice surface at high tide
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