
Numerical modelling of a Czochralski 
furnace with active cooling jacket
Optimization of quality and througput

Zhengyu Li

Light Metals, Silicon and Ferroalloy Production

Supervisor: Eivind Øvrelid, IMTE
Co-supervisor: Martin Bellmann, Sintef

Department of Materials Science and Engineering

Submission date: Januar 2015

Norwegian University of Science and Technology



 



1 
 

Abstract 

 

In the single crystal silicon Czochlarski process, pull rate has a great impact on its production. 

More and more people put their eyes on optimizing the structure of Cz furnace to increase the 

pull rate, but experiments require a lot of capital to support. Due to the high cost and risk of 

crystal growth experiments, numerical simulation of Cz process becomes highly used as an 

effective tool to improve the structure of furnace and analysis the mechanism during the process. 

Based on a SINTEF Cz furnace, we wanted to investigate the possibility to install a cooling 

jacket around crystal to improve the crystallization. By comparing the numerical results before 

and after installing the cooling jacket, it was found that the new cases shows a satisfied 

conclusion on improving the pull rate and reducing the power consumption. 
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Chapter 1  Introduction 

1 PV industry 

Solar is a kind of inexhaustible, free and clean energy as known all over the world. It is predicted 

that solar photovoltaic power generation will occupies an important position in the 21st century, 

it will not only replace a part of traditional energy sources, but also become the main part of 

the world’s energy consumption. It is expected that solar power will account for more than 20% 

in the total electricity supply by 2040 and this data will become 60% in the end of this century. 

These figures are fairly enough to show the development prospects of solar photovoltaic 

industry and important position in world’s energy sources. 

Early in 1839, Edmund Becquerel [1] discovered photovoltaic effect. After a century, Daryl 

Chapin, Calvin Fuller and Gerald Pearson [2] produced the first silicon substrate cell in Bell 

laboratory, which means that the photovoltaic technology had a new start. 

After 1970s, with the development of modern industry, the global energy crisis and air pollution 

problems have revealed increasingly. At this time, the whole world put their target into 

renewable energy, they hoped that renewable energy can make the energy mix to a sustainable 

development. On this issue, solar energy got people’s attention because of its unique advantages. 

After 1980s, the type of solar cell is growing, the range of applications are increasing and the 

scale of market is expanding. After 1990s, the development of photovoltaic power generation 

is increasing rapidly. Until 2006, over 10 megawatt photovoltaic power generation systems and 

6 megawatt networking photovoltaic power plant were built all over the world. The United 

States was the first country who made the development plan for photovoltaic power plant. They 

started “A Million Solar Roofs” plan [3] in 1997. Japan started “New Sunshine” plan [4] in 

1993 and Japanese PV module production accounted for 50% of the world until 2003. There 

are 4 of world’s top 10 PV companies in Japan. German provided the price of photovoltaic 

electricity in new renewable energy law, which greatly promoted the development of 

photovoltaic market and industry. Because of this, Germany become one of the fastest-growing 

country in photovoltaic. In addition, Switzerland, France, Italy, Spain, Finland and other 

countries have also made the plan for developing photovoltaic and invested heavily in 

technology development.  

Comparing with other kinds of renewable energy, the advantages are concluded as safer and 

more convenient. It’s evidenced by the statistics in the worldwide markets, which show the 

stable increasing ratio of solar energy in the total energy consumption will gradually increase 

to dominant ratio. 

The top-most solar PV capacity countries such as Germany, Italy, USA, China, Japan, Spain, 
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France, Belgium, Australia and Czech republic had added new installed PV capacities by 7.6 

GW, 3.6GW, 3.3GW, 3.5GW, 1.7GW, 0.2GW, 1.1GW, 0.6GW, 1GW and 0.1GW, respectively 

(shown in Figure 1, the last six years installed capacities) [5]. During the period of 2012, 

Germany has the most solar PV capacity with 28TWh electricity production, 45% more than 

2011. Italy follows with the total capacity installation of 16.4 GW, but lower than the additions 

in 2011. 

 

 

Figure 2 shows the top 10 solar PV companies ranking in 2012. There are 7 companies from 

Asia ( 6 companies from China and one company from Japan) among the top 10 ranking. Yingli 

won the first position with 2300 MW installation and then followed by First Solar (USA) and 

Trina Solar (USA) with 1800 MW and 1600 MW, respectively. 

 

Figure 1 Solar PV cumulative installed capacity of the top ten countries in the past six years [5]. 

Figure 2 Top ten solar manufacturer suppliers in the world by the 

end of 2012 [5]. 
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2 Hot zone development 

Most of single crystals provided for semiconductor devices are produced by Czochralski (CZ) 

process. In CZ process, the temperature variation in crystal causes the thermal stress and results 

in the dislocation generation, while the shape of melt/crystal has effects on the the perfection 

of crystal and radial dopant distribution. Thus the heat transfer mechanism during the CZ 

process and shape of melt/crystal interface are two important factors. 

Many hot zones have been designed by improving the ingot quality of Czochralski silicon. 

Recently, more and more people put their focus on cost reduction by increasing the efficiency 

of hot zone. Better designs make a significant decrease on consumables like graphite parts in 

furnace. In 1999, Siemens Solar Industries (SSI) and Northwest Energy Efficiency Alliance 

(NEEA) [8] had made a power-reduction project, which shown that 40% of power can be saved. 

Additionally, radiation shield is another invention to reduce the consumption. Shield is used for 

redirecting the argon flow and insulating the heat. Sinno’s team had reported a molybdenum 

radiation shield on power reduction [14]. They delineated that the shape of the interface 

between the melt and solid could be kept in a tolerated level under the effect of the incorporated 

shield. At the same time, the pulling rate is increased to reduce the consumption of energy. 

However, the pulling rate is also an important factor released to the production. In other words, 

increase the pulling rate can shorten the growth cycle. 

In this thesis, an active cooling device was installed on the radiation shield will be discussed. 

This device is aimed to increase the temperature gradient near melt/crystal interface. 

Conclusions and discussions are given in Chapter 4. 

3 Numerical modeling of Czochralski process 

Due to the high cost and risk of crystal growth experiments, numerical simulation of CZ process 

becomes highly used as an effective tool to improve the structure of furnace and analysis the 

mechanism during the process. Especially the hot zone study, which has a great impact in defect 

evolution. X. Geng, X.B. Wu and Z.Y. Guo [16] simulated the combined flow in CZ crystal 

growth. V.V. Kalaev, I.Yu. Evstratov and Yu.N. Makarov [17] analyzed the role of gas flow to 

the heat transport, interface between melt and crystal, surface temperature and melt convection. 

Yutaka Shiraishi et al. [18]used global simulation to predict the shape of melt/crystal interface, 

and compare it with experimental data. 
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Chapter 2  Theory 

This chapter will give the necessary theory on the crystal growth process including a general 

description of the process, heat transfer and fluid flow and dopant. The theoretical basis and 

assumption for the numerical modelling will be given as well. 

1 The Czochralski process 

Czochralski process was invented by J.Czochralski in 1917. In 1950, Teal and Little used CZ 

method in the growth of germanium and monocrystalline silicon. In 1958, Dash found a way 

to exclude the dislocation completely which made it possible to produce large size crystal [19]. 

The equipment and process of CZ crystal growth is relatively simple, easy to achieve automatic 

control, prepare large diameter crystal and control the concentration of impurities. It can 

produce low resistivity single crystal and it has high efficiency. 

The stages of growth process is: 

Melting 

Melting step will take several hours, until the temperature in the hot zone reach to about 1500℃, 

and then retained there to make sure that all the feedstock in the filler are melt. When the whole 

filler is molten, the crucible will be uplifted to required starting position. Based on the previous 

growth experience, the temperature will be stabilized to close to a certain temperature. Under 

the monitor of pyrometer, the dip time of seed can be well controlled in a stable environment. 

Necking 

The lower part of seed will be melt at the certain temperature, then the seed is pulled up slowly. 

A meniscus will appear, then the new crystal will form. As introduced by Dash in the late 1950s, 

if the crystal is grown rapidly and thin enough, the dislocations will grow out from the sides of 

the neck eventually be frozen and excluded from the material [20]. So the neck is a rapid and 

short step to avoid dislocations.  

Crown 

The crown step will start when the correct temperature and proper length of the neck have been 

reached. The pull speed is lowered, the crucible rotation speed is changed as well as the melt 

level is adjusted to create a suitable conditions. This aims to obtain the proper diameter which 

too slow or too long will cause the structure loss. On the melt surface, with the increasing 

diameter, the freezing interface under the surface is increasing convex towards the melt as well, 

the shape will influence the chance of success of the crown and next steps significantly [20].  

Body 

The shape of the body is cylinder. There is an ephemeral period of time called shoulder. This 
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stops the crystal growth in diameter. When the shoulder is complete, the body will start. At this 

time, the temperature will go on doping a little slowly. The diameter of the body can be 

controlled smoothly by using the PID (proportional-integrating-derivative) control loop. The 

pulling speed is mainly adjusted by the heat power and temperature of hot zone. Gas flow, 

pressure, and crucible rotation rates are considered as well.  

When the body part finished, typically at 10% of the melt will be remained in the crucible. A 

portion of this remaining is used to constitute tail.  

Shut-off 

The heater will be shut down after the tail step is completed. The crystal will be moved to 

receive chamber to cool down. 

 

 

Figure 3 Czochralski process 
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2 Behaviors during the crystallization 

1.1 Surface tension 

A meniscus is formed in the growth interface during the crystal pulling due to the surface 

tension of the melt. The height of meniscus depends on the balance between the surface tension 

of the melt and its gravitational force. 

1.2 Heat balance 

When the silicon charge in the crucible was heated to its melting point to form a liquid 

completely, the melt growth starts. In a typical Cz puller, to create the temperature gradients on 

both vertical and radial direction in the melt, a thermal insulation will be applied on the outside 

of the heater and the bottom of the crucible. Therefore, the center of its free surface will get the 

lowest temperature. To start crystal growth, the melt temperature becomes lower and lower 

until the center of the melt surface has achieved the melting point. Then a single crystal seed 

will be dipped into the melt. After an equilibrium condition is set up, a further lowering will be 

done. The seed can be progressively pulled up from the melt once the freezing appears on it. 

The latent heat will occur during the freezing of molten silicon. The latent heat would block the 

further freezing of silicon if it is not removed timely. It will be transported into the crystal 

through conduction. After that the crystal transports the heat in to the surroundings via 

convection and radiation. Figure describes a typical heat flow mode during the crystal pulling. 

The heat goes into the system should equal to the heat that goes out in a steady state. If we use 

an equation, it should be like this: 

𝑄𝐻 + 𝑄𝐿 = 𝑄𝑀 + 𝑄𝐶 

Which QH means the heat from heater, QL means latent heat of solidification (heat input), and 

QM means the heat loss from the melt, QC means heat loss from crystal (heat output). 
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1.3 Convection 

There are three essential principles during the crystal growth: a) the main heater should be 

installed around the crucible; b) the diameter of crucible should bigger than its height; c) the 

crystal and crucible should rotated along the central axis of symmetry. All of these principles 

are aim to remain the stable of the fluid. 

There are mainly three kinds of convections in Cz process: 

Natural convection 

Since the heaters are installed in the surrounding and bottom of the crucible, the temperature of 

melt at the lateral and bottom are higher than the internal and top, respectively. Temperature 

changes the density of melt, which makes the melt flows from the bottom to the top. 

 

The forced convection by the rotation of the crystal and crucible 

In order to inhibit the natural convection, crystal and crucible needs to be rotated. Crucible 

rotation makes the thermal convective flow of the melt into spiral paths and improve the radial 

temperature gradient. Crystal rotation creates the supernumerary cell below the interface.  

 

Surface tension convection 

Surface tension convection are caused by the surface temperature difference. This convection 

plays a slight role during the Cz process. 

Figure 4 Heat balance during the Cz process 
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Figure 5 three kinds of convections 
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3 Numerical modeling of hot zone 

We had simplified the following parts for convenience: 

1. The thermal conductivity of seed is ignored; 

2. The crown step is ignored; 

3. Crystal is isotropic. 

The mathematical model of hot zone is shown in Figure 6 

 

The radius of crystal is a, length is l, density is ρ, specific heat capacity is c, thermal conductivity 

is k. The hot zone is supposed to be steady state. The differential equation is: 

 cρ
𝜕𝑇

𝜕𝑡
= 𝑘 (

𝜕2𝑇

𝜕𝑥2
+
𝜕2𝑇

𝜕𝑦2
+
𝜕2𝑇

𝜕𝑧2
) ⑴ 

Using the cylindrical coordinate system, the coordinates of variables are represented by z, r and 

φ. 

 cρ
𝜕𝑇

𝜕𝑡
= 𝑘 (

𝜕2𝑇

𝜕𝑧2
+

𝜕2𝑇

𝜕𝜑2
+
𝜕2𝑇

𝜕𝑟2
+
1

𝑟

𝜕𝑇

𝜕𝑟
) ⑵ 

Suppose that the hot zone is cylindrical symmetry, and coaxial with the crystal. So T is the 

function of r and z. According to the equation, the heat conduction equation in steady state is: 

 
𝜕2𝑇

𝜕𝑟2
+
1

𝑟

𝜕𝑇

𝜕𝑟
+
𝜕2𝑇

𝜕𝑟2
= 0 ⑶ 

The boundary condition are: 

At the solid-liquid interface, T equals to melting point Tm, so T=Tm, z=0. 

At the top part, z=l, we assumed that the top part is a plane, the temperature of surrounding is 

T0. The boundary condition at the top part is: 

Figure 6 Heat map of crystal and melt. 



12 
 

 −k
∂T

∂z
= 𝛽(𝑇 − 𝑇0)

1.25 + Bσ(𝑇4 − 𝑇0
4)    𝑧 = 𝑙 ⑷ 

which β is heat loss coefficient of convection, σ is Stefan-Boltzmann constant. 

Also, the boundary condition at side face is: 

 −k
∂T

∂r
= 𝛽(𝑇 − 𝑇0)

1.25 + Bσ(𝑇4 − 𝑇0
4)    𝑟 = r𝑎 ⑸ 

Then the hot zone can be get by solving the heat conduction equation with three boundary 

conditions above. But the boundary conditions are usually nonlinear which make the second 

order partial differential equations hard to solve. Therefore we introduce the relative 

temperature function θ(𝑟, 𝑧) = T(𝑟, 𝑧) − 𝑇0 to linearize the equation. Then the thermal 

conduction is transformed to: 

 
𝜕2𝜃

𝜕𝑟2
+
1

𝑟

𝜕𝜃

𝜕𝑟
+
𝜕2𝜃

𝜕𝑟2
= 0 ⑹ 

The boundary condition of it is: 

 θ = 𝜃𝑚 = 𝑇 − 𝑇0                 𝑧 = 0 ⑺ 

After the function transformation, we get: 

 −𝑘
∂θ

∂z
= 𝛽𝜃1.25 + Bσ[(𝜃 + 𝑇0)

4 − 𝑇0
4] ⑻ 

It can be written as: 

 −k
∂θ

∂z
= 𝛽𝜃1.25 + 4𝐵σ𝑇0

3 [1 +
3

2
(
𝜃

𝑇0
) + (

𝜃

𝑇0
)
2
+
1

4
(
𝜃

𝑇0
)
3
] ∙ θ ⑼ 

Make 𝜀𝑐 = 𝛽𝜃
0.25, ε𝑟 = 4𝐵σ𝑇0

3 [1 +
3

2
(
𝜃

𝑇0
) + (

𝜃

𝑇0
)
2
+
1

4
(
𝜃

𝑇0
)
3
] 

We can get the linearized boundary condition: 

 𝑘
∂θ

∂r
+ 𝜀𝜃 = 0         r = 𝑟𝑎 ⑽ 

 k
∂θ

∂z
+ 𝜀𝜃 = 0      z = l ⑾ 

which ε is heat exchange coefficient, it is the summary of convection exchange coefficient and 

radiation exchange coefficient. By using these boundary conditions, the equation can be solved. 

 θ(𝑟, 𝑧) ≈ 𝜃𝑚
(1−ℎ𝑟2 2𝑎⁄ )

(1−
1

2
ℎ𝑟𝑎)

exp {−(
2ℎ

𝑟𝑎
)
1
2⁄
𝑧} ⑿ 

which ℎ =
𝜀

𝑘
 when h > 0, the heat in crystal is mostly dissipated to the environment through 

the crystal surface. 

 

Temperature gradient analysis: 

1. The radial temperature gradient can be known from equation (12): 

 
𝜕𝜃

𝜕𝑟
≈ −𝜃𝑚

2ℎ𝑟

𝑟𝑎(1−
1

2
ℎ𝑟𝑎)

𝑒𝑥𝑝 {−(
2ℎ

𝑟𝑎
)
1
2⁄
𝑧} ⒀ 

when z is a constant, 
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𝜕𝜃

𝜕𝑟
= constant ∙ 𝑒𝑥𝑝 {−(

2ℎ

𝑟𝑎
)
1
2⁄
𝑧} ⒁ 

The radial temperature gradient will increase with increasing r. 

2. The axial temperature gradient can be know from equation (14): 

 
∂θ

𝜕𝑧
≈ −𝜃𝑚 (

2ℎ

𝑟𝑎
)
(1−ℎ𝑟2 2𝑎⁄ )

(1−
1

2
ℎ𝑟𝑎)

exp {−(
2ℎ

𝑟𝑎
)
1
2⁄
𝑧} ⒂ 

when r is a constant, 

 
∂θ

𝜕𝑧
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 ∙ (1 − ℎ𝑟2 2𝑎⁄ ) ⒃ 

This means that the axial will decrease with increasing z. 

The three equations (12) (13) (15) above are approximate expressions of temperature 

distribution in crystal, which was calculated by Bryce. 

Disadvantages: 

The calculation of this method is rather complex and its results are lack of universality. In 

addition, it is hard to get the solution when the boundary condition is irregular. Therefore the 

Finite Element Method is chosen as a mainly method in this thesis. 

Numerical modeling of hot zone based on FEM 

In some mathematic analysis example, the Finite Element Method (FEM) has widely used to 

finding approximate solutions in numerical technique as well as boundary value problems in 

partial differential equations. Deeply, the ‘finite elements’ means using whole problem domain 

into simpler parts subdivision. On the other hand, it could solve the problem by minimizing an 

associated error function by variational methods from the calculus of variations. FEM is similar 

to the concept of connecting multi tiny straight lines can approximate a large line or circle. Thus, 

finite elements could approximate a multi complex equation over a larger domain as well as 

include numerical methods to connection multi simple element equations over multi small sub-

domains. Galerkin method is the mostly used variational method. 

1.1 Galerkin method 

Normally the problem is expressed as a differential equation: 

 A(u) = {
𝐴1(𝑢)
𝐴2(𝑢)
⋮

} = 0     ( 𝑖𝑛 Ω ) ⒄ 

Boundary condition: 

 B(u) = {
𝐵1(𝑢)
𝐵2(𝑢)
⋮

} = 0     ( 𝑖𝑛 Γ) ⒅ 



14 
 

Ω is the domain of the problem, Г is the boundary of the problem, A and B are differential 

operators of the independent variables (spatial coordinates, time coordinates etc.). 

Since all the differential equations hold in Ω domain, for arbitrary function, 

 ∫ 𝜐𝑇𝐴(𝑢)𝑑Ω = ∫ (𝜐1𝐴1(𝑢) + 𝜐2𝐴2(𝑢) + ⋯)𝑑Ω = 0ΩΩ
 ⒆ 

which υ = {
𝜐1
𝜐2
⋮
} = 0 is the function vector, it is a group of arbitrary functions that equals the 

quantity of differential equations. 

Similarly, since all the differential equations hold in boundary, for arbitrary function υ̅, 

 ∫ 𝐵(𝑢)𝑑Γ = ∫ (�̅�1𝐵1(𝑢) + �̅�2𝐵2(𝑢) + ⋯)𝑑Γ = 0Γ

−𝑇

Γ
 (20) 

Therefore, the integral form is: 

 ∫ 𝑣𝑇𝐴(𝑢)𝑑Ω + ∫ 𝐵(𝑢)𝑑Γ = 0
−𝑇

ΓΩ
 (21) 

Make an integration by parts, we can get another form, 

 ∫ 𝐶𝑇𝐷(𝑢)𝑑Ω + ∫ 𝐸𝑇(�̅�)𝐹(𝑢)𝑑Γ = 0
ΓΩ

 (22) 

C, D, E and F are differential operators, for the problem, assume that the unknown function u 

can be expressed as an approximation function. Its general form is: 

 𝑢 ≈ �̃� = ∑ 𝑁𝑖𝑎𝑖 = 𝑁𝑎
𝑛
𝑖=1  (23) 

ai is undetermined parameters, Ni is called trial function, it is taken from a complete sequence 

of functions, it is linearly independent. 

Obviously, if we choose limited numbers for n, the approximate solution cannot meet the 

requirements of the differential equation (17) and all the boundary condition equation (18). The 

residuals R and �̅� will appear: 

 {
𝐴(𝑢) − 𝐴(𝑁𝑎) = 𝑅

𝐵(𝑢) − 𝐵(𝑁𝑎) = �̅�
 (24) 

Use n numbers of specified functions to take place the arbitrary functions v and �̅� in equation 

(20): 

 ∫ 𝑊𝑗
𝑇𝑅𝑑Ω + ∫�̅�𝑗

𝑇�̅�𝑑Γ = 0                   (𝑗 = 1,2,⋯ , 𝑛)
Ω

 (25) 

The aim of this equation is to force the residuals equal to 0 in average. 

 

{
 
 

 
 ∫ 𝑊1

𝑇𝐴(𝑁𝑎)𝑑Ω + ∫ �̅�1
𝑇𝐵(𝑁𝑎)𝑑Γ = 0

Γ
 

Ω

∫ 𝑊2
𝑇𝐴(𝑁𝑎)𝑑Ω + ∫ �̅�2

𝑇𝐵(𝑁𝑎)𝑑Γ = 0
Γ

 
Ω

∫ 𝑊𝑛
𝑇𝐴(𝑁𝑎)𝑑Ω + ∫ �̅�𝑛

𝑇𝐵(𝑁𝑎)𝑑Γ = 0
Γ

 
Ω

 (26) 

If the number of differential equations A(u) = 0 is m1, the number of boundary conditions 

B(u) = 0 is m2, then the weight function 𝑊𝑗(𝑗 = 1,2,⋯ , 𝑛) is a m1 order function array, 

�̅�𝑗(𝑗 = 1,2,⋯ , 𝑛) is a m2 order function array. The more the n is, the more accuracy we can 

get. When n tends to infinity, approximate solutions will converge to the exact solution. 
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If we made: 

 𝑊𝑗 = 𝑁𝑗 

On the boundary, we made: 

 �̿�𝑗 = −𝑊𝑗 = −𝑁𝑗 

The approximate integral form can be write as: 

 ∫ 𝑁𝑗
𝑇

Ω
𝐴(∑ 𝑁𝑖𝑎𝑖

𝑛
𝑖=1 )𝑑Ω + ∫ 𝑁𝑗

𝑇𝐵(∑ 𝑁𝑖𝑎𝑖
𝑛
𝑖=1 )𝑑Γ = 0    (𝑗 = 1,2,⋯ , 𝑛)

Γ
 (27) 

 

1.2 Calculation of hot zone 

1.2.1 Control equations and boundary conditions 

The differential equations of two-dimensional steady-state hot zone is: 

Control equation: 

 𝑘 (
𝜕2𝑇

𝜕𝑥2
+
𝜕2𝑇

𝜕𝑦2
) − 𝜌𝑄 = 0 (28) 

Dirichlet boundary condition: 

 𝑇 = 𝑇𝑐 (29) 

Neumann boundary condition: 

 −𝑘
𝜕𝑇

𝜕𝑥
𝑛𝑥 − 𝑘

𝜕𝑇

𝜕𝑦
𝑛𝑦 = 𝑞 (30) 

Cauchy boundary condition: 

 −𝑘
𝜕𝑇

𝜕𝑥
𝑛𝑥 − 𝑘

𝜕𝑇

𝜕𝑦
𝑛𝑦 = ℎ(𝑇𝑎 − 𝑇) (31) 

Which ρ is the density, c is the heat capacity, T is temperature (T=T(x,y) ). 

According the Dirichlet boundary condition, we assume an approximate function, the residuals 

will appear: 

 𝑅Ω = 𝑘 (
𝜕2�̃�

𝜕𝑥2
+
𝜕2�̃�

𝜕𝑦2
) + 𝜌𝑄 (32) 

 𝑅Γ2 = 𝑘
𝜕�̃�

𝜕𝑥
𝑛𝑥 − 𝑘

𝜕�̃�

𝜕𝑦
𝑛𝑦 − 𝑞 (33) 

 𝑅Γ3 = 𝑘 (
𝜕�̃�

𝜕𝑥
𝑛𝑥 +

𝜕�̃�

𝜕𝑦
𝑛𝑦) − ℎ(𝑇𝑎 − �̃�) (34) 

According to the Galerkin method, the domain and boundary must meet to the problem. 

 ∬ 𝑤1𝑅ΩΩ
𝑑Ω + ∫ 𝑤2𝑅Γ2Γ2

𝑑Γ + ∫ 𝑤3𝑅Γ3Γ3
𝑑Γ = 0 (35) 

∬ 𝑤1 [𝑘 (
𝜕2�̃�

𝜕𝑥2
+
𝜕2�̃�

𝜕𝑦2
) + 𝜌𝑄]

Ω
𝑑Ω + ∫ 𝑤2 [𝑘

𝜕�̃�

𝜕𝑥
𝑛𝑥 − 𝑘

𝜕�̃�

𝜕𝑦
𝑛𝑦 − 𝑞]Γ2

𝑑Γ + ∫ 𝑤3 [𝑘 (
𝜕�̃�

𝜕𝑥
𝑛𝑥 +Γ3
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𝜕�̃�

𝜕𝑦
𝑛𝑦) − ℎ(𝑇𝑎 − �̃�)] 𝑑Γ = 0  (36) 

and 

 ∬ 𝑤1 [𝑘 (
𝜕2�̃�

𝜕𝑥2
+
𝜕2�̃�

𝜕𝑦2
) + 𝜌𝑄]

Ω
𝑑Ω = ∬ 𝑘𝑤1

𝜕2�̃�

𝜕𝑥2
𝑑Ω

Ω
+ 

∬ 𝑘𝑤1
𝜕2�̃�

𝜕𝑦2
𝑑Ω +∬ 𝑤1𝜌𝑄𝑑ΩΩΩ

  (37) 

Make a partial integration for the first and second terms in above equation and according to 

Green’s theorem, we can get: 

 ∬ 𝑘𝑤1
𝜕2�̃�

𝜕𝑥2
𝑑Ω

Ω
= ∮𝑘𝑤1

𝜕�̃�

𝜕𝑥
𝑑Γ −∬𝑘

𝜕𝑤1

𝜕𝑥

𝜕�̃�

𝜕𝑥
𝑑Ω (38) 

 ∬ 𝑘𝑤1
𝜕2�̃�

𝜕𝑦2
𝑑Ω = ∮𝑘𝑤1

𝜕�̃�

𝜕𝑦
𝑑Γ −∬𝑘

𝜕𝑤1

𝜕𝑦

𝜕�̃�

𝜕𝑦
𝑑Ω

Ω
 (39) 

Set them in to the equation (37): 

 −∬ 𝑘 (
𝜕𝑤1

𝜕𝑥

𝜕�̃�

𝜕𝑥
+
𝜕𝑤1

𝜕𝑦

𝜕�̃�

𝜕𝑦
) 𝑑Ω

Ω
 

+∬ 𝜌𝑄𝑤1𝑑ΩΩ
+ ∮ 𝑘𝑤1 (

𝜕�̃�

𝜕𝑥
𝑛𝑥 +

𝜕�̃�

𝜕𝑦
𝑛𝑦) 𝑑Γ + ∫ 𝑤2 [𝑘 (

𝜕�̃�

𝜕𝑥
𝑛𝑥 +

𝜕�̃�

𝜕𝑦
𝑛𝑦) − 𝑞]𝑑Γ +Γ2Γ

∫ 𝑤3 [𝑘 (
𝜕�̃�

𝜕𝑥
𝑛𝑥 +

𝜕�̃�

𝜕𝑦
𝑛𝑦) − ℎ(𝑇𝑎 − �̃�)] 𝑑Γ = 0Γ3

 (40) 

 

1.2.2 Elements division and hot zone discretization 

Divided the domain into finite numbers of triangular elements, for each triangular element, it 

satisfied: 

Figure 7 Schematic diagram of region is divided into the triangular 

element. 
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 ∬ 𝑤1𝑅ΩΩ𝑒
𝑑Ω + ∫ 𝑤2𝑅Γ2Γ2

𝑒 𝑑Γ + ∫ 𝑤3𝑅Γ3Γ3
𝑒 𝑑Γ = 0 (41) 

−∬ 𝑘 (
𝜕𝑤1

𝜕𝑥

𝜕�̃�

𝜕𝑥
+
𝜕𝑤1

𝜕𝑦

𝜕�̃�

𝜕𝑦
) 𝑑Ω

Ω𝑒
+∬ 𝜌𝑄𝑤1𝑑ΩΩ𝑒

+ ∮ 𝑘𝑤1 (
𝜕�̃�

𝜕𝑥
𝑛𝑥 +

𝜕�̃�

𝜕𝑦
𝑛𝑦)𝑑Γ +Γ𝑒

∫ 𝑤2 [𝑘 (
𝜕�̃�

𝜕𝑥
𝑛𝑥 +

𝜕�̃�

𝜕𝑦
𝑛𝑦) − 𝑞]𝑑Γ + ∫ 𝑤3 [𝑘 (

𝜕�̃�

𝜕𝑥
𝑛𝑥 +

𝜕�̃�

𝜕𝑦
𝑛𝑦) − ℎ(𝑇𝑎 − �̃�)] 𝑑Γ = 0Γ3

𝑒Γ2
𝑒  

 

 

If the elements are tiny enough, then every element can be considered as linear distribution. 

Assume that the temperature T ̃ is linear function and its coordinate is x, y. Set the coordinate 

of nodes i, j, k for one element as (xl, yl), l= i, j, k, the temperature of node are Ti, Tj, Tk. The 

temperature in element can be expressed as: 

 𝑇 = 𝑎1 + 𝑎2𝑥 + 𝑎3𝑦 (42) 

Which a1, a2, a3 are undetermined coefficients, it can be solved by the temperature of nodes. 

 [

𝑇𝑖
𝑇𝑗
𝑇𝑘

] = [

1 𝑥𝑖 𝑦𝑖
1 𝑥𝑗 𝑦𝑗
1 𝑥𝑘 𝑦𝑘

] [

𝑎1
𝑎2
𝑎3
] (43) 

 [

𝑎1
𝑎2
𝑎3
] =

1

2Δ
[

𝑎𝑖 𝑎𝑗 𝑎𝑘
𝑏𝑖 𝑏𝑗 𝑏𝑘
𝑐𝑖 𝑐𝑗 𝑐𝑘

] [

𝑇𝑖
𝑇𝑗
𝑇𝑘

] (44) 

 

𝑎𝑖 = 𝑥𝑗𝑥𝑘 − 𝑥𝑘𝑦𝑗 𝑏𝑖 = 𝑦𝑗 − 𝑦𝑘 𝑐𝑖 = 𝑥𝑘 − 𝑥𝑗
𝑎𝑗 = 𝑥𝑘𝑥𝑖 − 𝑥𝑖𝑦𝑘 𝑏𝑗 = 𝑦𝑘 − 𝑦𝑖 𝑐𝑗 = 𝑥𝑖 − 𝑥𝑘
𝑎𝑘 = 𝑥𝑖𝑥𝑗 − 𝑥𝑗𝑦𝑖 𝑏𝑘 = 𝑦𝑖 − 𝑦𝑗 𝑐𝑘 = 𝑥𝑗 − 𝑥𝑖

 (45) 

Δ is the area of the triangle. 

 𝑇 =
1

2Δ
[(𝑎𝑖 + 𝑏𝑖 + 𝑐𝑖)𝑇𝑖 + (𝑎𝑗 + 𝑏𝑗 + 𝑐𝑗)𝑇𝑗 + (𝑎𝑘 + 𝑏𝑘 + 𝑐𝑘)𝑇𝑘] (46) 

Transform it in to matrix form: 

 [𝑇]𝑒 = [𝑁]{𝑇}𝑒 (47) 

which 

 [𝑁] = [𝑁𝑖 , 𝑁𝑗, 𝑁𝑘]  

 𝑁𝑖 =
𝑎𝑖+𝑏𝑖+𝑐𝑖

2∆
 

 𝑁𝑗 =
𝑎𝑗+𝑏𝑗+𝑐𝑗

2∆
 

 𝑁𝑘 =
𝑎𝑘+𝑏𝑘+𝑐𝑘

2∆
 

 {𝑇}𝑒 = [

𝑇𝑖
𝑇𝑗
𝑇𝑘

] 

In this way, temperature in element can be approximate expressed by three nodes temperature.  
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According to Galerkin method: 

 𝑤𝑙 =
𝜕�̃�

𝜕𝑇𝑙
𝑁𝑙(𝑙 = 𝑖, 𝑗, 𝑘) (48) 

−∬ 𝑘 (
𝜕𝑁𝑙

𝜕𝑥

𝜕[𝑁]

𝜕𝑥
+
𝜕𝑁𝑙

𝜕𝑦

𝜕[𝑁]

𝜕𝑦
) {𝑇}𝑒𝑑Ω

Ω𝑒
+∬ 𝜌𝑄𝑁𝑙𝑑ΩΩ𝑒

+∬ 𝑁𝑙𝑞𝑑ΓΓ2
𝑒 + ∫ 𝑁𝑙ℎ𝑇𝑎𝑑Γ −Γ3

𝑒

∫ 𝑁𝑙ℎ[𝑁]Γ3
𝑒 {𝑇}𝑒𝑑Γ = 0  (49) 

Transform it into matrix form: 

∬ 𝑘 ((
𝜕[𝑁]

𝜕𝑥
)
𝑇 𝜕[𝑁]

𝜕𝑥
+ (

𝜕[𝑁]

𝜕𝑦
)
𝑇 𝜕[𝑁]

𝜕𝑦
) {𝑇}𝑒𝑑Ω

Ω𝑒
−∬ 𝜌𝑄𝑁𝑙𝑑ΩΩ𝑒

−∬ [𝑁]𝑇𝑞𝑑Γ
Γ2
𝑒 −

∫ [𝑁]𝑇ℎ𝑇𝑎𝑑Γ − ∫ [𝑁]𝑇ℎ[𝑁]
Γ3
𝑒Γ3

𝑒 {𝑇}𝑒𝑑Γ = 0 (50) 

The equations above are used to determine the temperature of three nodes for one element. 

They can be written as the general finite element format: 

 [𝑘]𝑒{𝑇}𝑒 = [𝑝]𝑒 (51) 

which [𝑘]𝑒 is heat transfer matrix, [𝑝]𝑒 is unit temperature loading matrix caused by heat 

exchange. 

 

1.2.3 Synthesis 

After finishing the calculation of per element, we need to sum all the element calculation results. 

The main purpose for this step is construct the total heat transfer matrix [K]. Specifically, 

calculate each heat transfer matrix firstly, and then set the results into the corresponding 

positions in total heat transfer matrix. At last, we can get total heat transfer matrix by summing 

up the results in same position. 

 [𝐾]{𝑇} = [𝑃] (52) 

 [

𝑘11
𝑘21

𝑘12
𝑘22

⋯
⋯

𝑘1𝑛
𝑘2𝑛

⋮
𝑘𝑛1

⋮
𝑘𝑛2

⋯
⋯

⋮
𝑘𝑛𝑛

] [

𝑇1
𝑇2
⋮
𝑇𝑛

] = [

𝑃1
𝑃2
⋮
𝑃𝑛

] (53) 

 

1.2.4 Iterative solution 

For the two-dimensional axisymmetric heat transfer problem, the finite element equation is 

nonlinear, Newton-Raphson method is a better way to solve the problem. 

The equation (52) can be converted to: 

 [𝑃𝑛𝑟] = [𝑝𝑎] (54) 

which [𝑃𝑛𝑟] is internal node heat flux vector, [𝑝𝑎] is the node heat flux vector caused by load. 
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Initially, internal node heat flux and node load are not equal, the difference of these two vectors 

is called ‘residual’. It can be represented by: 

 {𝜙} = [𝑝𝑎] − [𝑃𝑛𝑟] (55) 

By using Newton-Raphson method, {𝜙}  can be decreased to zero, this process is called 

convergence. Specific steps are as follows: 

1. Solve the incremental form of the equations. 

 {
[𝐾𝑖]{Δ𝑇𝑖} = [𝑝

𝑎] − [𝑃𝑛𝑟]

{𝑇𝑖+1} = +{Δ𝑇𝑖}
 (56) 

2. Update the node temperature. 

3. Calculate the internal node heat flux rate by element heat flux. 

4. Calculate the convergence results and compare with convergence criteria. 

If the result is smaller, no longer iterate. 

If the result is larger or equal, [Ki] is updated and repeat the process. 

 

1.2.5 Summary 

The mainly numerical calculation can be show as: 

 

Figure 8 Flow chart of numerical calculation 
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4 CGSim (Crystal Growth Simulator) 

The CGSim is a specialized software for the simulation of crystal growth processes. The 

software provides information about the most important physical processes involved into 

crystal growth and affecting crystal quality. The mainly used part of CGSim in this thesis is 

CGSim-2D simulation [9]-[14]. 

 

  

Figure 9 CGSim simulator. 
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Chapter 3  Simulation settings 

The aim of the work is to simulate the effect of the cooling jacket to the hot-zone during the 

Czochralski growth. CGSim is a kind of crystal growth simulation software which can forecast 

the global hot-zone in the furnace, gas flow, the shape of the melt/crystal interface, the shape 

of melt free surface, the crystallization rate and the power consumption in crystal. A large 

number of experiments have verified the simulation results. 

1 Basic model 

2D axisymmetric model is established due to the real Cz furnace from SINTEF. Figure 10 shows 

the structure of the furnace, the computation grid cells are show in it. The grids in zones of the 

melt/crystal interface are refined. The height of crystal is 1500 mm, the diameter of the crystal 

is 200mm, the weight of feedstock is, the rate of crystal rotation is 10 rpm, the rate of crucible 

rotation is -10 rpm, the basic pull rate is 1.4 mm/min and the furnace pressure is 2000 Pa. The 

parameters of the materials are shown in Figure 11. 

 

Figure 10 2D axisymmetric model of furnace. 
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2 Installation of the cooling jacket proposed attempted 

 

 

Figure 11Physical parameters of materials 

Figure 12 two different cooling jacket installation, case 2 (left) and case 3 (right). 
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Figure 12 shows two different ways of the cooling jacket installation. The inner part of original 

shield was removed and a steel tube is installed on the shield, the cylinder wall is hollow and a 

curve steel pipe is twined in it. The inlet and the outlet of pipe are all connected with the wall 

of the furnace. The space between the tube and shield is full filled up with the soft felt. By 

passing the water into the pipe, the heat can be removed from the cooling jacket. The 

temperature near the crystal/melt surface will decrease, which can increase the crystallization 

rate. Set the original model as case 1, two models with cooling jacket as case 2 and case 3, 

respectively. 

For detailed study, there are 5 different crystal positions set up in this thesis, cp 100, cp 400, cp 

750, cp 1100, cp 1400. Figure 13 shows all the crystal positions in the study (Case 1 as an 

example). 

 

  

Figure 13 5 crystal positions during Cz process 
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Chapter 4  Results and discussion 

1 Hot zone after installing the cooling jacket 

As shown in Figure 14 (use the crystal position 750 as an example), after installing the cooling 

jacket, the isotherm in Case 2 and Case 3 are flatter than Case 1, which is beneficial to decrease 

the thermal stress in crystal [14]. It is good for obtaining a uniform solute segregation. 

 

 

2 Crystallization rate after installing the cooling jacket 

The crystallization rate is proportional to the heat flux difference between crystal and melt in 

melt/crystal interface. 

 𝑉𝑐𝑟𝑦𝑠 = (𝐾𝑠𝐺𝑠 − 𝐾𝑙𝐺𝑙)𝜌𝑙𝐿 

Which Ks and Kl are the crystal conductivity and melt conductivity, respectively, Gs and Gl are 

the temperature gradients in crystal and temperature gradients in melt, respectively, L is the 

latent heat. 

From the equation we know that there are two methods to improve the crystallization rate: the 

first is to increase the crystal temperature gradient, the second is to decrease the melt 

temperature gradient. 

Figure 14 Comparison of hot zones. 
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Figure 15 shows the temperature distributions in three cases along the axis of the crystal, the X 

axis and Y axis are the distance from the interface along the axis of crystal and temperature, 

respectively. We can see that the temperature gradient in crystal increases (steeper slope). On 

the other hand, Figure 16 shows the temperature distributions in three cases along the axis of 

the melt, it is obviously that the temperature gradient in melt increases as well. But the slope is 

smaller than the temperature in crystal. According to the equation, the crystallization rate is 

increased after installing the cooling jacket. Correspondingly, the pull rate can be improved. 

 

3 Melt temperature distribution after installing the cooling jacket 

In Cz silicon process, there are mainly two factors have impacts on the quality of single crystal. 

One is the melt free surface temperature, the supercooling may be caused if the temperature of 
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Figure 15 Temperature distributions in three cases along the axis of the crystal. 
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Figure 16 Temperature distributions in three cases along the axis of the melt. 
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melt free surface reduced in excess, resulting in dendritic or cellular crystal growth. The other 

is melt/crucible interface temperature, the crucible inside wall will have a reaction with silicon 

melt if the melt/crucible interface is overheated. This will cause excessive oxygen impurities. 

Figure 18 to Figure 21 show the melt surface temperature of different crystal positions in 

different cases. It is obviously that the average temperature of the melt free surface is around 

10 oC higher in case 2 and 3, thus to avoid supercooling. On the other hand, Figure 23 to Figure 

26 display the temperature distribution of melt/crucible interface. In case 2 and 3, there are 

about 20 oC higher than case 1. This region may cause oxygen generation. This is a disadvantage 

for the cases with cooling jacket. The reason for this situation may be that there is no insulation 

between the bottom of cooling jacket and shield and too much heat is absorbed from the melt 

surface. This disadvantage is improved in the next case. 
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Figure 18 melt free surface temperature for three cases at crystal position 100. 
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Figure 17 melt free surface temperature for three cases at crystal position 400. 
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Figure 19 melt free surface temperature for three cases at crystal position 750. 

Figure 20 melt free surface temperature for three cases at crystal position 1100. 

Figure 21 melt free surface temperature for three cases at crystal position 1400. 



28 
 

 

 

 

 

 

1680

1690

1700

1710

1720

1730

1740

0 50 100 150 200 250 300 350 400

crucible temperature(cp100)

Case 1

Case 2

Case 3

Figure 23 melt/crucible interface temperature for three cases at crystal position 400. 
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Figure 22 melt/crucible interface temperature for three cases at crystal position 100. 
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Figure 24 melt/crucible interface temperature for three cases at crystal position 750. 
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4 Solid-liquid interface deflection after installing the cooling jacket 

During the Cz process, if we neglect the supercooling of silicon melt, the temperature in 

melt/crystal interface is equivalent to the silicon melting point (1693oC). There are four types 

of the interface deflection: concave up, concave down, flat and mixed with former three. 

Normally, at crown step, the interface is concave, then it becomes flat during body step, later, 

it changes to concave up. Regardless of which step, for guaranteeing the monocrystalline silicon 

growth quality, keeping the interface at a quasi-flat should be maintained.  

The melt/crystal interface deflection can be influenced by many factors, such as the pull rate, 

the temperature gradients near interface, heat transfer on interface, melt convection, etc. By 

adjusting the parameters above, the deflection of melt/crystal interface can be well controlled.  

The above parameters can be adjusted to change the deflection of solid-liquid interface. To 

obtain the satisfied quality of crystal, the height of melt/crystal interface is required to be 
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Figure 26 melt/crucible interface temperature for three cases at crystal position 1400. 
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Figure 25 melt/crucible interface temperature for three cases at crystal position 1100. 
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controlled practically in quasi-flat (less than 8mm) without a strong deviation up or down.  

Figure 27 to Figure 31 show the deflection of the melt/crystal interface of different crystal 

position for three cases at pulling rate 1.4 mm/min. X axis is the distance from the center axis 

and Y axis is the height of interface. In case 1, for the purpose of satisfied crystal quality, the 

average pulling rate is 1.4 mm/min. Further enhance the pulling speed may cause more defects 

which can lower the quality of crystal. While for case 2 and 3, when the crystal position is 100, 

the interface is nearly flat in center, but it concaves down at the edge of interface. For other 

crystal positions, the interface is seriously concave up near the center axis and slightly concave 

down at the edge of the crystal. So the cooling jacket has a significant effect on the shape of 

melt/crystal interface. 
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Figure 27 melt/crystal interface deflection for three cases at crystal position 100. 
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Figure 28 melt/crystal interface deflection for three cases at crystal position 400. 
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Figure 29 melt/crystal interface deflection for three cases at crystal position 750. 
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Figure 30 melt/crystal interface deflection for three cases at crystal position 1100. 
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Figure 31 melt/crystal interface deflection for three cases at crystal position 1400. 
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5 Comparison for different pulling rate 

In order to compare the different modifications of the furnace, it was decided to use case 1 wihh 

pull rate 1.4mm/min and an interface deflection of 8 mm as the standard case to compare against. 

With the increasing pull rate of case 2 and case 3, the solid-liquid interface deflection will have 

a corresponding change. As an example of crystal position 750, Figure 32 and Figure 33 show 

the interface deflection of two cases at pull rate 1.4, 1.6, 1.8 2.0 and 2.2 mm/min, respectively. 

After installing the cooling jacket, the pull speed can be improved significantly and keep a good 

crystal quality at the same time. For case 2, the maximum pull rate can reach to 2.2mm/min, 

for case 3, the maximum pull rate can reach to 2.0mm/min. 

 

Figure 34 and Figure 35 show the melt free surface temperature at different pull rate (cp750 as 

an example). It is shown that with the increasing pull rate, the melt free surface temperature 

will decrease. But if we compare it with the case 1, it is still 5 higher than it. Thus the 

supercooling can be avoided. 
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Figure 32 melt/crystal interface deflection at different pull rates (Case 2). 
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Figure 33 melt/crystal interface deflection at different pull rates (Case 3). 
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6 Power consumption 

The changes of heater power with the crystal height for three cases are shown in Figure 30. Pull 

rate is set up as 2.2 mm/min, which is 57% higher than case 1 (1.4mm/min). We can see that 

after installing the cooling jacket, more heat is needed, especially for case 2. The power 

consumption of case 3 is about 25% higher than case 1. Therefore, the case 2 have a lower 

power consumption than case 1. 
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Figure 34 melt free surface temperature at different pull rates (Case 2). 
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Figure 35 melt free surface temperature at different pull rates (Case 2). 
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7 Defect formation 

Two neighboring defect zones have been found in single crystal silicon, which are inner 

vacancy zone (v) and out interstitial zone (i) respectively. The inner vacancy zone can be further 

decomposed into the central zone with higher vacancy concentration and the marginal band of 

lower vacancy concentration, which is distinguished by the oxidization stacking fault ring 

(OSF-Ring) [24]. OSF-ring is able to decrease the efficiency of solar cell by reducing the 

minority lifetime.  

V/G ratio controls the formation of vacancy zone and interstitial, where V is the growth rate 

and G is the axial temperature gradient near the interface. To avoid the OSF-ring, the V/G ratio 

should be higher than the critical value ( Ccritical=0.0013-0.002 cm2/min K) [24]. Figure 37 and 

Figure 38 show the V/G ratio of case 2 and case 3, when the pull rate is lower than 2 mm/min, 

the V/G ratio near the edge of crystal are lower than Ccritical=0.0013 cm2/min K. With the higher 

pull rates, all V/G ratio are higher than the critical value. Thus, the quality of single crystal can 

be maintained well at high pull speed. 
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Figure 36 Power consumption at different crystal positions. 
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Figure 37 V/G ratio at different pull rate (Case 2). 
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Figure 38 V/G ratio at different pull rate (Case 3). 
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Chapter 5  Conclusion 

In Cz crystal growth, for the purpose of increasing the pull rate, a cooling jacket is installed in 

the furnace and used water as the cooling medium. We simulated the heat distributions of Case 

1, Case 2 and Case 3. 

By comparing the results between three cases, we obtained following conclusions:  

1. The new cases have flatter isotherm than before, which means the thermal stress can be 

decreased. 

2. After installing the cooling jacket, along the melt/solid interface, the increase of crystal 

temperature gradient is higher than the increase of melt temperature gradient, thus the pull 

rate can be increased. 

3. The average temperature of melt free surface is higher after installing the cooling jacket, 

which can avoid the melt supercooling. Besides, the temperature of melt/crucible interface 

is higher, the oxygen may involve into the melt. 

4. The pull rate can be improved obviously, which can increase the productivity. 

5. With the increasing pull rate, the V/G ratio are higher than Ccritical=0.0013cm2/min K, 

therefore the satisfied single crystal quality can be obtained at high pull rate. 

6. The power consumption of the process is lower than before, which is the initial request of 

simulation. 

7. Case 3 shows a better results than case 2 since its lower power consumption and 

melt/crucible interface temperature. 
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Chapter 6  Further Work 

From the results we can see that after installing the cooling jacket, the melt/crucible interface 

temperature is higher than before. The reason for this may be that the bottom of cooling jacket 

is too closed to the melt surface. For the further work, as shown in we plan to set some insulation 

materials at the bottom of cooling jacket and compare the results with case 2 and case 3. 

 

 

  

Figure 39 cooling jacket with insulation at the bottom 
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