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## Abstract

This thesis considers in the first part the mathematical modelling of incompressible two-phase flow, in particular the calculation of interface curvatures and normal vectors with the level-set method. The main contribution is the development of two new numerical methods that enable a more robust calculation of the curvature and normal vectors in areas where the gradient of the level-set method is discontinuous.

Incompressible two-phase flow is in this thesis modelled by the NavierStokes equations with a singular source term at the interface between the phases. The singular source term leads to a set of interface jump conditions. These jump conditions are used in the ghost-fluid method to solve two-phase flow in a sharp manner. The interface position is captured and evolved in time with the level-set method. The NavierStokes equations for two-phase flow are solved with projection methods and discretized by finite differences in space and Runge-Kutta methods in time. The advective terms in the governing equations are discretized by a weighted essentially non-oscillatory scheme.

In the second part, the thesis considers the more general problem of solving partial-differential equations (PDEs) in complex geometries. An extension of a diffuse-domain method is presented, where the accuracy is improved by adding a correction term. The extension is derived for elliptic problems with Neumann and Robin boundary conditions. One of the advantages of the diffuse-domain methods is that they allow the use of standard tools and methods because they are based on solving PDEs reformulated in larger and regular domains.
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## Introduction

This thesis considers the mathematical modelling and numerical computation of two-phase flows. It focuses on developing more robust numerical methods to calculate the curvature and the normal vector of the interface between the two phases. In addition it considers a diffusedomain method for solving partial differential equations in complex geometries, and it derives an asymptotically second-order method for elliptic problems.

### 1.1. Background and motivation

Two-phase flows are particular examples of multiphase flows of gas and liquid with an interface that separates the two phases. In the pedantic sense, two-phase flow is flow of a single fluid that occurs as two different phases, for example steam and water. However, it is common to be more general, and in this thesis we use the term two-phase flow also for immiscible mixtures of different fluids, such as water and oil.

Two-phase flows are crucial to a large amount of processes, both in nature and in industry. Examples range from weather phenomena, such as rain drops falling through air, to industrial processes, for instance the separation of water from oil. In general, multiphase flow phenomena
influence any process where liquids and gases are involved. In the oil and gas industry, most processes are two-phase or multiphase flow processes. Needless to say, the understanding of these phenomena is fundamental in the development of new or improved processes.

Consider the international trade of liquefied natural gas (LNG), which is a particular branch of the oil and gas industry that has undergone an exceptional growth in the last decades. There is a strong focus both in Norway and internationally on producing LNG on large floaters (FLNG)*. There are a number of both environmental and economic advantages of such FLNG facilities. In particular, FLNG facilities would remove the need of long pipelines from the gas fields to the shore, there would be no requirement for compression units to pump the gas to the shore, and one would not need to construct onshore production facilities. This would significantly reduce the environmental footprint, and would help preserve marine and coastal environments. Since an FLNG facility can be moved to a new location when a field has been depleted, it would make it economically viable to open up new business opportunities to develop offshore gas fields that would otherwise remain stranded.

Moving the LNG production to an offshore facility presents a demanding set of challenges. A particular challenge is that the elements of a conventional LNG facility need to fit into an area roughly one quarter the original size. Heat exchangers are among the main challenges in the design and operation of LNG plants [24]. Compact and efficient heat exchangers are needed to obtain an energy efficient plant with low emissions. More optimized designs require more accurate tools for design and operation. Such tools can only come as a result of an improved physical understanding of the complex two-phase flows occurring in the heat exchangers. This can be achieved by more detailed mathematical modelling, together with dedicated laboratory observations, cf. [49].

[^0]
### 1.2. Overview of methods for two-phase flow simulations

In the following, a brief overview is given of different methods for modelling two-phase flows where the interface location is known. In particular, we focus on methods that handle the interface evolution. For more in-depth reviews, see for instance [14, 57, 59].
Interface propagation methods comprise a range of methods that are often categorised as either front tracking or front capturing. Front-tracking methods use Lagrangian particles to track the interface explicitly [69], while front-capturing methods use an Eulerian approach to capture the interface implicitly. Examples of the latter are volume-of-fluid methods [57, 70], phase-field methods [4, 26, 42], and level-set methods [53].
The main advantages of front-tracking methods are their inherent accuracy and that topological changes do not occur without explicit action. Hence, unphysical numerical reconnection does not occur. This means that if front tracking is used for the simulations of two drops that collide, these drops will not coalesce due to numerical reconnection or merging. However, the handling of topological changes are challenging, in particular in three dimensions [61]. Also, there are some issues of numerical instabilities, as discussed by Sethian [58] and Osher and Sethian [52].

The volume-of-fluid method utilizes a volume-fraction function whose values represent the characteristic function of one of the fluid domains. Its values are zero or one, except in those cells cut by the interface. A considerable advantage of the volume-of-fluid method is that it conserves the mass of both fluids well. However, the reconstruction of the interface from volume fractions is not simple, and computation of geometric quantities such as the interface curvature is not straightforward. Also, spurious bubbles and drops may be created, cf. [36].

The phase-field methods treat the interface in a diffuse manner, where the fluid properties, such as density and viscosity, change rapidly but smoothly across the interface. These methods typically solve the coupled Cahn-Hilliard/Navier-Stokes equations, where the Cahn-Hilliard equation is based on the free energy of an interface [10]. Through this energy formulation, one can model more advanced interface physics such as van der Waals interactions, electrostatic forces, and fluids with varying miscibilities. However, the phase-field methods require that one resolves
very small length scales at the interfaces. This poses a severe restriction on the applicability of phase-field methods for two-phase flow, where the length scales of the flow are generally much larger than those of the interface.

In this thesis, we have used the level-set method [52], which implicitly captures the interface as an isocontour of a function defined in the entire domain. The main motivation of this choice is both that the level-set method handles topological changes of evolving interfaces automatically, cf. Sethian and Smereka [59], and that it is relatively straightforward to implement.

It should be noted that the automatic handling of topological changes is not based on physical principles. For instance, when two interfaces approach each other and their distance becomes less than the spacing of the grid, the level-set method can no longer resolve both interfaces and so they are merged. An important consequence is that the level-set method does not model the physics involved in the coalescence process, and in particular in the smaller scales of the film-drainage process. This process involves a wide range of length scales, varying from the nanometer scale where van der Waals force are active to the length scales of the external flow. Some effort has been made to include the effects of the smaller scales in front-capturing methods, cf. [48, 71]. Recently, Kwakkel et al. [35] presented a level-set/volume-of-fluid method that is coupled with a film-drainage model that predicts if and when two colliding droplets will coalesce. To prevent the numerical coalescence, each droplet has its own locally defined level-set function.

The level-set method has been used to model several diverse phenomena, such as tumour growth [43, 44, 45], propagation of wildland fire [46], and computer RAM production [47]. For a good and thorough introduction to the level-set method, see [53].

A weakness of the level-set method is that it does not conserve the mass of the two fluids, in particular in areas of low resolution and/or high curvature. Different approaches have been developed to overcome this disadvantage, for example the conservative level-set method [50, 51], the particle level-set method [16], or the coupled level-set/volume-offluid method [65].

When we use the level-set method to capture the interface for immiscible and incompressible two-phase flow simulations, there will be a sharp
change in the density and viscosity across the interface. In this thesis we use the ghost-fluid method [17], which is a sharp-interface method where the jumps are included in the spatial discretizations in a sharp manner. An alternative method is the continuous surface-force method introduced by Brackbill et al. [8], where the density and the viscosity are smeared out across the interface through a smoothed Heaviside function.


Figure 1.1.: (a) Two drops in near contact. The dotted line marks a region where the derivative of the level-set function, $\varphi(x)$, is not defined. (b) A one-dimensional slice of the level-set function. The dots mark points where the derivative of $\varphi(x)$ is discontinuous.

### 1.3. Goal and contribution of the present thesis

The main goal of the PhD project has been to develop fundamental knowledge of two-phase flow phenomenon that are relevant for compact heat exchangers.

In order to do detailed theoretical studies of phenomena that are relevant for compact heat exchangers, we need to consider two-phase flows with mass and heat transfer in confined and complex geometries. One such relevant phenomenon is the drop-film collision process [76]. Even when restricted to isothermal and immiscible flows, this simple phenomenon remains a challenge. When the level-set method is used to capture the interface, one must be particularly careful about how one calculates the interface curvature and normal vector. For instance, when two drops are in near collision there is a kink region in the level-set function between the drops, where the gradient is discontinuous, see Figure 1.1. This discontinuity may lead to large errors in the curvature and the normal vector if it is not taken into account in the discretization stencils.

As a step towards computing two-phase flow simulations in confined geometries, the thesis has considered the diffuse-domain method [40]. This is a method where partial-differential equations in complex domains are extended into larger, regular domains with the use of diffuse approximations of the physical boundaries. The approximations converge asymptotically to the original problem when the width of the diffuse
boundary is reduced. With this method one can use standard numerical methods to solve equations that incorporate complex boundaries.

The main contributions of the present thesis are two new methods to calculate the curvature and normal vector in a robust manner with the level-set method. These methods are shown to yield more accurate calculations of drop-film and drop-drop collisions. The methods are compared with standard methods and with other methods from the literature.

In addition, the thesis presents an extension of a diffuse-domain method by a high-order correction term for the solution of elliptic problems in complex geometries. New analysis provided in the thesis improves the understanding of the diffuse-domain method, and the derived method is shown to be more accurate than the existing diffuse-domain method.

### 1.4. Outline of the thesis

The thesis is organised as follows: Chapter 2 gives a brief overview of the derivation of the governing equations for two-phase flow. It includes a consideration of the fluid-fluid interface conditions and the derivation of a simplified jump tensor for the viscous term at the interface.

Chapter 3 gives a detailed description of the numerical methods that are used to solve the two-phase flow equations. In particular, it describes the level-set method, which is used to capture the interfaces, projection methods that are used to solve the Navier-Stokes equations, and the spatial and temporal discretization schemes. At the end of the chapter, an overview of the novel discretization methods for the curvature and the normal vector is given.

Chapter 4 gives a short introduction to the diffuse-domain method for an elliptic problem with Neumann boundary conditions. It introduces the high-order correction term, and shows that the new method converges asymptotically with second-order to the original problem. The chapter presents new analysis that shows that the correction term is not necessary for second-order convergence.

In Chapter 5 the main results of the contributed papers A-E are summarized, and the author's contributions are highlighted. Finally,

Chapter 6 gives concluding remarks and provides an outlook for future work.

Full-text versions of the research papers A-E are provided in the Appendices at the end of the thesis.
"But it is just this characteristic of simplicity in the laws of nature hitherto discovered which it would be fallacious to generalize, for it is obvious that simplicity has been a part cause of their discovery, and can, therefore, give no ground for the supposition that other undiscovered laws are equally simple."
— Bertrand Russel (1872-1970)

## 2

## Governing equations for two-phase flow

In this chapter we will give a brief overview of the derivation of the governing equations for two-phase flow. We begin with a consideration of the Navier-Stokes equations for single-phase flow. We then introduce a singular surface-force term and derive the Navier-Stokes equations for two-phase flow. Finally, we use the Navier-Stokes equations for two-phase flow to derive jump conditions at the interface between the phases.

### 2.1. The Navier-Stokes equations for single-phase flow

The following is a brief derivation of the Navier-Stokes equations for single-phase flows. For a more thorough derivation of these equations, see for instance Aris [ $5, \S 4$ and $\S 5$ ] or White [73, Chapter 4].

We consider a single-phase, viscous flow in some domain $\Omega$ with boundary $\partial \Omega$. When temperature effects are neglected the flow is described by the Cauchy equation

$$
\begin{equation*}
\rho\left(\frac{\partial u}{\partial t}+u \cdot \nabla u\right)=\nabla \cdot T+\rho f \tag{2.1}
\end{equation*}
$$

and the mass conservation equation,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho u)=0 \tag{2.2}
\end{equation*}
$$

Here $\rho$ is the fluid density, $\boldsymbol{u}$ is the flow velocity, $t$ is time, $\boldsymbol{T}$ is the stress tensor, $f$ denotes body forces, and $\nabla$ is used to denote the gradient and divergence operators. The stress tensor for Newtonian fluids with zero bulk viscosity is

$$
\begin{equation*}
\boldsymbol{T}=-p \mathbf{I}+2 \mu \boldsymbol{D}-\frac{2}{3} \mu(\operatorname{tr} \boldsymbol{D}) \boldsymbol{I} \tag{2.3}
\end{equation*}
$$

where $p$ is the pressure, $\boldsymbol{I}$ is the identity tensor, $\mu$ is the dynamic viscosity, and $\operatorname{tr} \boldsymbol{D}$ denotes the trace of the strain-rate tensor $\boldsymbol{D}$,

$$
\begin{equation*}
\boldsymbol{D}=\frac{1}{2}\left(\boldsymbol{\nabla} \boldsymbol{u}+(\boldsymbol{\nabla} \boldsymbol{u})^{T}\right) \tag{2.4}
\end{equation*}
$$

For incompressible flow, the mass-conservation equation reduces to

$$
\begin{equation*}
\nabla \cdot u=0 \tag{2.5}
\end{equation*}
$$

that is, the velocity field must be divergence free. If we further assume that the viscosity is constant, then it follows that the divergence of the stress tensor reduces to

$$
\begin{equation*}
\nabla \cdot T=-\nabla p+\mu \Delta u \tag{2.6}
\end{equation*}
$$

and so the Cauchy equation (2.1) becomes

$$
\begin{equation*}
\rho\left(\frac{\partial u}{\partial t}+\boldsymbol{u} \cdot \nabla \boldsymbol{u}\right)=-\nabla p+\mu \Delta u+\rho f \tag{2.7}
\end{equation*}
$$

Equations (2.5) and (2.7) are the incompressible Navier-Stokes equations for single-phase flow with constant viscosity.

### 2.2. The Navier-Stokes equations for two-phase flow

We now consider an immiscible two-phase flow of two Newtonian fluids, each with its own viscosity and density. We let $\Omega_{1}$ and $\Omega_{2}$ denote the domains occupied by fluid 1 and fluid 2 , respectively, and let the


Figure 2.1.: An illustration of a two-phase flow domain. The interface $\Gamma$ separates the two phases $\Omega_{1}$ and $\Omega_{2}$.
interface between the fluids be denoted by $\Gamma$. Then $\Omega=\Omega_{1} \cup \Omega_{2}$ and $\partial \Omega=\left(\partial \Omega_{1} \cup \partial \Omega_{2}\right) \backslash \Gamma$ are the fluid domain and its boundary, respectively. See Figure 2.1 for an illustration of a two-phase flow domain.

The extension of the single-phase model to account for two fluids can be made by adding a singular surface-force term to represent the effects of surface tension between the fluids. We assume that the surface tension is constant, in which case the singular surface force can be defined as

$$
\begin{equation*}
f_{s}(x, t)=\int_{\Gamma} \sigma \kappa n \delta\left(x-\boldsymbol{x}_{I}(s)\right) \mathrm{d} s \tag{2.8}
\end{equation*}
$$

where $\sigma$ is the surface tension, $\kappa$ is the local curvature, $\boldsymbol{n}$ is the normal vector, $\delta$ is the Dirac delta function, and $x_{I}(s)$ is a parametrisation of the interface. Thus the Navier-Stokes equations for immiscible and incompressible two-phase flow are

$$
\begin{align*}
\nabla \cdot u & =0  \tag{2.9}\\
\rho\left(\frac{\partial u}{\partial t}+u \cdot \nabla u\right) & =-\nabla p+\mu \Delta u+\rho f+f_{s} . \tag{2.10}
\end{align*}
$$

### 2.3. Fluid-fluid interface conditions

The surface-tension force and the jump in viscosity and density across the interface $\Gamma$ lead to a set of interface conditions that must be satis-
fied along the interface $\Gamma$. The following is a brief derivation of these conditions.

First, we only consider flows where there is no mass transfer, which implies that

$$
\begin{equation*}
\llbracket u \rrbracket \cdot \boldsymbol{n}=0 \tag{2.11}
\end{equation*}
$$

where $\llbracket \cdot \rrbracket$ denotes the jump at the interface, for instance $\llbracket \mu \rrbracket=\mu_{2}-\mu_{1}$. Further, for viscous flows there is no slip at the interface, and thus the tangential velocity component of the two fluids must be equal at the interface,

$$
\begin{equation*}
\llbracket u \rrbracket \cdot \boldsymbol{t}=0 \tag{2.12}
\end{equation*}
$$

It follows that

$$
\begin{align*}
\llbracket u \rrbracket & =0  \tag{2.13}\\
\llbracket \nabla \boldsymbol{u} \rrbracket \cdot \boldsymbol{t} & =0 \tag{2.14}
\end{align*}
$$

The latter is a direct consequence of the former. Both fluids are incompressible, which gives the trivial identity $\llbracket \boldsymbol{\nabla} \cdot \boldsymbol{u} \rrbracket=0$. If we use the identity

$$
\begin{equation*}
\nabla \cdot u=n \cdot \nabla u \cdot n+t \cdot \nabla u \cdot t \tag{2.15}
\end{equation*}
$$

together with (2.14) we get

$$
\begin{equation*}
n \cdot \llbracket \nabla u \rrbracket \cdot n=0 \tag{2.16}
\end{equation*}
$$

which means that the normal component of the normal derivative of the velocity field is continuous across the interface. Note that in (2.15) and in similar expressions in the following, the nabla operator is only applied to $u$, not the normal and tangential vectors that follow.

Next, we consider the conservation of momentum. We define a control volume

$$
\begin{equation*}
\Omega_{\epsilon}=\left\{x \in \Omega: \min _{x_{I} \in \Gamma}\left|x-x_{I}\right| \leq \epsilon\right\} \tag{2.17}
\end{equation*}
$$

where $\epsilon>0$, see Figure 2.2. We then integrate the Cauchy equation (2.1) with the added singular surface-force term over the domain $\Omega_{\epsilon}$,

$$
\begin{align*}
\int_{\Omega_{\epsilon}} \rho \frac{\mathrm{D} u}{\mathrm{D} t} \mathrm{~d} x=\int_{\Omega_{\epsilon}} \nabla \cdot T \mathrm{~d} x+ & \int_{\Omega_{\epsilon}} \rho f \mathrm{~d} x \\
& +\int_{\Omega_{\epsilon}} \int_{\Gamma} \sigma \kappa n \delta\left(x-x_{I}(s)\right) \mathrm{d} s \mathrm{~d} x \tag{2.18}
\end{align*}
$$



Figure 2.2.: A sketch of the control volume $\Omega_{\epsilon}$ that covers the interface, $\Gamma$.

Here $\mathrm{D} \boldsymbol{u} / \mathrm{D} t=\partial \boldsymbol{u} / \partial t+\boldsymbol{u} \cdot \boldsymbol{\nabla} \boldsymbol{u}$ denotes the convective derivative. Now we apply the Gauss theorem and change the order of integration in the last term to obtain

$$
\begin{equation*}
\int_{\Omega_{\varepsilon}} \rho \frac{\mathrm{D} \boldsymbol{u}}{\mathrm{D} t} \mathrm{~d} \boldsymbol{x}=\int_{\partial \Omega_{\epsilon}} \boldsymbol{T} \cdot \boldsymbol{n} \mathrm{d} s+\int_{\Omega_{\varepsilon}} \rho \boldsymbol{f} \mathrm{d} \boldsymbol{x}+\int_{\Gamma} \sigma \kappa n \mathrm{~d} s . \tag{2.19}
\end{equation*}
$$

If we let $\epsilon$ go to zero, the left-hand side and the second term on the right-hand side vanish, and we get

$$
\begin{equation*}
0=\int_{\Gamma}(\llbracket \boldsymbol{T} \rrbracket \cdot \boldsymbol{n}+\sigma \kappa \boldsymbol{n}) \mathrm{d} s . \tag{2.20}
\end{equation*}
$$

Since the derivation above is also valid for any subset of $\Omega_{\epsilon}$ containing a part of $\Gamma$, (2.20) must hold for any part of $\Gamma$. Therefore

$$
\begin{equation*}
0=\llbracket T \rrbracket \cdot \boldsymbol{n}+\sigma \kappa n . \tag{2.21}
\end{equation*}
$$

With $\boldsymbol{T}=-p \boldsymbol{I}+2 \mu \boldsymbol{D}$ we finally get the interface condition for the stresses,

$$
\begin{equation*}
\llbracket p \rrbracket n-\llbracket 2 \mu D \rrbracket \cdot n=\sigma \kappa n . \tag{2.22}
\end{equation*}
$$

The surface tension force is seen to introduce a discontinuity in the normal stresses across the interface. The tangential stresses are continuous.

### 2.4. Interface conditions for the pressure and the viscous term

The previous section gave a brief derivation of the interface conditions for immiscible and incompressible two-phase flow without mass transfer. In order to use these conditions for the discretization of the Navier-Stokes equations (2.9) and (2.10), we need to rewrite them into a more suitable form. In particular, we want to find explicit expressions for the jump in the pressure $\llbracket p \rrbracket$ and the viscous term $\llbracket \mu \nabla \boldsymbol{u} \rrbracket$. The following derivation is based on [22] and [30].

First, a jump condition for the pressure is obtained by taking the inner product of (2.22) with the normal vector $n$,

$$
\begin{equation*}
\llbracket p \rrbracket=\boldsymbol{n} \cdot \llbracket 2 \mu \boldsymbol{D} \rrbracket \cdot \boldsymbol{n}+\sigma \kappa=2 \llbracket \mu \rrbracket \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{n}+\sigma \kappa \tag{2.23}
\end{equation*}
$$

where (2.16) was used for the second equality.
To find the jump in the viscous term, it is first decomposed into an interface normal coordinate system as

$$
\begin{align*}
\llbracket \mu \nabla \boldsymbol{u} \rrbracket= & (\boldsymbol{n} \cdot \llbracket \mu \nabla \boldsymbol{u} \rrbracket \cdot \boldsymbol{n}) \boldsymbol{n} \otimes \boldsymbol{n}+(\boldsymbol{t} \cdot \llbracket \mu \nabla \boldsymbol{u} \rrbracket \cdot \boldsymbol{t}) \boldsymbol{t} \otimes \boldsymbol{t} \\
& +(\boldsymbol{n} \cdot \llbracket \mu \nabla \boldsymbol{u} \rrbracket \cdot \boldsymbol{t}) \boldsymbol{n} \otimes \boldsymbol{t}+(\boldsymbol{t} \cdot \llbracket \mu \boldsymbol{u} \rrbracket \cdot \boldsymbol{n}) \boldsymbol{t} \otimes \boldsymbol{n} \tag{2.24}
\end{align*}
$$

where $\otimes$ denotes the dyadic product. We already showed that $\llbracket \boldsymbol{\nabla} \boldsymbol{u} \rrbracket \cdot \boldsymbol{t}=$ 0 and $n \cdot \llbracket \nabla \boldsymbol{u} \rrbracket \cdot \boldsymbol{n}=0$, cf. (2.14) and (2.16), which gives

$$
\begin{align*}
\boldsymbol{n} \cdot \llbracket \mu \boldsymbol{\nabla} \boldsymbol{u} \rrbracket \cdot \boldsymbol{n} & =\llbracket \mu \rrbracket \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{n},  \tag{2.25}\\
\boldsymbol{t} \cdot \llbracket \mu \boldsymbol{\nabla} \boldsymbol{u} \rrbracket \cdot \boldsymbol{t} & =\llbracket \mu \rrbracket \boldsymbol{t} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t},  \tag{2.26}\\
\boldsymbol{n} \cdot \llbracket \mu \boldsymbol{\nabla} \boldsymbol{u} \rrbracket \cdot \boldsymbol{t} & =\llbracket \mu \rrbracket \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t} . \tag{2.27}
\end{align*}
$$

We then take the inner product of (2.22) with $t$, which gives

$$
\begin{equation*}
\boldsymbol{t} \cdot \llbracket \mu\left(\boldsymbol{\nabla} \boldsymbol{u}+(\boldsymbol{\nabla} \boldsymbol{u})^{T}\right) \rrbracket \cdot \boldsymbol{n}=\boldsymbol{t} \cdot \llbracket \mu \boldsymbol{\nabla} \boldsymbol{u} \rrbracket \cdot \boldsymbol{n}+\llbracket \mu \rrbracket \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}=0 \tag{2.28}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{t} \cdot \llbracket \mu \nabla \boldsymbol{u} \rrbracket \cdot \boldsymbol{n}=-\llbracket \mu \rrbracket \boldsymbol{n} \cdot \nabla \boldsymbol{u} \cdot \boldsymbol{t} \tag{2.29}
\end{equation*}
$$

The jump in the viscous term becomes

$$
\begin{align*}
& \llbracket \mu \nabla \boldsymbol{u} \rrbracket=\llbracket \mu \rrbracket((\boldsymbol{n} \cdot \nabla \boldsymbol{u} \cdot \boldsymbol{n}) \boldsymbol{n} \otimes \boldsymbol{n}+(\boldsymbol{n} \cdot \nabla \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{n} \otimes \boldsymbol{t} \\
&\quad-(\boldsymbol{n} \cdot \nabla \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{t} \otimes \boldsymbol{n}+(\boldsymbol{t} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{t} \otimes \boldsymbol{t}) . \tag{2.30}
\end{align*}
$$

This can be simplified further by noting that

$$
\begin{equation*}
(\boldsymbol{\nabla} \boldsymbol{u} \cdot t) \otimes \boldsymbol{t}=(\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{n} \otimes \boldsymbol{t}+(\boldsymbol{t} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{t} \otimes \boldsymbol{t} \tag{2.31}
\end{equation*}
$$

Thus we obtain the expression for the jump in the viscous term that has been used in the present work,

$$
\begin{align*}
\llbracket \mu \nabla \boldsymbol{u} \rrbracket=\llbracket \mu \rrbracket((\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{n}) \boldsymbol{n} \otimes \boldsymbol{n}-(\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) & \boldsymbol{t} \otimes \boldsymbol{n} \\
+ & (\boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \otimes \boldsymbol{t}) . \tag{2.32}
\end{align*}
$$

### 2.5. Summary

This chapter has given a brief derivation of the immiscible and incompressible Navier-Stokes equations for two-phase flow (2.9) and (2.10), where the viscosity is assumed constant in each phase. The effect of surface tension is included as a singular source term.

Fluid-fluid interface conditions have been discussed, and it has been shown how the singular source term and a jump in viscosity lead to a set of interface jump conditions for the pressure (2.23) and the viscous term (2.32).
"As long as you recognize your sinful ways, correct your behaviour and adopt the right method and the right step size, your misdemeanours will be forgiven and your solution will prosper."

- Arieh Iserles (1947)


## ?

## Numerical methods

This chapter describes the numerical methods that have been used in this thesis to solve the Navier-Stokes equations for two-phase flow. First, a brief introduction to the level-set method is given, which is followed by an outline of the two projection methods that have been used to solve the Navier-Stokes equations. The spatial and temporal discretization methods are then summarized, and at the end of the chapter the new methods to calculate the curvature and the normal vectors are presented.

### 3.1. The level-set method

In order to solve the Navier-Stokes equations for two-phase flow, we need to know the location of the interface. The level-set method proposed by Osher and Sethian [52] allows us to capture the interface location as the zero level set of the level-set function $\varphi(x, t)$. The level-set function is typically defined as a signed-distance function,

$$
\varphi(x, t)= \begin{cases}d(x, t) & \text { if } x \in \Omega_{2},  \tag{3.1}\\ -d(x, t) & \text { if } x \in \Omega_{1},\end{cases}
$$

where $d(x, t)$ is the shortest distance to the interface $\Gamma$,

$$
\begin{equation*}
d(x, t)=\min _{x_{I} \in \Gamma}\left|x-x_{I}\right| . \tag{3.2}
\end{equation*}
$$

Thus the interface can be defined implicitly as

$$
\begin{equation*}
\Gamma(t)=\{\boldsymbol{x} \in \Omega: \varphi(x, t)=0\}, \quad t \in \mathbb{R}^{+} . \tag{3.3}
\end{equation*}
$$

The position of the interface is updated by solving an advection equation for $\varphi$,

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}+\hat{\boldsymbol{u}} \cdot \nabla \varphi=0 \tag{3.4}
\end{equation*}
$$

where $\hat{u}$ is the velocity at the interface extended to the entire domain. We extend the interface velocity through solving a velocity-extrapolation equation,

$$
\begin{equation*}
\frac{\partial \hat{u}}{\partial \tau}+S(\varphi) \boldsymbol{n} \cdot \nabla \hat{u}=0, \quad \hat{\boldsymbol{u}}_{\tau=0}=\boldsymbol{u} \tag{3.5}
\end{equation*}
$$

to steady state, cf. [2,78]. Here $\tau$ is a pseudo-time and $S$ is a smeared sign function which is equal to zero at the interface,

$$
\begin{equation*}
S(\varphi)=\frac{\varphi}{\sqrt{\varphi^{2}+2 \Delta x^{2}}} . \tag{3.6}
\end{equation*}
$$

When we solve the level-set equation (3.4), the non-uniform advection will distort the signed-distance property of the level-set function, and numerical dissipation error adds to this distortion. The level-set function is therefore reinitialized regularly by solving

$$
\begin{align*}
\frac{\partial \varphi}{\partial \tau}+S\left(\varphi_{0}\right)(|\nabla \varphi|-1) & =0,  \tag{3.7}\\
\varphi(x, 0) & =\varphi_{0}(x),
\end{align*}
$$

to steady state as proposed by Sussman et al. [64]. The level-set function just before initialization is used as the initial condition $\varphi_{0}$.

The level-set equations (3.4), (3.5), and (3.7) are discretized in time and space as described in the following sections. The method presented by Adalsteinsson and Sethian [1] is used to improve the computational speed. The method is often called the narrow-band method, since the
level-set function is only updated in a narrow band across the interface at each time step.

One of the advantages of the level-set method is that normal vectors and curvatures can be readily calculated from the level-set function, that is,

$$
\begin{align*}
& n=\frac{\boldsymbol{\nabla} \varphi}{|\nabla \varphi|^{\prime}}  \tag{3.8}\\
& \kappa=\boldsymbol{\nabla} \cdot\left(\frac{\boldsymbol{\nabla} \varphi}{|\nabla \varphi|}\right) . \tag{3.9}
\end{align*}
$$

### 3.2. Projection methods

We have employed two different projection methods in this thesis to solve the incompressible Navier-Stokes equations for two-phase flow (2.9) and (2.10). Papers A, B, and C used the direct projection scheme 1 (DP1) [22], and Paper D used the more standard Chorin projection method [12].

The projection methods are a family of methods for the solution of the incompressible Navier-Stokes equations that are based on the HelmholtzHodge theorem. This theorem states that an arbitrary vector field can be decomposed into a divergence-free part and a rotation-free part. That is, any vector field $a$ can be written as

$$
\begin{equation*}
\boldsymbol{a}=\boldsymbol{a}^{\prime}+\nabla \psi, \tag{3.10}
\end{equation*}
$$

where $\boldsymbol{a}^{\prime}$ is a vector with $\boldsymbol{\nabla} \cdot \boldsymbol{a}^{\prime}=0$ and $\psi$ is a scalar potential. The proof of this theorem can be found in for instance [ $5, \S 3.44$ ] or [11].

### 3.2.1. The direct projection scheme 1

The DP1 was developed by Hansen [22] and is based on a direct application of the Helmholtz-Hodge theorem. We assume that the velocity $u$ is sufficiently smooth, and then rewrite (2.7) to get

$$
\begin{equation*}
\frac{\partial u}{\partial t}=w-\frac{\nabla p}{\rho}, \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
w=-(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{u}+v \boldsymbol{\nabla}^{2} \boldsymbol{u}+f \tag{3.12}
\end{equation*}
$$

The divergence of (3.11) yields a Poisson equation for the pressure,

$$
\begin{equation*}
\nabla \cdot\left(\frac{\nabla p}{\rho}\right)=\nabla \cdot w \tag{3.13}
\end{equation*}
$$

The DP1 scheme follows from a direct numerical discretization of the above equations. First, $w$ is calculated with (3.12). Then the pressure is found by solving the Poisson equation (3.13). Finally, an Euler step is used to solve (3.11), that is,

$$
\begin{equation*}
u^{n+1}=u^{n}+\Delta t\left(w-\frac{\nabla p}{\rho}\right) \tag{3.14}
\end{equation*}
$$

### 3.2.2. The Chorin projection method

The Chorin projection method was presented by Chorin [12], and is today one of the standard methods for solving the Navier-Stokes equations, e.g. [72]. The method is briefly presented in the following.

Let $\Delta t$ be the time step, and consider the discretization of the momentum equation (2.7) with the forward Euler method,

$$
\begin{equation*}
\frac{\boldsymbol{u}^{n+1}-\boldsymbol{u}^{n}}{\Delta t}=-\boldsymbol{u}^{n} \cdot \boldsymbol{\nabla} \boldsymbol{u}^{n}-\frac{\nabla p^{n+1}}{\rho}+\frac{\mu}{\rho} \boldsymbol{\Delta} \boldsymbol{u}^{n}+f \tag{3.15}
\end{equation*}
$$

where $\boldsymbol{u}^{n} \equiv \boldsymbol{u}(\boldsymbol{x}, n \Delta t)$ and $p^{n} \equiv p(\boldsymbol{x}, n \Delta t)$ are assumed known at time level $n$. Note that the pressure gradient is evaluated at time level $n+1$. Next, to solve (3.15) in two steps, we introduce the intermediate velocity field $\boldsymbol{u}^{\star}$,

$$
\begin{equation*}
\frac{\boldsymbol{u}^{n+1}-\boldsymbol{u}^{\star}+\boldsymbol{u}^{\star}-\boldsymbol{u}^{n}}{\Delta t}=-\boldsymbol{u}^{n} \cdot \nabla \boldsymbol{u}^{n}-\frac{\boldsymbol{\nabla} p^{n+1}}{\rho}+\frac{\mu}{\rho} \boldsymbol{\Delta} \boldsymbol{u}^{n}+f \tag{3.16}
\end{equation*}
$$

which is chosen such that

$$
\begin{align*}
\frac{\boldsymbol{u}^{\star}-\boldsymbol{u}^{n}}{\Delta t} & =-\boldsymbol{u}^{n} \cdot \nabla \boldsymbol{u}^{n}+\frac{\mu}{\rho} \Delta \boldsymbol{u}^{n}+f  \tag{3.17}\\
\frac{\boldsymbol{u}^{n+1}-\boldsymbol{u}^{\star}}{\Delta t} & =-\frac{\nabla p^{n+1}}{\rho} \tag{3.18}
\end{align*}
$$

From (3.17) we get an explicit expression for $\boldsymbol{u}^{\star}$,

$$
\begin{equation*}
\boldsymbol{u}^{\star}=\boldsymbol{u}^{n}+\Delta t\left(-\boldsymbol{u}^{n} \cdot \nabla \boldsymbol{u}^{n}+\frac{\mu}{\rho} \Delta \boldsymbol{u}^{n}+f\right) . \tag{3.19}
\end{equation*}
$$

Next, the divergence of (3.18) and $\boldsymbol{\nabla} \cdot \boldsymbol{u}^{n+1}=0$ yields a Poisson equation for the pressure,

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\frac{\boldsymbol{\nabla} p^{n+1}}{\rho}\right)=\frac{\boldsymbol{\nabla} \cdot \boldsymbol{u}^{\star}}{\Delta t} \tag{3.20}
\end{equation*}
$$

Finally, we obtain for (3.18)

$$
\begin{equation*}
\boldsymbol{u}^{n+1}=\boldsymbol{u}^{\star}-\Delta t \frac{\boldsymbol{\nabla} p^{n+1}}{\rho} \tag{3.21}
\end{equation*}
$$

### 3.3. Spatial discretization

The governing equations (2.9), (2.10), (3.4), (3.5), and (3.7) are discretized on a staggered grid [23], where the scalar values are located at the cell centres and the vector values are located at the cell edges, see Figure 3.1. The domain boundary coincides with cell edges, and the fixed grid spacing is $\Delta x$ in the $x$ direction and $\Delta y$ in the $y$ direction.

The $x$ - and $y$-derivatives, divergence, and Laplacian operators are discretized by the second-order central-difference scheme,

$$
\begin{align*}
\left.G_{x} p\right|_{i+\frac{1}{2}, j} & =\frac{p_{i+1, j}-p_{i, j}}{\Delta x}  \tag{3.22}\\
\left.G_{y} p\right|_{i, j+\frac{1}{2}} & =\frac{p_{i, j+1}-p_{i, j}}{\Delta y},  \tag{3.23}\\
\left.\boldsymbol{D} \cdot \boldsymbol{u}\right|_{i, j} & =\frac{u_{i+1 / 2, j}-u_{i-1 / 2, j}}{\Delta x}+\frac{v_{i, j+1 / 2}-v_{i, j-1 / 2}}{\Delta y}  \tag{3.24}\\
\left.L p\right|_{i, j} & =\frac{p_{i+1, j}-2 p_{i, j}+p_{i-1, j}}{(\Delta x)^{2}}+\frac{p_{i, j+1}-2 p_{i, j}+p_{i, j-1}}{(\Delta y)^{2}} \tag{3.25}
\end{align*}
$$

respectively. Here $u=(u, v)$ is a vector and $p$ is a scalar. Note that the gradient of a scalar is a vector and has values located at the cell edges. These definitions are consistent with the staggered grid, since the gradient returns a vector with components defined on the cell faces, while the divergence and the Laplacian returns a scalar defined at the cell centres.


Figure 3.1.: An illustration of a small part of a uniform staggered grid, where the fixed grid spacings $\Delta x$ and $\Delta y$ are indicated. The scalar values are stored at the cell centres (filled circles), the $x$-component of the vector values is stored at the cell edges $\left(i+\frac{1}{2}, j\right)$ (filled squares), and the $y$-component of the vector values is stored at the cell edges $\left(i, j+\frac{1}{2}\right)$ (open squares).

### 3.3.1. Advective terms

The advective terms, $\boldsymbol{u} \cdot \boldsymbol{\nabla} \boldsymbol{u}$ in the momentum equation (2.10) and $\hat{\boldsymbol{u}} \cdot \nabla \varphi$ in the level-set equation (3.4), and the normal derivative $\boldsymbol{n} \cdot \nabla \hat{u}$ in the velocity-extrapolation equation (3.5) are discretized with the weighted essentially non-oscillatory (WENO) scheme, cf. [17] and [28]. The WENO scheme is a high-order upwind scheme that is fifth-order accurate in smooth regions. In nonsmooth regions the accuracy is reduced to a minimum of third order. The following is a brief outline of the WENO scheme.

First, when we calculate the advective term for the velocity, the vector components are required on all cell edges. That is, we must interpolate the $x$-component of the velocity to the location of the $y$-component of
the velocity and vice versa. To do this we use a linear interpolation,

$$
\begin{align*}
& u_{i, j+\frac{1}{2}}=\frac{1}{4}\left(u_{i-\frac{1}{2}, j}+u_{i-\frac{1}{2}, j+1}+u_{i+\frac{1}{2}, j+1}+u_{i+\frac{1}{2}, j}\right)  \tag{3.26}\\
& v_{i+\frac{1}{2}, j}=\frac{1}{4}\left(v_{i, j-\frac{1}{2}}+v_{i+1, j-\frac{1}{2}}+v_{i+1, j+\frac{1}{2}}+v_{i, j+\frac{1}{2}}\right) \tag{3.27}
\end{align*}
$$

Similarly, when we calculate the advective term for the level-set function $\varphi$, we first interpolate the velocity to the scalar grid,

$$
\begin{align*}
& u_{i, j}=\frac{1}{2}\left(u_{i+\frac{1}{2}, j}+u_{i-\frac{1}{2}, j}\right)  \tag{3.28}\\
& v_{i, j}=\frac{1}{2}\left(v_{i, j+\frac{1}{2}}+v_{i, j-\frac{1}{2}}\right) . \tag{3.29}
\end{align*}
$$

We now consider the WENO scheme for the advective operator in 1D at the point $x_{i+\frac{1}{2}}$. The scheme extends naturally to higher dimensions. First, if $u_{i+\frac{1}{2}}=0$, then

$$
\begin{equation*}
\left.u \frac{\partial u}{\partial x}\right|_{i+\frac{1}{2}}=0 \tag{3.30}
\end{equation*}
$$

Otherwise we need to calculate a set of five differences that depend on the upwind direction. The differences are denoted $\Delta v_{k}$ for $k=1, \ldots, 5$. If $u_{i+\frac{1}{2}}>0$, then we calculate

$$
\begin{equation*}
\Delta v_{k}=\frac{u_{i+\frac{2 k-5}{2}}-u_{i+\frac{2 k-7}{2}}}{\Delta x} . \tag{3.31}
\end{equation*}
$$

Otherwise if $u_{i+\frac{1}{2}}<0$, we calculate

$$
\begin{equation*}
\Delta v_{k}=\frac{u_{i-\frac{2 k-9}{2}}-u_{i-\frac{2 k-7}{2}}}{\Delta x} . \tag{3.32}
\end{equation*}
$$

Next we calculate expressions for the smoothness of three substencils,

$$
\begin{align*}
& S_{1}=\frac{13}{12}\left(\Delta v_{1}-2 \Delta v_{2}+\Delta v_{3}\right)^{2}+\frac{1}{4}\left(\Delta v_{1}-4 \Delta v_{2}+3 \Delta v_{3}\right)^{2}  \tag{3.33}\\
& S_{2}=\frac{13}{12}\left(\Delta v_{2}-2 \Delta v_{3}+\Delta v_{4}\right)^{2}+\frac{1}{4}\left(\Delta v_{2}-\Delta v_{4}\right)^{2}  \tag{3.34}\\
& S_{3}=\frac{13}{12}\left(\Delta v_{3}-2 \Delta v_{4}+\Delta v_{5}\right)^{2}+\frac{1}{4}\left(3 \Delta v_{3}-4 \Delta v_{4}+\Delta v_{5}\right)^{2} \tag{3.35}
\end{align*}
$$

where a small $S$ indicates a smooth substencil. These smoothness factors are then used to compute weights for the substencils,

$$
\begin{equation*}
w_{k}=\frac{b_{k}}{b_{1}+b_{2}+b_{3}} \tag{3.36}
\end{equation*}
$$

for $k=1,2,3$, where

$$
\begin{equation*}
b_{1}=\frac{1}{10} \frac{1}{\left(\epsilon+S_{1}\right)^{2}}, \quad b_{2}=\frac{6}{10} \frac{1}{\left(\epsilon+S_{2}\right)^{2}}, \quad b_{3}=\frac{3}{10} \frac{1}{\left(\epsilon+S_{3}\right)^{2}} \tag{3.37}
\end{equation*}
$$

Here $\epsilon$ is a regularization parameter that is used to avoid division by zero. We have used $\epsilon=10^{-6}$ in this work. Finally, the WENO scheme for the gradient becomes

$$
\begin{align*}
\left.\frac{\partial u}{\partial x}\right|_{i+\frac{1}{2}} \simeq w_{1}\left(\frac{1}{3} \Delta v_{1}-\frac{7}{6} \Delta v_{2}\right. & \left.+\frac{11}{6} \Delta v_{3}\right) \\
+w_{2}\left(-\frac{1}{6} \Delta v_{2}\right. & \left.+\frac{5}{6} \Delta v_{3}+\frac{1}{3} \Delta v_{4}\right) \\
& +w_{3}\left(\frac{1}{3} \Delta v_{3}+\frac{5}{6} \Delta v_{4}-\frac{1}{6} \Delta v_{5}\right) \tag{3.38}
\end{align*}
$$

### 3.3.2. The viscous term

The viscous term $\mu \Delta u$ in the Navier-Stokes equations is discretized by standard second-order central differences using the ghost-fluid method (GFM) [17, 30, 41]. This method includes the jump in the viscous term at the interface (2.32) in the discretization stencil in a sharp manner.

In the following we present the GFM scheme in the one-dimensional case. The extension to higher dimensions is straightforward. In order to simplify the notation, we omit the half indices and let $k \equiv i+\frac{1}{2}$. Further, we consider a general case where

$$
\begin{equation*}
\llbracket u \rrbracket=a_{\Gamma}, \quad \llbracket \mu \frac{\partial u}{\partial x} \rrbracket=b_{\Gamma} . \tag{3.39}
\end{equation*}
$$

For the viscous term, $a_{\Gamma}=0$, cf. (2.13), and $b_{\Gamma}$ is given by the jump tensor (2.32). The jump tensor is calculated at the cell centres near the interface with the second-order central-difference scheme. It is then
interpolated linearly to the cell edges, from where it is again interpolated linearly to the interface when needed.

If the interface does not cross the stencil, then the GFM scheme reduces to the standard second-order central-difference stencil. Else there are four stencils, depending on the location of the interface. One such interface configuration is sketched in Figure 3.2. In all the stencils, $\theta$ is defined as the relative distance from the interface to the node on the left, for instance

$$
\begin{equation*}
\theta=\frac{\left|\varphi_{k}\right|}{\left|\varphi_{k}\right|+\left|\varphi_{k+1}\right|} \tag{3.40}
\end{equation*}
$$

where $\varphi_{k}$ and $\varphi_{k+1}$ are the level-set function values linearly interpolated to the vector grid. The four stencils are given below, where $h \equiv \Delta x$.

1. Phase 1 is to the left and interface lies between $k$ and $k+1$ :

$$
\begin{align*}
\left.\frac{\partial}{\partial x}\left(\mu \frac{\partial u}{\partial x}\right)\right|_{x_{k}}= & \frac{\hat{\mu}\left(u_{k+1}-u_{k}\right)-\mu_{1}\left(u_{k}-u_{k-1}\right)}{h^{2}}  \tag{3.41}\\
& -\frac{\hat{\mu} a_{\Gamma}}{h^{2}}-\frac{\hat{\mu} b_{\Gamma}(1-\theta)}{\mu_{2} h} \\
\hat{\mu}= & \frac{\mu_{1} \mu_{2}}{\theta \mu_{2}+(1-\theta) \mu_{1}} \tag{3.42}
\end{align*}
$$

2. Phase 1 is to the left and interface lies between $k-1$ and $k$ :

$$
\begin{align*}
\left.\frac{\partial}{\partial x}\left(\mu \frac{\partial u}{\partial x}\right)\right|_{x_{k}}= & \frac{\mu_{2}\left(u_{k+1}-u_{k}\right)-\hat{\mu}\left(u_{k}-u_{k-1}\right)}{h^{2}}  \tag{3.43}\\
& +\frac{\hat{\mu} a_{\Gamma}}{h^{2}}-\frac{\hat{\mu} b_{\Gamma} \theta}{\mu_{1} h} \\
\hat{\mu}= & \frac{\mu_{1} \mu_{2}}{\theta \mu_{2}+(1-\theta) \mu_{1}} . \tag{3.44}
\end{align*}
$$

3. Phase 2 is to the left and interface lies between $k$ and $k+1$ :

$$
\begin{align*}
\left.\frac{\partial}{\partial x}\left(\mu \frac{\partial u}{\partial x}\right)\right|_{x_{k}}= & \frac{\hat{\mu}\left(u_{k+1}-u_{k}\right)-\mu_{2}\left(u_{k}-u_{k-1}\right)}{h^{2}} \\
& +\frac{\hat{\mu} a_{\Gamma}}{h^{2}}+\frac{\hat{\mu} b_{\Gamma}(1-\theta)}{\mu_{1} h}  \tag{3.45}\\
\hat{\mu}= & \frac{\mu_{1} \mu_{2}}{\theta \mu_{1}+(1-\theta) \mu_{2}} . \tag{3.46}
\end{align*}
$$



Figure 3.2.: One-dimensional case where the interface $\Gamma$ separates fluid 1 on the left from fluid 2 on the right.
4. Phase 2 is to the left and interface lies between $k-1$ and $k$ :

$$
\begin{align*}
\left.\frac{\partial}{\partial x}\left(\mu \frac{\partial u}{\partial x}\right)\right|_{x_{k}}= & \frac{\mu_{1}\left(u_{k+1}-u_{k}\right)-\hat{\mu}\left(u_{k}-u_{k-1}\right)}{h^{2}}  \tag{3.47}\\
& -\frac{\hat{\mu} a_{\Gamma}}{h^{2}}+\frac{\hat{\mu} b_{\Gamma} \theta}{\mu_{2} h} \\
\hat{\mu}= & \frac{\mu_{1} \mu_{2}}{\theta \mu_{1}+(1-\theta) \mu_{2}} . \tag{3.48}
\end{align*}
$$

### 3.3.3. Pressure Poisson equation

The Laplace operator in the Poisson equations (3.13) and (3.20) is also discretized by standard second-order central differences using the GFM [30, 41]. The GFM was discussed in the previous section, where stencils were given for the viscous term in the one-dimensional case. For the pressure, the stencils are the same except we use $p$ instead of $u$, and $1 / \rho$ and $1 / \hat{\rho}$ instead of $\mu$ and $\hat{\mu}$. To find the jump in the pressure at the interface, $\llbracket p \rrbracket=a_{\Gamma}$, the jump condition (2.23) is calculated at the cell centres and then interpolated to the interface. In addition, we use that $b_{\Gamma}=0$, which is justified by Kang et al. [30, Section 3.7].

The resulting linear system for the pressure is solved with a solver from the Portable, Extensible Toolkit for Scientific Computation (PETSc) [6]. PETSc makes available a large selection of solvers. In most cases, we used the direct solver based on LU factorisation or the conjugate gradient method with incomplete Cholesky factorisation. In some cases, we used the GMRES solver with a preconditioner, either incomplete LU factorisation or an algebraic multigrid method. See [6] for more details
and a list of available methods, and see for example [25] or [55] for an introduction to linear solvers.

Finally, the gradient of the pressure, used in (3.11) and (3.21), is also calculated with the GFM. In one dimension, the stencil is

$$
\begin{align*}
\left.\frac{1}{\rho} \frac{\partial p}{\partial x}\right|_{i+\frac{1}{2}} & =\frac{1}{\hat{\rho}} \frac{\left(p_{i+1}-a_{\Gamma}\right)-p_{i}}{h},  \tag{3.49}\\
\hat{\rho} & =\theta \rho_{1}+(1-\theta) \rho_{2}, \tag{3.50}
\end{align*}
$$

if $\phi_{i} \leq 0$ and $\phi_{i+1}>0$, or else

$$
\begin{align*}
\left.\frac{1}{\rho} \frac{\partial p}{\partial x}\right|_{i+\frac{1}{2}} & =\frac{1}{\hat{\rho}} \frac{\left(p_{i+1}+a_{\Gamma}\right)-p_{i}}{h},  \tag{3.51}\\
\hat{\rho} & =\theta \rho_{2}+(1-\theta) \rho_{1}, \tag{3.52}
\end{align*}
$$

where

$$
\begin{equation*}
\theta=\frac{\left|\varphi_{i}\right|}{\left|\varphi_{i}\right|+\left|\varphi_{i+1}\right|} . \tag{3.53}
\end{equation*}
$$

### 3.4. Temporal discretization

The temporal discretization is done with the explicit strong stabilitypreserving Runge-Kutta (SSP-RK) schemes, see [31, 62]. The idea behind the SSP-RK schemes is to preserve the stability of a low-order method when it is extended to higher order. It is argued in [21] that if one extends the forward Euler method, which is total variation diminishing (TVD) for a suitable discretization of a scalar conservation law, to a non-SSP higher-order method, then overshoots may occur at discontinuities.

An SSP-RK method can be written as a convex sum of explicit Euler steps with time step $\Delta t$,

$$
\begin{equation*}
\mathcal{E}\left(x^{n}\right)=x^{n}+\Delta t \mathcal{F}\left(x^{n}, t^{n}\right) . \tag{3.54}
\end{equation*}
$$

where $\mathcal{F}$ is the residual of the PDE to be solved. In this thesis we have
used two methods: The third-order three-stage SSP-RK method [62],

$$
\begin{align*}
x^{(1)} & =\mathcal{E}\left(x^{n}\right) \\
x^{(2)} & =\frac{3}{4} x^{n}+\frac{1}{4} \mathcal{E}\left(x^{(1)}\right)  \tag{3.55}\\
x^{n+1} & =\frac{1}{3} x^{n}+\frac{2}{3} \mathcal{E}\left(x^{(2)}\right)
\end{align*}
$$

and the third-order four-stage SSP-RK method [33],

$$
\begin{align*}
x^{(1)} & =\frac{1}{2} x^{n}+\frac{1}{2} \mathcal{E}\left(x^{n}\right) \\
x^{(2)} & =\frac{1}{2} x^{(1)}+\frac{1}{2} \mathcal{E}\left(x^{(1)}\right)  \tag{3.56}\\
x^{(3)} & =\frac{2}{3} x^{n}+\frac{1}{6} x^{(2)}+\frac{1}{6} \mathcal{E}\left(x^{(2)}\right), \\
x^{n+1} & =\frac{1}{2} x^{(3)}+\frac{1}{2} \mathcal{E}\left(x^{(3)}\right) .
\end{align*}
$$

The semi-discretized velocity-extrapolation equation (3.5) and levelset reinitialization equation (3.7) can be written as systems of ordinary differential equations (ODEs) of the form

$$
\begin{equation*}
\frac{\mathrm{d} \psi}{\mathrm{~d} \tau}=\boldsymbol{F}(\boldsymbol{\psi}, \tau) \tag{3.57}
\end{equation*}
$$

where $\psi$ is a vector containing the discrete variables and $F$ contains the spatially discretized terms. The explicit Euler step becomes

$$
\begin{equation*}
\mathcal{E}\left(\boldsymbol{\psi}^{n}\right)=\boldsymbol{\psi}^{n}+\Delta \tau \boldsymbol{F}\left(\boldsymbol{\psi}^{n}, \tau^{n}\right) \tag{3.58}
\end{equation*}
$$

In this thesis, these equations are solved with the third-order four-stage SSP-RK method (3.56). The four-stage method is used because it is more accurate than the three-stage method. We wanted to make sure that the error is mainly dominated by the spatial discretization.

The semi-discretized Navier-Stokes equations (2.5) and (2.7) are solved together with the level-set advection equation (3.4) with the third-order three-stage SSP-RK method (3.55). Here an explicit Euler step $\mathcal{E}\left(\boldsymbol{u}^{n}, \varphi^{n}\right)$ consists of the following steps:

1. Calculate the curvature and the normal vectors from $\varphi^{n}$ with one of the methods described in Section 3.7.
2. Calculate the intermediate velocity field, either $\boldsymbol{w}$ (3.12) or $\boldsymbol{u}^{\star}$ (3.17).
3. Solve the Poisson equation (3.13) or (3.20) for the pressure as described in Section 3.3.3.
4. Correct the velocity field with either (3.14) or (3.21).
5. Advect the level-set function $\varphi^{n}$ with (3.4).

### 3.5. Time step restriction

We employ the Courant-Friedrich-Lewy (CFL) condition to allow adaptive time stepping and to enforce stability. The CFL condition that is used in this thesis is

$$
\begin{equation*}
\Delta t=\frac{C}{\frac{C_{c}+C_{v}}{2}+\sqrt{\left(C_{c}+C_{v}\right)^{2}+4 C_{g}^{2}+4 C_{s}^{2}}} \tag{3.59}
\end{equation*}
$$

where the CFL restriction $C<1$, and $C_{c}, C_{v}, C_{s}$, and $C_{g}$ represent the contributions from the convective term, the viscous stresses, the surface tension, and the gravity, respectively,

$$
\begin{align*}
& C_{c}=\frac{\max _{i, j}\left|u_{i, j}\right|}{\Delta x}+\frac{\max _{i, j}\left|v_{i, j}\right|}{\Delta y},  \tag{3.60}\\
& C_{v}=2 \max \left(\frac{\mu_{1}}{\rho_{1}}, \frac{\mu_{2}}{\rho_{2}}\right)\left(\frac{1}{\Delta x^{2}}+\frac{1}{\Delta y^{2}}\right)  \tag{3.61}\\
& C_{s}=\sqrt{\frac{\sigma \max _{i, j}\left|\kappa_{i, j}\right|}{\max \left(\rho_{1}, \rho_{2}\right) \min \left(\Delta x^{2}, \Delta y^{2}\right)^{2}}}  \tag{3.62}\\
& C_{g}=\sqrt{\frac{\left|g_{x}\right|}{\Delta x}+\frac{\left|g_{y}\right|}{\Delta y}} . \tag{3.63}
\end{align*}
$$

This CFL condition is discussed in more detail by Lervåg [38], and it is based on the condition by Kang et al. [30].

### 3.6. Axisymmetry

For axisymmetric flow, the governing equations (2.9) and (2.10) become

$$
\begin{align*}
& \frac{1}{r} \frac{\partial}{\partial r}(r u)+\frac{\partial v}{\partial z}=0  \tag{3.64}\\
& \rho\left(\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial r}+v \frac{\partial u}{\partial z}\right)=-\frac{\partial p}{\partial r} \\
&+\mu\left(\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial u}{\partial r}\right)+\frac{\partial^{2} u}{\partial z^{2}}-\frac{u}{r^{2}}\right)+\rho f_{r}+f_{s_{r}} \tag{3.65}
\end{align*}
$$

and

$$
\begin{align*}
\rho\left(\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial r}+v \frac{\partial v}{\partial z}\right)= & -\frac{\partial p}{\partial z} \\
& +\mu\left(\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial v}{\partial r}\right)+\frac{\partial^{2} v}{\partial z^{2}}\right)+\rho f_{z}+f_{s_{z}} . \tag{3.66}
\end{align*}
$$

Here $u$ and $v$ are the radial and axial velocity components, $f_{r}$ and $f_{z}$ are the radial and axial body-force components, and $f_{s_{r}}$ and $f_{s_{z}}$ are the radial and axial components of the singular surface force, respectively. The equations are solved as explained in the previous sections.

### 3.7. Discretization of the curvature and the normal vector

As stated in Section 3.1, the normal vector (3.8) and the curvature (3.9) can be calculated from the level-set function as

$$
\begin{aligned}
\boldsymbol{n} & =\frac{\boldsymbol{\nabla} \varphi}{|\boldsymbol{\nabla} \varphi|} \\
\kappa & =\nabla \cdot\left(\frac{\boldsymbol{\nabla} \varphi}{|\boldsymbol{\nabla} \varphi|}\right)
\end{aligned}
$$

They are typically discretized with the standard second-order centraldifference scheme, cf. [30,59, 75]. The normal vector is calculated at the cell edges, and the curvature is calculated at the grid nodes. The


Figure 3.3.: A level-set function with a gradient that is discontinuous at $x_{i}$.
curvature is then interpolated to the interface where needed with linear interpolation, for instance with

$$
\begin{equation*}
\kappa_{\Gamma}=\frac{\left|\varphi_{i, j}\right| \kappa_{i+1, j}+\left|\varphi_{i+1, k}\right| \kappa_{i, j}}{\left|\varphi_{i, j}\right|+\left|\varphi_{i+1, j}\right|} \tag{3.67}
\end{equation*}
$$

If the level-set method is used to capture non-trivial geometries, then it will contain kink regions, that is, areas where the gradient of the level-set function is discontinuous. Figure 3.3 shows a simple example of such a kink region for a level-set function in a one-dimensional domain that captures two interfaces, one on each side of $x_{i}$. The kink at $x_{i}$ may lead to large errors both for the curvature and the normal vector if one is not careful. Errors in the curvature lead to errors in the surface tension force and in the pressure, which in turn lead to errors in the interface evolution and in the two-phase flow. Errors in the normal vector affect both the calculation of the viscous jump condition and the advection of the interface. If the level-set method is used to study for example coalescence and breakup of drops, these errors may severely affect the simulations.

This problem was to our knowledge first described by Smereka [63], who increase the numerical smoothing in the curvature discretization to lessen the effect. Several non-smearing approaches have subsequently been developed. Macklin and Lowengrub [44] used the level-set method to study tumor growth, and they present a one-sided direction-difference scheme for the discretization of the normal vector and the curvature. Later, Macklin and Lowengrub [43] presented an improved geometry-
aware curvature discretization, where the curvature is calculated based on a local least-squares parametrisation of the interface.

A different approach to avoid the kinks was presented by Salac and Lu [56]. They used a level-set extraction technique, where an extraction algorithm was used to reconstruct separate level-set functions for each distinct body. The term body is used here to denote a subset of a given phase or fluid. For example, in the case of two drops of water colliding in air, the water drops would make two distinct bodies. One can also avoid the extraction algorithm altogether by use of multiple marker functions for different bodies, see for instance [13, 34]. Note, however, that the latter approach means that the different bodies will not coalesce unless explicit action is made, cf. [35]. Also, both of the approaches mentioned here fails to handle the problem of kinks from a single body. That is, there may still be kink areas due to deformed bodies, for instance bodies with thin filaments or tails, or bodies shaped like horse shoes.

In the following, we first present the direction-difference scheme [44]. We then describe the curve-fitting discretization method and the local level-set extraction method.

### 3.7.1. Direction-difference scheme

The direction-difference scheme (DDS) was introduced by Macklin and Lowengrub [44]. It uses a quality function to ensure that the difference stencils never cross any kink regions. The DDS is used in Papers A-C to calculate the normal vectors. However, in Paper C it is shown that the DDS does not always yield an accurate approximation of the normal vector.

The basic strategy is to use a combination of central differences and one-sided differences based on the values of a quality function,

$$
\begin{equation*}
Q(x)=|1-|\nabla \varphi(x)|| . \tag{3.68}
\end{equation*}
$$

The quality function is approximated with central differences, and is used to detect the areas where the level-set function differs from the signed-distance function. In the following, let $Q_{i, j} \equiv Q\left(x_{i, j}\right)$ and define a parameter $\eta>0$. This threshold parameter is tuned such that the quality function will detect all the kinks.

The quality function is used to define a direction function,

$$
\begin{equation*}
\boldsymbol{D}\left(\boldsymbol{x}_{i, j}\right)=\left(D_{x}\left(\boldsymbol{x}_{i, j}\right), D_{y}\left(\boldsymbol{x}_{i, j}\right)\right) \tag{3.69}
\end{equation*}
$$

where

$$
D_{x}\left(x_{i, j}\right)= \begin{cases}-1 & \text { if } Q_{i-1, j}<\eta \text { and } Q_{i+1, j} \geq \eta  \tag{3.70}\\ 1 & \text { if } Q_{i-1, j} \geq \eta \text { and } Q_{i+1, j}<\eta \\ 0 & \text { if } Q_{i-1, j}<\eta \text { and } Q_{i, j}<\eta \text { and } Q_{i+1, j}<\eta \\ 0 & \text { if } Q_{i-1, j} \geq \eta \text { and } Q_{i, j} \geq \eta \text { and } Q_{i+1, j} \geq \eta \\ 4 & \text { otherwise }\end{cases}
$$

$D_{y}\left(\boldsymbol{x}_{i, j}\right)$ is defined in a similar manner. If $D_{x}\left(\boldsymbol{x}_{i, j}\right)+D_{y}\left(\boldsymbol{x}_{i, j}\right)>2$, then $\boldsymbol{D}\left(\boldsymbol{x}_{i, j}\right)$ is chosen as the vector normal to $\boldsymbol{\nabla} \varphi\left(\boldsymbol{x}_{i, j}\right)$. It is normalized, and the sign is chosen such that it points in the direction of the best quality. See [44] for more details.

The DDS is then defined as

$$
\partial_{x} f_{i, j}= \begin{cases}\frac{f_{i, j}-f_{i-1, j}}{\Delta x} & \text { if } D_{x}\left(x_{i}, y_{j}\right)=-1  \tag{3.71}\\ \frac{f_{i+1, j}-f_{i, j}}{\Delta x} & \text { if } D_{x}\left(x_{i}, y_{j}\right)=1 \\ \frac{f_{i+1, j}-f_{i-1, j}}{2 \Delta x} & \text { if } D_{x}\left(x_{i}, y_{j}\right)=0\end{cases}
$$

and similarly for $\partial_{y} f_{i, j}$, where $f_{i, j}$ is a piecewise smooth function. The DDS is equivalent to using central differences in smooth areas and one-sided differences in areas close to the kinks.

### 3.7.2. Curve-fitting discretization method

The curve-fitting discretization method (CFDM) was first presented in [37] and is based on the method by Macklin and Lowengrub [43]. The main idea is to identify kink regions with the quality function (3.68), and to use a curve parametrisation of the closest interface to calculate the curvature in regions where the quality function is larger than the threshold parameter, $\eta$.

The CFDM applied to the curvature or the normal vector at the grid point $\boldsymbol{x}_{i, j}$ can be summarized as follows. See also Figure 3.4, which shows an example of the CFDM used at $\boldsymbol{x}_{i, j}$.

1. If the quality of the level-set function in the neighbourhood of $\boldsymbol{x}_{i, j}$ is good, that is

$$
Q\left(x_{n, m}\right) \leq \eta \forall(n, m) \in[i-1, i+1] \times[j-1, j+1]
$$

then we use a standard discretization. Otherwise continue to the next step.
2. Locate the closest interface, $\Gamma$.
3. Find a set of points on the located interface, $x_{1}, \ldots, x_{n} \in \Gamma$.
4. Create a parametrisation $\gamma(s)$ of the points $x_{1}, \ldots, x_{n}$.
5. Use the parametrisation $\gamma(s)$ to calculate a local level-set function.
6. Use a standard discretization of the local level-set function to calculate the curvature or the normal vector.

### 3.7.3. Local level-set extraction method

The local level-set extraction (LOLEX) method is based on the method presented by Salac and Lu [56], here called the SLM. It was found that the latter method was insufficient, because it did not treat all the kink problems. The LOLEX method is therefore a further development of the SLM, in that it handles the kink regions in a more general manner.

The LOLEX method applied to the curvature or the normal vector at a grid point $\boldsymbol{x}_{i, j}$ is summarized by the following algorithm. The algorithm is presented with 2D notation for clarity, and extends easily to 3D. See also Figure 3.5, which gives a simple example of the procedure.

1. If the quality in the neighbourhood of $x_{i, j}$ is good, that is

$$
Q\left(x_{n, m}\right) \leq \eta \forall(n, m) \in[i-1, i+1] \times[j-1, j+1]
$$

then we use a standard discretization. Otherwise continue to the next step.
2. Copy a small, local square centred around $\boldsymbol{x}_{i, j}$ from the level-set function $\varphi$ into a local array $\varphi_{\text {loc }}$.

(a) First locate the closest interface, here represented with $x_{3}$.

(c) Construct a curve parametrisation from the points $x_{1}, \ldots, x_{5}$.

(b) Then find a set of points along the closest interface.

(d) Calculate a new local levelset function at the grid points around and including $\boldsymbol{x}_{i, j}$.

Figure 3.4.: Example of the CFDM at a grid point $\boldsymbol{x}_{i, j}$. First five points are found on the interface closest to $x_{i, j}$. Then a curve parametrisation (dashed line) is calculated, and the parametrisation is used to calculate a new local level-set function at the grid points surrounding and including $x_{i, j}$.
3. Identify and enumerate all the bodies in the local array $\varphi_{\text {loc }}$. A body is here defined as a set of neighbouring points where $\varphi_{\text {loc }}<0$, see Figure 3.5. There will be $n \geq 0$ bodies in any given $\varphi_{\text {loc }}$ array.
4. If no body is identified, that is, if $n=0$, then use a standard discretization with the global level-set function $\varphi$. Otherwise continue to the next step.
5. For each body $n$, extract the relevant parts of $\varphi_{\text {loc }}$ into an array $\varphi_{\text {loc }}^{n}$. If necessary, extrapolate values to ghost cells.
6. For each body, $n$, reinitialize $\varphi_{\text {loc }}^{n}$.
7. At this step, all the bodies in the local grid have their own local level-set functions that have been reinitialized to proper signeddistance functions. Due to the separation of the bodies, there are no longer any kinks.
8. Use the standard discretization of the curvature and the normal vector at the local level-set function that represents the body that is closest to $\boldsymbol{x}_{i, j}$.

### 3.8. Summary

In this chapter we have described the numerical methods that have been used to solve the Navier-Stokes equations for two-phase flow (2.9) and (2.10).

We first gave a brief introduction to the level-set method, which is used to capture the interface. We then presented the spatial and temporal discretization methods, including a brief overview of the projection methods that were used to decouple the pressure from the Navier-Stokes equations. In the final section, we presented the new methods for calculating the curvature and normal vector. These are the curve-fitting discretization scheme (CFDM) and the local level-set extraction (LOLEX) method.

(a) First enumerate the bodies. In this case there are $n=2$ bodies. Then the bodies are extracted into separate level-set functions.

(b) Reinitialize the separated levelset functions, then use the function that represents the closest interface.

Figure 3.5.: An example of the LOLEX method at a grid point $x_{i, j}$. First the bodies are identified and enumerated. Then they are extracted into separate level-set functions, which are reinitialized. Finally, the curvature or normal vector is calculated based on the levelset function for the closest body.
"If we want to solve a problem that we have never solved before, we must leave the door to the unknown ajar."
— Richard P. Feynman (1918-1988)

## 4

## The diffuse-domain approach

In the previous chapters, we have considered the modelling of twophase flows, and in particular methods for calculating the curvature and normal vector with the level-set method in a reliable manner. In this chapter, we consider a different problem of a more general nature: How to solve partial differential equations (PDEs) in complex domains. In particular, we consider an extension of a diffuse-domain method (DDM) by a high-order correction term that gives increased accuracy with respect to interface-width refinements.

We begin with a short introduction to the diffuse-domain approach. We then outline how it can be used to derive a DDM for the steady reaction-diffusion equation with Neumann boundary conditions. Next, we continue with a brief introduction to the method of matched asymptotic expansions. Finally, we introduce the high-order correction term derived in Paper E and show that the resulting DDM converge with second order in the diffuse-interface width to the original problem. The analysis also shows that the correction term is not necessary for secondorder convergence.

### 4.1. Introduction

There exist several methods for solving PDEs in complex domains. Most of them have in common that they require tools or methods that are not frequently available in standard finite-element or finite-difference software packages. Examples of such methods include the immersedinterface method [39], the matched interface and boundary method [79], the extended and composite finite-element method [15], embedded boundary methods [29], cut-cell methods [27], and ghost-fluid methods [17]. A different approach, known as the fictitious domain method [19, 20] or the domain imbedding method [9], either augments the original system with equations for Lagrange multipliers to enforce the boundary conditions, or use the penalty method to enforce the boundary conditions weakly. For a more complete list of references, see Paper E.

The DDM is an alternative method for solving PDEs in complex domains. The main idea is to use an implicit representation of the boundary, where the sharp boundary is replaced by a diffuse layer. The PDEs are then reformulated on a larger, regular domain, and the boundary conditions are incorporated via source terms in the diffuse layer. When the thickness of the diffuse layer is reduced, these source terms tend towards singular source terms. The resulting PDEs can then be solved with the use of standard tools and methods.

The diffuse-domain approach was first introduced by Kockelkoren et al. [32] to study diffusion inside a cell with homogeneous Neumann boundary conditions at the cell boundary. It was later used by Li et al. [40] to develop a DDM for solving PDEs in complex evolving domains with Dirichlet, Neumann and Robin boundary conditions, which is hereafter called the DDM1. The DDM1 has been used by Teigen et al. [66], who modelled bulk-surface coupling of material quantities on a deformable interface. It was also used by Aland et al. [3] to simulate incompressible two-phase flows in complex domains in 2D and 3D, and by Teigen et al. [67] to study two-phase flows with soluble surfactants.

An analysis of the error behaviour of the diffuse-domain approach was done by Franz et al. [18] for a diffuse-domain approximation of an elliptic problem with Dirichlet boundary conditions. They considered the infinity norm of the difference of the approximated solution and the exact solution, and their analysis shows that the approximation quality
is of order one in the interface width.
In Paper E, we present the DDM2, which is an extension of the DDM1 by a high-order correction term. The DDM2 is derived for elliptic problems with Neumann and Robin boundary conditions, and it is shown to be asymptotically second-order accurate in the interface width. However, the analysis in Paper E is somewhat lacking in that it assumes that the DDM1 is only first-order accurate. In the following sections, we extend the analysis of Paper E and show that the DDM1 is also secondorder accurate. The analysis is shown for the steady reaction-diffusion equation with Neumann boundary conditions, but the same technique also applies for the corresponding Robin problem.

### 4.2. The DDM for a Neumann problem

Consider the steady reaction-diffusion equation with Neumann boundary conditions,

$$
\begin{align*}
\Delta u-u=f & \text { in } D \\
\boldsymbol{n} \cdot \boldsymbol{\nabla} u=g & \text { on } \partial D \tag{4.1}
\end{align*}
$$

where $f$ and $g$ are given. Let $\chi_{D}$ be the characteristic function of $D$,

$$
\chi_{D}= \begin{cases}1 & \text { if } x \in D  \tag{4.2}\\ 0 & \text { if } x \notin D\end{cases}
$$

The main idea with the diffuse-domain approach is to extend the original equation (4.1) into a larger and regular domain $\Omega \supset D$, as depicted in Figure 4.1. The extension can be written as

$$
\begin{equation*}
\nabla \cdot\left(\chi_{D} \nabla u\right)-\chi_{D} u+\mathrm{BC}=\chi_{D} f \tag{4.3}
\end{equation*}
$$

where $B C$ is a singular source term that represents the physical boundary condition on $\partial \Omega$.

The characteristic function is typically approximated by the phase-field function,

$$
\begin{equation*}
\chi_{D} \simeq \phi(x, t)=\frac{1}{2}\left(1-\tanh \left(\frac{3 r(x, t)}{\epsilon}\right)\right) \tag{4.4}
\end{equation*}
$$

where $\epsilon$ is the interface width and $r(x, t)$ is the signed-distance function with respect to the boundary $\partial D$, which is taken to be negative inside $D$.


Figure 4.1.: A regular domain $\Omega$ that contains a complex domain $D$.

The main difficulty with the diffuse-domain approach is the derivation of approximations for the boundary condition term BC. Li et al. [40] give four approximations that are shown to converge asymptotically with first order in $\epsilon$ to the original equation when $\epsilon$ is decreased. In the following we consider the approximation

$$
\begin{equation*}
\mathrm{BC} \simeq|\nabla \phi| g . \tag{4.5}
\end{equation*}
$$

If we combine the above approximations (4.4) and (4.5), we get a DDM1 equation for (4.1),

$$
\begin{equation*}
\nabla \cdot(\phi \nabla u)-\phi u+|\nabla \phi| g=\phi f . \tag{4.6}
\end{equation*}
$$

### 4.3. The method of matched asymptotic expansions

The following is a brief introduction to the method of matched asymptotic expansions, which is used to show that a given diffuse-domain approximation converges to the original problem when the interface width is decreased. More details can be found in Paper E and in [54].

Let $u$ be some diffuse-domain variable. The asymptotic convergence of a given diffuse-domain approximation can be shown through expansions of the diffuse-domain variables in powers of the interface thickness $\epsilon$ in regions close to and far from the interface. For example, the expansions
of $u$ are

$$
\begin{align*}
u(x) & =\sum_{k=0}^{\infty} \epsilon^{k} u^{(k)}(x)  \tag{4.7}\\
\hat{u}(z, s) & =\sum_{k=0}^{\infty} \epsilon^{k} \hat{u}^{(k)}(z, s) \tag{4.8}
\end{align*}
$$

where $u(\boldsymbol{x})$ and $\hat{u}(s, z)$ denote the outer and inner expansions, respectively. Here $z$ is a stretched variable,

$$
\begin{equation*}
z=\frac{r(x)}{\epsilon} \tag{4.9}
\end{equation*}
$$

where $r$ is the signed distance from the point $x$ to $\partial D$ and is taken to be negative inside $D$. Further, $z$ and $s$ form a local coordinate system such that

$$
\begin{equation*}
x(s, z)=X(s)+\epsilon z n(s) \tag{4.10}
\end{equation*}
$$

where $X(s)$ is a parametrisation of the interface, $n(s)$ is the interface normal vector, and $z$ is a stretched variable.

When the inner and outer expansions are found, they are matched in a region where both solutions are valid and where $\epsilon z=\mathcal{O}(1)$, see Figure 4.2. The outer solution is then evaluated in the inner coordinates, which leads to a set of matching conditions that must hold when $\epsilon \rightarrow 0$. If we consider $\epsilon$ to be fixed and let $z \rightarrow \pm \infty$, we get the following asymptotic matching conditions:

$$
\begin{equation*}
\lim _{z \rightarrow \pm \infty} \hat{u}^{(0)}(z, s)=u^{(0)}(\boldsymbol{s}) \tag{4.11}
\end{equation*}
$$

and as $z \rightarrow \pm \infty$,

$$
\begin{align*}
\hat{u}^{(1)}(z, s)= & u^{(1)}(\boldsymbol{s})+z \boldsymbol{n} \cdot \nabla u^{(0)}(\boldsymbol{s})+o(1)  \tag{4.12}\\
\hat{u}^{(2)}(z, \boldsymbol{s})= & u^{(2)}(\boldsymbol{s})+z \boldsymbol{n} \cdot \nabla u^{(1)}(\boldsymbol{s}) \\
& +\frac{z^{2}}{2}(\boldsymbol{n} \cdot \boldsymbol{\nabla}) \boldsymbol{\nabla} u^{(0)}(\boldsymbol{s}) \cdot \boldsymbol{n}+o(1) \tag{4.13}
\end{align*}
$$

We remark that the inner expansion is used to obtain the boundary condition on $\partial D$, and that the outer solution is used to obtain the sharpinterface equation inside the physical domain $D$.

To show that a given DDM approximation converges with second order, one must show that the order-one term of the outer solution of the DDM equation is zero in $D$. As an example, we consider the outer solution of the DDM1 equation (4.6), which is

$$
\begin{align*}
& \Delta u^{(0)}-u^{(0)}=f, \\
& \Delta u^{(1)}-u^{(1)}=0,  \tag{4.14}\\
& \Delta u^{(k)}-u^{(k)}=0, \quad k=2,3, \ldots .
\end{align*}
$$

For the solution to be asymptotically second order, that is $u=u^{(0)}+$ $\mathcal{O}\left(\epsilon^{2}\right)$, we must have that $u^{(0)}$ satisfies the original problem (4.1) and that $u^{(1)}=0$. Thus the inner expansion must yield a boundary condition for $u^{(1)}$ to enforce $u^{(1)}=0$.


Figure 4.2.: A sketch of the regions used for the matched asymptotic expansions. The inner region is marked with a light gray color and the outer region with a slightly darker gray color. The overlapping region is marked with the darkest gray color.

### 4.4. Asymptotic analysis of the DDM1 and the DDM2

In Paper E we present the DDM2, which extends the DDM1 (4.6) with a high-order correction term,

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)-\phi u+|\nabla \phi| g+r|\nabla \phi|\left(f-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} u+u\right)=\phi f . \tag{4.15}
\end{equation*}
$$

Here $r|\nabla \phi|\left(f-\kappa g-\Delta_{\mathrm{s}} u+u\right)$ is the correction term, $\kappa$ is the curvature of the boundary $\partial D$, and $\Delta_{\mathrm{s}} u$ is the surface Laplacian of $u$, which can be defined as

$$
\begin{equation*}
\boldsymbol{\Delta}_{\mathrm{s}} u \equiv(I-\boldsymbol{n} \otimes \boldsymbol{n}) \boldsymbol{\nabla} \cdot(I-\boldsymbol{n} \otimes \boldsymbol{n}) \boldsymbol{\nabla} u, \tag{4.16}
\end{equation*}
$$

where $I$ is the identity matrix and $n$ is the normal vector. The curvature can be calculated from the phase-field function (4.4) as

$$
\begin{equation*}
\kappa=-\boldsymbol{\nabla} \cdot \frac{\boldsymbol{\nabla} \phi}{|\nabla \phi|} . \tag{4.17}
\end{equation*}
$$

In the following, we use the method of matched asymptotic expansions to show that the DDM1 (4.6) and the DDM2 (4.15) are both secondorder approximations of (4.1) in $\epsilon$. First, it is easy to see that the outer expansions of both approximations are given by (4.14).
Next, we consider the inner expansion of the DDM2 (4.15), which is

$$
\begin{align*}
& \frac{1}{\epsilon^{2}}\left(\phi \hat{u}_{z}\right)_{z}+\frac{\kappa}{\epsilon} \phi \hat{u}_{z}+\phi \Delta_{\mathrm{s}} \hat{u}-\phi \hat{u} \\
&-\frac{1}{\epsilon} \phi_{z} g-z \phi_{z}\left(\hat{u}+\hat{f}-\kappa g-\Delta_{\mathrm{s}} \hat{u}\right)=\phi \hat{f} \tag{4.18}
\end{align*}
$$

We expand $\hat{u}(z, s)$ in powers of $\epsilon$ and collect the lowest order terms,

$$
\begin{equation*}
\left(\phi \hat{u}_{z}^{(0)}\right)_{z}=0 . \tag{4.19}
\end{equation*}
$$

If we integrate over all $z$, we get that $\hat{u}_{z}^{(0)}=0$. The next order terms of (4.18) then give

$$
\begin{equation*}
\left(\phi \hat{u}_{z}^{(1)}\right)_{z}=\phi_{z} g \tag{4.20}
\end{equation*}
$$

and again we integrate, which gives that

$$
\begin{equation*}
\phi \hat{u}_{z}^{(1)}=\phi g+C \tag{4.21}
\end{equation*}
$$

where the constant $C$ must be zero, since $\lim _{z \rightarrow \infty} \phi(z)=0$. Now consider the limit $z \rightarrow-\infty$ and use the matching condition (4.12) to get

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(0)}=g . \tag{4.22}
\end{equation*}
$$

Thus $u^{(0)}$ satisfies the original problem at least to first order in $\epsilon$. This shows that both DDM1 and DDM2 are first-order approximations of the sharp-interface problem.

To obtain the result for the next order, we need to apply the derivative of the matching condition (4.13),

$$
\begin{equation*}
\hat{u}_{z}^{(2)}=\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1)}+z(\boldsymbol{n} \cdot \boldsymbol{\nabla}) \boldsymbol{\nabla} u^{(0)} \cdot \boldsymbol{n} . \tag{4.23}
\end{equation*}
$$

Further, we use that $u^{(0)}$ satisfies

$$
\begin{equation*}
\Delta u^{(0)}-u^{(0)}=f^{(0)} \tag{4.24}
\end{equation*}
$$

and that the Laplacian may be decomposed as

$$
\begin{equation*}
\Delta u=(n \cdot \nabla) \nabla u \cdot n+\kappa n \cdot \nabla u+\Delta_{\mathrm{s}} u \tag{4.25}
\end{equation*}
$$

to get

$$
\begin{equation*}
(\boldsymbol{n} \cdot \nabla) \nabla u^{(0)} \cdot \boldsymbol{n}=u^{(0)}+f^{(0)}-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} u^{(0)} \tag{4.26}
\end{equation*}
$$

Now insert (4.26) into (4.23) and use the matching condition (4.11) to obtain a modified matching condition,

$$
\begin{equation*}
\hat{u}_{z}^{(2)}-z\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}\right)=\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1)} \tag{4.27}
\end{equation*}
$$

We are now ready to consider the zeroth order terms,

$$
\begin{align*}
\left(\phi \hat{u}_{z}^{(2)}\right)_{z}+\phi \kappa \hat{u}_{z}^{(1)}+ & \phi \Delta_{\mathrm{s}} \hat{u}^{(0)}-\phi \hat{u}^{(0)} \\
& -z \phi_{z}\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)=\phi \hat{f}^{(0)} \tag{4.28}
\end{align*}
$$

The modified matching condition (4.27) motivates that we subtract and add the term

$$
\left(z \phi\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)\right)_{z}
$$

to (4.28), which gives

$$
\begin{align*}
& \left(\phi \hat{u}_{z}^{(2)}-z \phi\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)\right)_{z} \\
& +\left(z \phi\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)\right)_{z} \\
& \quad+\phi \kappa \hat{u}_{z}^{(1)}+\phi \Delta_{\mathrm{s}} \hat{u}^{(0)}-\phi \hat{u}^{(0)} \\
& \quad-z \phi_{z}\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)=\phi \hat{f}^{(0)} \tag{4.29}
\end{align*}
$$

We expand the terms and use (4.21),

$$
\begin{align*}
\left(\phi \hat{u}_{z}^{(2)}-z \phi\left(\hat{u}^{(0)}\right.\right. & \left.\left.+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)\right)_{z} \\
& +\frac{\phi\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)}{} \\
+ & z \phi\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)_{z} \\
& \quad+\phi \kappa g+\phi \boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}-\phi \hat{u}^{(0)}=\phi \hat{f}(\theta) \tag{4.30}
\end{align*}
$$

or

$$
\begin{align*}
&\left(\phi \hat{u}_{z}^{(2)}-z \phi\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)\right)_{z} \\
&+z \phi\left(\hat{\mu}_{z}^{(0)}+\hat{f}_{z}^{(0)}-(\kappa g)_{z}-\Delta_{s} \hat{u}_{z}^{(\theta)}\right)=0 . \tag{4.31}
\end{align*}
$$

If we assume that $\hat{f}_{z}^{(0)}$, we get

$$
\begin{equation*}
\left(\phi \hat{u}_{z}^{(2)}-z \phi\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)\right)_{z}=0 \tag{4.32}
\end{equation*}
$$

Finally, we integrate the left-hand side and take the limit,

$$
\begin{align*}
\int_{-\infty}^{\infty}\left(\phi \hat{u}_{z}^{(2)}\right. & \left.-z \phi\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}\right)\right)_{z} \mathrm{~d} z \\
& =\left[\phi \hat{u}_{z}^{(2)}-z \phi\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}\right)\right]_{-\infty}^{\infty} \\
& =-\lim _{z \rightarrow-\infty}\left(\hat{u}_{z}^{(2)}-z\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}\right)\right) \\
& =-\boldsymbol{n} \cdot \nabla u^{(1)} \tag{4.33}
\end{align*}
$$

thus

$$
\begin{equation*}
\boldsymbol{n} \cdot \nabla u^{(1)}=0 \tag{4.34}
\end{equation*}
$$

Combined with (4.14), this shows that $u^{(1)}=0$, and so DDM2 converges asymptotically with second order to the original problem.

The analysis above also holds for DDM1, except instead of (4.32) we get

$$
\begin{align*}
\left(\phi \hat{u}_{z}^{(2)}-z \phi\left(\hat{u}^{(0)}\right.\right. & \left.\left.+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)\right)_{z} \\
& =-z \phi_{z}\left(\hat{u}^{(0)}+\hat{f}^{(0)}-\kappa g-\Delta_{\mathrm{s}} \hat{u}^{(0)}\right)=-z \phi_{z} D \tag{4.35}
\end{align*}
$$

where $D$ is independent of $z$. Now we use that

$$
\begin{equation*}
\phi_{z}=-\left(3 \operatorname{sech}^{2} 3 z\right) / 2 \tag{4.36}
\end{equation*}
$$

which follows from the definition of the phase-field function (4.4). We integrate the right-hand side, which gives

$$
\begin{equation*}
D \int_{-\infty}^{\infty} z \phi_{z} \mathrm{~d} z=-D \frac{3}{2} \int_{-\infty}^{\infty} z \operatorname{sech}^{2} 3 z \mathrm{~d} z=0 \tag{4.37}
\end{equation*}
$$

Thus DDM1 is also second order in $\epsilon$.
The difference between the DDM1 and the DDM2 is therefore that the correction term with the DDM2 directly cancels the term on the right-hand side in (4.35). This should give an increase of accuracy, but the convergence order remains the same.

The analysis for the corresponding Robin problem is essentially the same as the above. In Paper E, the DDM1 and DDM2 are compared
for several elliptic problems with both Neumann and Robin boundary conditions. The results of Paper E show that the correction term in the DDM2 leads to an increase of accuracy and that both DDM1 and DDM2 converge with second-order accuracy.

### 4.5. Summary

In this chapter, we have given a brief introduction to the diffuse-domain method (DDM). We considered a steady reaction-diffusion equation with Neumann boundary conditions (4.1) and two DDM approximations: DDM1 (4.6) and DDM2 (4.15). The DDM2 is an extension of DDM1 by a high-order correction term, and was first derived in Paper E.

Next, we gave an outline of the method of matched asymptotic expansions, and we used it to show that both the DDM1 and the DDM2 converged asymptotically with second order in the diffuse-interface width to the original equation (4.1). The analysis shows that the correction term in the DDM2 leads to a cancellation in the asymptotic expansions. By doing the integration, we see that this cancellation is not necessary for obtaining the second order convergence.
"Count what is countable, measure what is measurable, and what is not measurable, make measurable."
— Galileo Galilei (1564-1642)


## Summary of contributions

This chapter presents summaries of the papers that constitute parts of this thesis. Each summary gives a brief discussion of the results of each paper, and the contribution of the author is highlighted for each paper.

### 5.1. Paper A: Calculation of interface curvature with the level-set method

Karl Yngve Lervåg. Published in MekIT'11 - 6th National Conference on Computational Mechanics, Trondheim, 2011. ISBN: 978-82-519-2798-7.

In this paper I address a problem with the calculation of the interface curvature with the level-set method, cf. Section 3.7. The curvature can be calculated from the level-set function, $\phi$, as

$$
\begin{equation*}
\kappa=\nabla \cdot \boldsymbol{n}=\nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} . \tag{5.1}
\end{equation*}
$$

It is typically discretized by standard methods such as the second-order central-difference scheme (CD-2), and interpolated to the interface where needed [52, 30, 53]. However, the level-set function as a signed-distance function will tend to have kinks where its gradient is discontinuous. The


Figure 5.1.: A comparison of curvature calculations between standard discretization (CD-2) and the improved method (CFDM). The standard discretization leads to large errors in the curvatures in areas that are close to two interfaces.
standard methods may lead to large errors in the curvature close to these regions, which in turn may lead to errors in the surface tension force.

The main contribution of this paper is a new curve-fitting discretization method (CFDM) for the curvature (see Section 3.7.2). The method is based on the approach developed by Macklin and Lowengrub [43]. It differs in that it uses a cubic Hermite spline parametrisation of the interface, and that the curvature values are calculated on the grid and then interpolated to the interface as opposed to using a localised grid centred at the interface as in [43].

The CFDM is tested and compared with the CD-2 for two test cases, and it is shown to yield better results in both cases. Figure 5.1 shows one of these results, where the calculated curvature values are compared. In the example, a cylindrical drop impacts on a liquid film. The figure shows that the CD-2 leads to large errors in the curvature calculations in the kink regions, that is, the red and dark blue regions in Figure 5.1a near the liquid film. These errors are not present with the new method, cf. Figure 5.1b.

My contribution: I developed the method and implemented it into our in-house finite-difference code for two-phase flow based on the methods of Sections 3.2 to 3.5 and 3.7. I ran the numerical simulations. I wrote the paper and presented the work at the conference.

### 5.2. Paper B: Curvature calculations for the level-set method

Karl Yngve Lervåg and Åsmund Ervik. Published in ENUMATH 2011 proceedings volume, Springer, 2013. ISBN: 978-3642331336.

This paper is a continuation of Paper A. The main contribution in this paper is a comparison of different methods for calculating the curvature in a robust manner with the level-set method in the kink regions. In particular, the CFDM* that was presented in Paper A is compared with Macklin and Lowengrub's method (MLM) [43]. In addition, the method is compared with the second-order central-difference scheme (CD-2) and the more recent method presented by Salac and Lu [56], here called Salac and Lu's method (SLM).

The main result in the paper is shown in Figure 5.2, which shows a comparison of the methods for a case where two drops collide in a 2 D shear flow. In particular, it shows snapshots of the evolution of the interfaces and the curvature at times $t=2.30 \mathrm{~s}, t=2.75 \mathrm{~s}$, and $t=3.10 \mathrm{~s}$. The results show that all of the improved methods, that is MLM, CFDM, and SLM, handle the kink region in a more reliable manner than CD-2. The reason that the result with MLM differs from those with CFDM and SLM might be that it uses a localised grid centred at the interface to calculate the curvature, which means that it does not need to use interpolation of the curvature from the grid to the interface. Note that the difference is mainly that the MLM results in slightly earlier coalescence in the given case.

My contribution: I wrote the manuscript, implemented CFDM and MLM, and produced the results with CD-2, CFDM, and MLM. Åsmund Ervik implemented the SLM and ran the simulations that used the SLM.

[^1]

Figure 5.2.: A comparison between the different discretization schemes of the interface evolution and the curvature $\kappa$ of drop collision in shear flow.

He also gave feedback on the manuscript. I presented the work at the conference.

### 5.3. Paper $C$ : Calculation of the interface curvature and normal vector with the level-set method

Karl Yngve Lervåg, Bernhard Müller, and Svend Tollak Munkejord. Published in Computers and Fluids, volume 84 (2013), 218-230.

Paper A presented the curve-fitting discretization method (CFDM) for the calculation of the curvature with the level-set method. The method was designed to be robust in the calculation of the curvature in kink
regions, that is regions where the gradient of the level-set function is not smooth. This paper presents the details of the CFDM and applies it to the calculation of both the curvature and the normal vector.

In the paper we compare the CFDM with the second-order centraldifference scheme (CD-2) for several test cases. In the first case, we consider the curvature calculations for a nontrivial geometry that includes some kink regions. This is a static test case with no flow, and the results show that the CD-2 leads to large errors for the curvature calculations in areas close to kink regions and that these errors are not present with the CFDM.

In the following two cases, we consider the collision of two drops in a 2D shear flow and in an axisymmetric flow. These cases show that the errors in the curvature calculations in the kink regions with the CD-2 lead to errors in the pressure that prevents coalescence. These errors are prevented with the CFDM. The curvature and the evolution of the interfaces for the axisymmetric case are shown in Figures 5.3 and 5.4. As in the earlier results of Papers A and B, the figures show that the errors in the curvature calculation with CD-2 prevent coalescence, in this case leading to a slower coalescence process.

In the final test case, we consider the calculation of the normal vector, and we compare the CD-2, the CFDM, and the direction-difference scheme (DDS) presented by Macklin and Lowengrub [44], cf. Section 3.7.1. The results show that both the CFDM and the DDS generally lead to good results, see Figure 5.5. Here the red and green vectors depict the DDS and CFDM results, respectively. The red vectors are plotted below the green vectors, and since the results agree well at most points, the red vector is often covered by its corresponding green vector. However, at the point in the middle between the drops, the DDS completely fails to calculate the normal vector. Here the CFDM still gives a reasonable result.

My contribution: I designed the new method, implemented it into our in-house finite-difference code, ran the simulations, and wrote the paper manuscript. The co-authors contributed with feedback on the manuscript and discussions of the results.


Figure 5.3.: Drop collision in axisymmetric flow calculated with the CD-2. The legend for the colour contours of the curvature $\kappa$ is shown in the last image. The velocity vectors are displayed to show the evolution of the flow during the collision.


Figure 5.4.: Drop collision in axisymmetric flow calculated with the CFDM. The legend for the colour contours of the curvature $\kappa$ is shown in the last image. The velocity vectors are displayed to show the evolution of the flow during the collision.


Figure 5.5.: A comparison of the DDS and the CFDM for calculating normal vectors. The thick black lines depict the interfaces, the green vectors are the results with the CFDM, and the red vectors are the results with the DDS. The red vectors are covered by the green vectors at most points, because the results agree well at those points.

### 5.4. Paper D: A robust method for calculating interface curvature and normal vectors using an extracted local level set

Åsmund Ervik, Karl Yngve Lervåg, and Svend Tollak Munkejord. Submitted to Journal of Computational Physics, 2013.

In this paper we present an alternative method for the calculation of the curvature and the normal vector of an interface with the level-set method in kink regions, hereafter called the local level-set extraction (LOLEX) method. The method is based on a method presented by Salac and Lu [56] (SLM), who handle the kink region by extracting different bodies of a domain into separate level-set functions. This procedure removes most of the kink regions, but it does not handle kink regions that are due to complex interfaces of single bodies. Our method extends the SLM by making it local. That is, we only consider the local area around the point for which we are calculating the curvature or the normal vector. This leads to a method that is more generally applicable, as shown in Figure 5.6. The figure shows a comparison between the LOLEX method, the SLM, and the standard central differences (CD-2). CD-2 leads to curvature spikes at the kink regions, as explained in Section 3.7. The SLM gives a better result for the kink regions around the rightmost disc. However, since the other two discs are connected to each other and to the film, they are considered to be the same body and are extracted into the same level-set function. Several kink regions are therefore not removed. Since the LOLEX method only considers the local area, as explained in Section 3.7.3, it is able to handle all the kink regions in a robust manner.

The LOLEX method has proven to be a good alternative to the CFDM presented in Paper A. Its main advantages are that it does not rely on complex algorithms as used in the CFDM or by Macklin and Lowengrub [43], and that the method easily extends to 3D as demonstrated in the paper in Section 4.4.

In the previous papers A-C, we used the DP1 projection method by Hansen [22]. In this paper we instead used the more standard Chorin projection method. These methods differ in that the DP1 assumes

$$
\begin{equation*}
\nabla \cdot\left(\frac{\partial u}{\partial t}\right)=0 \tag{5.2}
\end{equation*}
$$


(c) CD-2

Figure 5.6.: Comparison of curvature calculation methods for three discs and a film with an angle at the right-hand side. The film is connected to the leftmost disc, which is connected to the middle disc. The rightmost disc is disjoint. The color indicates the curvature; white is zero, blue is negative and red is positive.

When compared with the Chorin method, this assumption becomes equivalent to assuming that $\boldsymbol{\nabla} \cdot \boldsymbol{u}^{n}=0$ in (3.20). That is, the DP1 assumes that the initial velocity field is divergence free. We have found that the DP1 works well in most cases, but that it is less robust than the Chorin method. In particular, the Chorin method is not equally affected by errors in the curvature calculations in kink regions. In other words, the difference between using a standard discretization and an improved discretization of the curvature is smaller with the Chorin method than with the DP1.

The LOLEX method is used for several test cases and compared with CD-2. The results indicate that even though we use the Chorin projection method, the LOLEX method outperforms CD-2 in all cases. Further, the results agree well with experiments, except for time instants, as shown in Figure 5.7. The exact reason why the time instants do not match is not known, but one reason may be that the initial condition of the numerical simulation did not match the corresponding state of the experiment.

When we study the drop-film collision processes, an important consequence of the error in the curvature calculation is a loss of kinetic energy. This can be seen in Figure 5.8, which compares the LOLEX method with CD-2 at two different stages of the collision process. The figure also compares two different frequencies of reinitialization of the level-set function: Every 7 time steps ((a) and (c)) and every single time step ((b) and (d)). The figure shows that the error in the curvature calculation with CD-2 leads to a shorter neck, as seen in Figure 5.8, (c) and (d). The error is larger for the higher frequency of reinitialization. The results indicate that CD-2 leads to a loss of kinetic energy during the collision process when compared with the LOLEX method. The LOLEX method is not significantly affected by the amount of reinitialization, and the kink region does not affect the curvature calculation, cf. Section 3.7.3. Thus the pressure field is more sensible, as seen in Figure 5.8 (a) and (b). Finally, we remark that some authors have noted [7] that the height of the neck and the dynamics of the capillary waves are important factors for the partial coalescence mechanism, which implies that the correct calculation of the curvature is important to capture the correct physical behavior.


Figure 5.7.: Experimental results (top) and simulation results (bottom) for a 0.18 mm water drop falling through air and impacting a deep pool of water at $0.29 \mathrm{~m} / \mathrm{s}$. Figure (a) is reprinted from [77], Copyright (2011), with permission from Elsevier.

My contribution: The manuscript was written by Åsmund Ervik. The new method was developed and implemented into our in-house finitedifference code by Åsmund Ervik, and most of the numerical results are due to Åsmund Ervik. I contributed with discussions during the development of the new method, designed the test case in Section 4.1, ran simulations for Section 5.2, created some of the result figures, and gave feedback on the manuscript. I also assisted in some of the programming efforts for initializing the test cases in Chapter 5. Svend Tollak Munkejord contributed with discussions of the manuscript and some code testing.

(a) Reinitialization every 7 time steps

(c) Reinitialization every 7 time steps

(b) Reinitialization every time step

(d) Reinitialization every time step

Figure 5.8.: Water drop falling onto a pool, a comparison between the LOLEX method and CD-2. The interfaces are shown as solid black lines and the pressure field is shown as colored contours. (a) and (b): just before the interfaces merge. (c) and (d): when the neck reaches its highest position.

### 5.5. Paper E: Towards a second-order diffuse-domain approach for solving PDEs in complex geometries

Karl Yngve Lervåg and John Lowengrub. Submitted to Communications in Math. Sciences, 2013.

Li et al. [40] developed a diffuse-domain method for solving partialdifferential equations (PDEs) inside complex, dynamic geometries with Dirichlet, Neumann, and Robin boundary conditions. This method is in the following referred to as DDM1. They use the diffuse-domain approach [32], where the geometry is represented implicitly and the sharp boundary is replaced by a diffuse layer with a fixed interface width. The original governing equations are then reformulated on a larger, regular domain and the boundary conditions are incorporated via singular source terms. The method of matched asymptotic expansions is used to show that the reformulated problem converges asymptotically to the original problem.

In the present paper, we use the method of matched asymptotic expansions to extend the DDM1 with include a high-order correction term in the diffuse formulation, cf. Section 4.4. The extension is derived for elliptic problems with Neumann and Robin boundary conditions, where the correction term is shown to yield an asymptotically second-order accurate approximation of the original problem. The new method is referred to as the DDM2.

The DDM1 and DDM2 are compared for a selection of test problems. The resulting equations were discretized by standard second-order central-difference schemes on uniform grids, and solved by a multigrid method. A red-black Gauss-Seidel type iterative method was used as a smoother, see [74].

In addition to the comparison of DDM1 and DDM2, we compared two different approximations of the boundary conditions. These correspond to different diffuse-interface surface delta functions, and for the Neumann boundary conditions they are

$$
\begin{equation*}
\mathrm{BC} 1=|\nabla \phi| g, \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{BC} 2=\epsilon|\nabla \phi|^{2} g . \tag{5.4}
\end{equation*}
$$



Figure 5.9.: Errors for the Neumann problem with respect to $\epsilon$ for Case 2, as labelled.

The approximations are similar for the Robin boundary condition, although here it was found that only BC1 resulted in a valid asymptotically second-order accurate DDM2.

Our results show that the global accuracy and convergence of DDM2 is better than DDM1, however both methods perform well and the global convergence rate is around two for each. The error was measured as the $\mathrm{L}_{2}$ norm of the difference between an analytic solution and the solution $u_{\epsilon}$ for a given interface width, $\epsilon$.

Figures 5.9 and 5.10 show two of the results, the first one with the Neumann boundary conditions and the second with the Robin boundary condition. The results indicate that DDM2 performs slightly better than DDM1. They also show that the approximation BC1 gives more accurate results than BC 2 . In particular, we found that with BC 2 we needed much finer grids to obtain convergence for a given $\epsilon$. For the smallest values of $\epsilon$ we were not able to refine the grids enough to obtain valid results.


Figure 5.10.: Errors for the Robin problem with respect to $\epsilon$ for Case 2, as labelled.

My contribution: I took a leading role in analysing the equations, designing the numerical algorithms, selecting the test cases, and performing the numerical simulations. I wrote the manuscript. John Lowengrub contributed with important insights in the analysis, feedback on the manuscript, and discussions of the results.

## Conclusions and outlook

This thesis has considered two different problems: The discretization of interface curvature and normal vectors with the level-set method and a diffuse-domain approach for solving partial-differential equations (PDEs) in complex domains. In the following, some general concluding remarks and recommendations for further work are given.

## Conclusions

The first part of the thesis considered the modelling of incompressible two-phase flow. The main motivation was to study two-phase flow phenomena that are relevant for compact heat exchangers, such as dropdrop and drop-film collisions. In particular, the thesis addressed a challenge with the calculation of interface curvature and normal vectors with the level-set method. Two methods were presented to handle the discretization in the kink regions: A curve-fitting discretization method (CFDM) and a local level-set extraction (LOLEX) method. Both methods were shown to be robust in the kink regions, where the standard centraldifference scheme (CD-2) fails. Of these methods, the LOLEX method is the preferred method, because it relies on a less complicated algorithm that easily extends to 3D.

CD-2 and the LOLEX method were used for simulations of drop-film collisions that were compared with experiments. The results showed that CD-2 leads to errors in the curvature that cause unphysical pressure spikes during the coalescence. The errors are shown to lead to a dissipation of kinetic energy during the collision and to a slower coalescence process. The LOLEX method was shown to prevent these unphysical pressure spikes, and to produce to more accurate results.

The second part of the thesis considered the diffuse-domain approach for solving PDEs in complex domains. The main contribution, presented in Paper E, was the derivation of an asymptotically second-order diffuse-domain method (DDM2) for solving elliptic problems in complex geometries with Neumann and Robin boundary conditions. The new method is an extension by a high-order correction term of the method presented in [40], here called DDM1. The DDM1 and DDM2 were compared, and the results indicated that the DDM2 was slightly better than the DDM1.

The thesis has expanded on the results of Paper E with a new asymptotic analysis that shows that DDM1 is in fact also asymptotically second order. This analysis helps to explain why the performance of DDM2 presented in Paper E is only slightly better than that of DDM1. As such, the new analysis leads to a better understanding of the DDM1 and the DDM2.

## Outlook

The following gives an outline of some possibilities for future work.

- A natural continuation of this work is to perform more in-depth comparisons of simulations with experiments for the drop-film collision phenomenon that was started in Paper D. In addition, it would be interesting to study other two-phase flow phenomena that are relevant for heat-exchanger processes, for instance dropdrop collisions or flow across tube bundles. The latter requires the treatment of more complex boundaries, which can be handled either with the diffuse-domain method or other methods from the literature.
- Paper C gave a short comparison of the standard discretization method (CD-2), the direction-difference scheme (DDS), and the curve-fitting discretization scheme (CFDM) applied to the calculation of the normal vectors. The results showed that the CD-2 leads to inaccurate results in the kink regions. The DDS gives robust and accurate results in most cases, but an example is given where only the CFDM yields an accurate result. However, the impact of inaccurate calculations of the normal vector should be investigated in more detail. The normal vector is used both for the solution of the level-set equations (3.4), (3.5), and (3.7), and for the calculation of the interface jumps (2.23) and (2.32), so one can expect that large errors in the calculation of the normal vector may lead to large errors in the numerical solution. This warrants a further study.
- Mass and heat transfer are obviously an important part of the heat-exchanger processes. The models that have been used in this thesis should therefore be expanded with additional models for heat transfer and mass transfer to enable the simulation of more relevant phenomena.
- The DDM2 was only derived for problems with Robin and Neumann boundary conditions. If possible, it should be extended to also work with Dirichlet boundary conditions.
- As explained in Paper E, we found that we were unable to solve the discrete system of equations when the surface Laplacian part of the correction term for the DDM2 was included. A further investigation of this problem should be done, and stable numerical methods to solve the full DDM2 equations should be developed.
- The diffuse-domain approach is a promising method for solving problems in complex and confined geometries with standard tools and methods. Aland et al. [3] provide a diffuse-domain formulation of the Navier-Stokes Cahn-Hilliard equations for incompressible two-phase flow and use it to compute two-phase flow in both complex and confined geometries. However, they do not provide an asymptotic analysis of the reformulated equations to show that the system converges. Such an analysis would be interesting, in
particular to verify that the equations do converge to the original problem when the interface width is decreased.
- Finally, it would be interesting to develop a second-order diffusedomain formulation for the incompressible Navier-Stokes equations. A starting point would be to use the results and techniques from this thesis and Paper E.
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#### Abstract

Summary The level-set method is a popular method for interface capturing. One of the advantages of the level-set method is that the curvature and the normal vector of the interface can be readily calculated from the level-set function. However, in cases where the level-set method is used to capture topological changes, the standard discretization techniques for the curvature and the normal vector do not work properly. This is because they are affected by the discontinuities of the signed-distance function half-way between two interfaces. This article addresses the calculation of normal vectors and curvatures with the level-set method for such cases. It presents a discretization scheme that is relatively easy to implement in to an existing code. The improved discretization scheme is compared with a standard discretization scheme, first for a case with no flow, then for a case where two drops collide in a shear flow. The results show that the improved discretization yields more robust calculations in areas where topological changes are imminent.


## Introduction

The level-set method was introduced by Osher and Sethian [16]. It is designed to implicitly track moving interfaces through an isocontour of a function defined in the entire domain. In particular, it is designed for problems in multiple spatial dimensions in which the topology of the evolving interface changes during the course of events, c.f. [19].
This article addresses the calculation of interface geometries with the level-set method. This method allows us to calculate the normal vector and the curvature of an interface directly as the first and second derivatives of the level-set function. These calculations are typically done with standard finite-difference methods. Since the level-set function is chosen to be a signeddistance function, in most cases it will have areas where it is not smooth. Consider for instance two colliding droplets where the interfaces are captured with the level-set method, see Figure 1. The derivative of the level-set function will not be defined at the points outside the droplets that have an equal distance to both droplets. When the droplets are in near contact, this discontinuity in the derivative will lead to significant errors when calculating the interface geometries with standard finite-difference methods. For convenience the areas where the derivative of the levelset function is not defined will hereafter be refered to as kinks.
To the authors knowledge, this issue was first described in [11], where the level-set method was used to model tumor growth. Here Macklin and Lowengrub presented a direction difference to


Figure 1: (a) Two droplets in near contact. The dotted line marks a region where the derivative of the level-set function is not defined. (b) A one-dimensional slice of the level-set function $\varphi(x)$. The dots mark points where the derivative of $\varphi(x)$ is not defined.
treat the discretization across kinks for the normal vector and the curvature. They later presented an improved method where curve fitting was used to calculate the curvatures [12]. This was further expanded to include the normal vectors [13].
An alternative method to avoid the kinks is presented in [18], where a level-set extraction technique is presented. This technique uses an extraction algorithm to reconstruct separate level-set functions for each distinct body.
Accurate calculation of the curvature is important in many applications, in particular in curvaturedriven flows. There are several examples in the literature of methods that improve the accuracy of the curvature calculations, but that do not consider the problem with the discretization across the kinks. The authors in [22] use a coupled level-set and volume-of-fluid method based on a fixed Eulerian grid, and they use a height function to calculate the curvatures. In [6] a refined level-set grid method is used to study two-phase flows on structured and unstructured grids for the flow solver. An interface-projected curvature-evaluation method is presented to achieve converging calculation of the curvature. In [14] they adopt a discontinuous Galerkin method and a pressure-stabilized finite-element method to solve the level-set equation and the NavierStokes equations, respectively. They develop a least-squares approach to calculate the normal vector and the curvature accurately, as opposed to using a direct derivation of the level-set function. This method is used in [2], where they show impressive results for simulation of turbulent atomization.

This article applies the level-set method to incompressible two-phase flow in two dimensions. The direction difference described in [11] is used to calculate the normal vectors, and a curvature discretization is presented which is based on the geometry-aware discretization given in [12]. The main advantage of the present scheme is that is is relatively easy to implement, since it requires very little change to a typical implementation of the level-set method.
The article starts by briefly describing the governing equations. It continues with a description of the numerical methods that are used. Then the discretization schemes for the normal vector and the curvature are presented, followed by a detailed description of the curvature discretization. Next a comparison of the improved discretization and the standard discretization is made, first on static interfaces in near contact, then on two drops colliding in a shear flow. Finally some concluding remarks are made.

## Governing equations

Navier-Stokes equations for two-phase flow
Consider a two-phase domain $\Omega=\Omega^{+} \cup \Omega^{-}$where $\Omega^{+}$and $\Omega^{-}$denote the regions occupied by the respective phases. The domain is divided by an interface $\Gamma=\delta \Omega^{+} \cap \delta \Omega^{-}$as illustrated in Figure 2. The governing equations for incompressible and immiscible two-phase flow in the domain $\Omega$ with an interface force on the interface $\Gamma$ can be stated as

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{u} & =0,  \tag{1}\\
\rho\left(\frac{\partial \boldsymbol{u}}{\partial t}+\boldsymbol{u} \cdot \boldsymbol{\nabla} \boldsymbol{u}\right) & =-\boldsymbol{\nabla} p+\boldsymbol{\nabla} \cdot(\mu \boldsymbol{\nabla} \boldsymbol{u})+\rho \boldsymbol{f}_{b}+\int_{\Gamma} \sigma \kappa \boldsymbol{n} \delta\left(\boldsymbol{x}-\boldsymbol{x}_{I}(s)\right) \mathrm{d} s, \tag{2}
\end{align*}
$$

where $\boldsymbol{u}$ is the velocity vector, $p$ is the pressure, $\boldsymbol{f}_{b}$ is the specific body force, $\sigma$ is the coefficient of surface tension, $\kappa$ is the curvature, $\boldsymbol{n}$ is the normal vector which points to $\Omega^{+}, \delta$ is the Dirac Delta function, $\boldsymbol{x}_{I}$ is a parametrization of the interface, $\rho$ is the density and $\mu$ is the


Figure 2: Illustration of a two-phase domain: The interface $\Gamma$ separates the two phases, one in $\Omega^{+}$and the other in $\Omega^{-}$.
viscosity. These equations are often called the Navier-Stokes equations for incompressible twophase flow.
It is assumed that the density and the viscosity are constant in each phase, but they may be discontinuous across the interface. The interface force and the discontinuities in the density and the viscosity lead to a set of interface conditions,

$$
\begin{align*}
{[\boldsymbol{u}] } & =0  \tag{3}\\
{[p] } & =2[\mu] \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{n}+\sigma \kappa  \tag{4}\\
{[\mu \boldsymbol{\nabla} \boldsymbol{u}] } & =[\mu]((\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{n}) \boldsymbol{n} \boldsymbol{n}+(\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{n} \boldsymbol{t}+(\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{t} \boldsymbol{n}+(\boldsymbol{t} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{t} \boldsymbol{t}),  \tag{5}\\
{[\boldsymbol{\nabla} p] } & =0 \tag{6}
\end{align*}
$$

where $t$ is the tangent vector along the interface and $[\cdot]$ denotes the jump across an interface, that is

$$
\begin{equation*}
[\mu] \equiv \mu^{+}-\mu^{-} \tag{7}
\end{equation*}
$$

See [7,5] for more details and a derivation of the interface conditions.

## Level-set method

The interface is captured with the zero level set of the level-set function $\varphi(\boldsymbol{x}, t)$, which is prescribed as a signed-distance function. That is, the interface is given by

$$
\begin{equation*}
\Gamma=\{(\boldsymbol{x}, t) \mid \varphi(\boldsymbol{x}, t)=0\}, \quad \boldsymbol{x} \in \Omega, \quad t \in \mathbb{R}^{+} \tag{8}
\end{equation*}
$$

and for any $t \geq 0$,

$$
\varphi(\boldsymbol{x}, t)\left\{\begin{array}{ll}
<0 & \text { if } \boldsymbol{x} \in \Omega^{-}  \tag{9}\\
=0 & \text { if } \boldsymbol{x} \in \Gamma \\
>0 & \text { if } \boldsymbol{x} \in \Omega^{+}
\end{array} .\right.
$$

The interface is updated by solving an advection equation for $\varphi$,

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}+\hat{\boldsymbol{u}} \cdot \boldsymbol{\nabla} \varphi=0 \tag{10}
\end{equation*}
$$

where $\hat{\boldsymbol{u}}$ is the velocity at the interface extended to the entire domain. The interface velocity is extended from the interface to the domain by solving

$$
\begin{equation*}
\frac{\partial \hat{\boldsymbol{u}}}{\partial \tau}+S(\varphi) \boldsymbol{n} \cdot \boldsymbol{\nabla} \hat{\boldsymbol{u}}=0, \quad \hat{\boldsymbol{u}}_{\tau=0}=\boldsymbol{u} \tag{11}
\end{equation*}
$$

to steady state, c.f. [24]. Here $\tau$ is pseudo-time and $S$ is a smeared sign function which is equal to zero at the interface,

$$
\begin{equation*}
S(\varphi)=\frac{\varphi}{\sqrt{\varphi^{2}+2 \Delta x^{2}}} . \tag{12}
\end{equation*}
$$

When Equation (10) is solved numerically, the level-set function loses its signed-distance property due to numerical dissipation. The level-set function is therefore reinitialized regularly by solving

$$
\begin{align*}
\frac{\partial \varphi}{\partial \tau}+S\left(\varphi_{0}\right)(|\boldsymbol{\nabla} \varphi|-1) & =0,  \tag{13}\\
\varphi(\boldsymbol{x}, 0) & =\varphi_{0}(\boldsymbol{x}),
\end{align*}
$$

to steady state as proposed in [20]. Here $\varphi_{0}$ is the level-set function that needs to be reinitialized.
One of the advantages of the level-set method is that normal vectors and curvatures can be readily calculated from the level-set function, i.e.

$$
\begin{align*}
\boldsymbol{n} & =\frac{\boldsymbol{\nabla} \varphi}{|\boldsymbol{\nabla} \varphi|}  \tag{14}\\
\kappa & =\boldsymbol{\nabla} \cdot\left(\frac{\boldsymbol{\nabla} \varphi}{|\boldsymbol{\nabla} \varphi|}\right) . \tag{15}
\end{align*}
$$

## Numerical methods

The Navier-Stokes equations, (1) and (2), are solved by a projection method on a staggered grid as described in [5, Chapter 5.1.1]. The spatial terms are discretized by the second-order central difference scheme, except for the convective terms which are discretized by a fifth-order WENO scheme. The temporal discretization is done with explicit strong stability-preserving Runge-Kutta (SSP RK) schemes, see [4]. A three-stage third-order SSP-RK method is used for the Navier-Stokes equations (1) and (2), and a four-stage second-order SSP-RK method is used for the level-set equations (10), (11) and (13).
The method presented in [1] is used to improve the computational speed. The method is often called the narrow-band method, since the level-set function is only updated in a narrow band across the interface at each time step.
The interface conditions are treated in a sharp fashion with the Ghost-Fluid Method (GFM), which incorporates the discontinuities into the discretization stencils by altering the stencils close to the interfaces. For instance, the GFM requires that a term is added to the stencil on the right-hand side of the Poisson equation for the pressure. Consider a one-dimensional case where $[\rho]=[\mu]=0$ and where the interface lies between $x_{i}$ and $x_{i+1}$. In this case,

$$
\begin{equation*}
\frac{p_{i+1}-2 p_{i}+p_{i-1}}{\Delta x^{2}}=f_{k} \pm \frac{\sigma \kappa_{\Gamma}}{\Delta x^{2}}, \tag{16}
\end{equation*}
$$

where $f_{k}$ is the general right-hand side value and $\kappa_{\Gamma}$ is the curvature at the interface. The sign of the added term depends on the sign of $\varphi\left(x_{i}\right)$. See [7] for more details on how the GFM is used for the Navier-Stokes equations and [9] for a description on how to use the GFM for a variable-coefficient Poisson equation.
The normal vector and the curvature defined by equations (14) and (15) are typically discretized by the second-order central difference scheme, c.f [7, 19, 23]. The curvatures are calculated on


Figure 3: A level-set function that has one point where the derivative is discontinuous.
the grid nodes and then interpolated with simple linear interpolation to the interface, e.g. for $\kappa_{\Gamma}$ in Equation (16),

$$
\begin{equation*}
\kappa_{\Gamma}=\frac{\left|\varphi_{i}\right| \kappa_{i+1}+\left|\varphi_{i+1}\right| \kappa_{i}}{\left|\varphi_{i}\right|+\left|\varphi_{i+1}\right|} . \tag{17}
\end{equation*}
$$

If the level-set method is used to capture non-trivial geometries, the level-set function will in general contain areas where it is not smooth, i.e. kinks. This is depicted in Figure 3, which shows a level-set function in a one-dimensional domain that captures two interfaces, one on each side of the grid point $x_{i}$. The kink at $x_{i}$ will lead to potentially large errors with the standard discretization both for the curvature and the normal vector. The errors in the curvature will lead to erroneous pressure jumps at the interfaces, and the errors in the normal vector affects both the discretized interface conditions and the advection of the level-set function. If the level-set method is used to study for example coalescence and breakup of drops, these errors may severly affect the simulations.
It should be noted that the kinks that appear far from any interfaces are handled by ensuring that the denominators do not become zero, as explained in [15, Sections 2.3 to 2.4]. This works fine, since only the values of the curvature at the grid nodes adjacent to any interface are used. Also, the normal vector only needs to be accurate close to the interface due to the narrow-band approach.

## Improved discretization of geometrical quantities

The previous section explained why it is necessary to develop new discretization schemes for the normal vector and the curvature that can handle kinks in the level-set function. This section will give a brief presentation of a better discretization scheme for the normal vector and an overview of an algorithm to calculate the curvature.

## The normal vector

A discretization scheme is presented in [11] which uses a quality function to ensure that the differences never cross kinks. The basic strategy is to use a combination of central differences and one-sided differences based on the values of a quality function,

$$
\begin{equation*}
Q(\boldsymbol{x})=|1-|\boldsymbol{\nabla} \varphi(\boldsymbol{x})||, \tag{18}
\end{equation*}
$$

which is approximated with central differences. The quality function effectively detects the areas where the level-set function differs from the signed-distance function. Let $Q_{i, j}=Q\left(\boldsymbol{x}_{i, j}\right)$ and $\eta>0$, then $Q_{i, j}>\eta$ can be used to detect kinks. The parameter $\eta$ is tuned such that the quality function will detect all the kinks. The value $\eta=0.1$ is used in the present work.

The quality function is used to define a direction function,

$$
\begin{equation*}
\boldsymbol{D}\left(\boldsymbol{x}_{i, j}\right)=\left(D_{x}\left(\boldsymbol{x}_{i, j}\right), D_{y}\left(\boldsymbol{x}_{i, j}\right)\right), \tag{19}
\end{equation*}
$$

where

$$
D_{x}\left(\boldsymbol{x}_{i, j}\right)= \begin{cases}-1 & \text { if } Q_{i-1, j}<\eta \text { and } Q_{i+1, j} \geq \eta  \tag{20}\\ 1 & \text { if } Q_{i-1, j} \geq \eta \text { and } Q_{i+1, j}<\eta, \\ 0 & \text { if } Q_{i-1, j}<\eta \text { and } Q_{i, j}<\eta \text { and } Q_{i+1, j}<\eta, \\ 0 & \text { if } Q_{i-1, j} \geq \eta \text { and } Q_{i, j} \geq \eta \text { and } Q_{i+1, j} \geq \eta, \\ \text { undetermined } & \text { otherwise. }\end{cases}
$$

$D_{y}\left(\boldsymbol{x}_{i, j}\right)$ is defined in a similar manner. If $D_{x}$ or $D_{y}$ is undetermined, $\boldsymbol{D}\left(\boldsymbol{x}_{i, j}\right)$ is chosen as the vector normal to $\boldsymbol{\nabla} \varphi\left(\boldsymbol{x}_{i, j}\right)$. It is normalized, and the sign is chosen such that it points in the direction of best quality. See [11] for more details.
The direction difference is now defined as

$$
\partial_{x} f_{i, j}= \begin{cases}\frac{f_{i, j}-f_{i-1, j}}{\Delta x} & \text { if } D_{x}\left(x_{i}, y_{j}\right)=-1,  \tag{21}\\ \frac{f_{i+1, j}-f_{i, j}}{\Delta x} & \text { if } D_{x}\left(x_{i}, y_{j}\right)=1, \\ \frac{f_{i+1, j}-f_{i-1, j}}{2 \Delta x} & \text { if } D_{x}\left(x_{i}, y_{j}\right)=0,\end{cases}
$$

where $f_{i, j}$ is a piecewise smooth function. The normal vector is calculated using the direction difference on $\varphi$, which is equivalent to using central differences in smooth areas and one-sided differences in areas close to the kinks. This method makes sure that the differences do not cross any kinks, and the normal vector can be accurately calculated even close to a kink.

## The curvature

The curvature is calculated with a discretization that is based on the improved geometry-aware curvature discretization presented by Macklin and Lowengrub [12]. This is a method where the curvature is calculated at the interfaces directly with the use of a least-squares curve parametrization of the interface. The curve parametrization is used to create a local level-set function from which the curvature is calculated using standard discretization techniques. The local level-set function only depends on one interface and is therefore free of kinks.
The main difference between the present method and that of Macklin and Lowengrub is that they calculate the curvature at the interface directly, whereas the present method instead calculates the curvature at the grid nodes. In other words, Macklin and Lowengrub calculate $\kappa_{\Gamma}$ in Equation (16) directly, whereas the present method calculates $\kappa_{i}$ and $\kappa_{i+1}$ with the improved curvature discretization and then use linear interpolation as described in Equation (17) to find $\kappa_{\Gamma}$. The main motivation behind this difference is that the present method does not require a significant change to any existing code. Thus it is relatively straightforward to implement the present method even when the curvature is needed for more than the Capillary force term in the Navier-Stokes equations. An example of such a case is when the curvature is used to model interfacial flows with surfactant [23].
An important consequence of the previously explained difference is that it becomes more important to have an accurate representation of the interface. The curvature discretization presented here uses monotone cubic Hermite splines to parametrize the curve. The least-square parametrization used in [12] is only accurate very close to the point where the curvature needs to be calculated. The Hermite spline is more accurate along the entire interface representation.


Figure 4: Sketch of a breadth-first search. The dashed lines depict the edges that are searched first, the dotted lines depict the edges that are searched next and the solid lines depict two interfaces. The circular dots mark where the algorithm finds interface points, and the rectangular dot marks the point which is returned for the depicted case.

The algorithm to calculate the curvature at $\boldsymbol{x}_{i, j}$ can be summarized as follows. The details are explained in the next section.

1. If $Q_{i+n, j+m} \leq \eta$, where $n=-1,0,1$ and $m=-1,0,1$, then it is safe to use the standard discretization. Otherwise continue to the next step.
2. Locate the closest interface, $\Gamma$.
3. Find a set of points $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n} \in \Gamma$.
4. Create a parametrization $\gamma(s)$ of the points $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$.
5. Calculate a local level-set function based on the parametrization $\gamma(s)$.
6. Use the standard discretization on the local level-set function to calculate the curvature.

## Details of the curvature algorithm

## Locating the closest interface

A breadth-first search is used to to identify the closest interface, see Figure 4. Let $\boldsymbol{x}_{0}$ denote the starting point and $\boldsymbol{x}_{1}$ denote the desired point on the closest interface. The search iterates over all the eight edges from $\boldsymbol{x}_{0}$ to its neighbours and tries to locate an interface which is identified by a change of sign of $\varphi(\boldsymbol{x})$. If more than one interface is found, $\boldsymbol{x}_{1}$ is chosen to be the point that is closest to $\boldsymbol{x}_{0}$. If no interfaces are located the search continues at the next depth. The search continues in this manner until an interface is found. Note that this algorithm does not in general return the point on the interface which is closest to $x_{0}$.
The crossing points between the grid edges and the interfaces are found with linear and bilinear interpolation. E.g. if an interface crosses the edge between $(i, j)$ and $(i, j+1)$ at $\boldsymbol{x}_{I}$, the interface point is found by linear interpolation,

$$
\begin{equation*}
\boldsymbol{x}_{I}=\boldsymbol{x}_{i, j}+\theta(0, \Delta x), \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta=\frac{\varphi\left(\boldsymbol{x}_{i, j}\right)}{\varphi\left(\boldsymbol{x}_{i, j}\right)-\varphi\left(\boldsymbol{x}_{i, j+1}\right)} . \tag{23}
\end{equation*}
$$

In the diagonal cases the interface point is found with bilinear interpolation along the diagonal. This leads to

$$
\begin{equation*}
\boldsymbol{x}_{I}=\boldsymbol{x}_{i, j}+\theta(\Delta x, \Delta x), \tag{24}
\end{equation*}
$$

where $\theta$ is the solution of

$$
\begin{equation*}
\alpha_{1} \theta^{2}+\alpha_{2} \theta+\alpha_{3}=0 . \tag{25}
\end{equation*}
$$

The $\alpha$ values depend on the grid cell. For instance, when searching along the diagonal between $(i, j)$ and $(i+1, j+1)$ the $\alpha$ values will be

$$
\begin{align*}
& \alpha_{1}=\varphi_{i, j}-\varphi_{i+1, j}-\varphi_{i, j+1}+\varphi_{i+1, j+1},  \tag{26}\\
& \alpha_{2}=\varphi_{i+1, j}+\varphi_{i, j+1}-2 \varphi_{i, j},  \tag{27}\\
& \alpha_{3}=\varphi_{i, j} \tag{28}
\end{align*}
$$

## Searching for points on an interface

When an interface and a corresponding point $\boldsymbol{x}_{1}$ on the interface are found, the next step is to find a set of points $\boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{k}, \ldots, \boldsymbol{x}_{n}$ on the same interface. The points should be ordered such that when traversing the points from $k=1$ to $k=n$, the phase with $\varphi(\boldsymbol{x})<0$ is on the left-hand side. Note that the ordering of the points may be done after all the points are found. Three criteria are used when searching for new points:

1. The points are located on the grid edges.
2. The distance between $\boldsymbol{x}_{k}$ and $\boldsymbol{x}_{k+1}$ for all $k$ is greater than a given threshold $\mu$.
3. The $n$ points that are closest to $\boldsymbol{x}_{0}$ are selected, where $\boldsymbol{x}_{0}=\boldsymbol{x}_{i, j}$ is the initial point where the curvature is to be calculated.

Let $\boldsymbol{x}_{k} \in \Gamma \cap\left[x_{i}, x_{i+1}\right) \times\left[y_{j}, y_{j+1}\right)$ be given. To find a new point $\boldsymbol{x}_{k+1}$ on $\Gamma$, a variant of the marching-squares algorithm ${ }^{1}$ is used. Given $\boldsymbol{x}_{k}$ and a search direction which is either clockwise or counter clockwise, the algorithm searches for all the points where an interface crosses the edges of the mesh rectangle $\left[x_{i}, x_{i+1}\right] \times\left[y_{j}, y_{j+1}\right]$. In most cases there will be two such points and $\boldsymbol{x}_{k}$ is one of them. $\boldsymbol{x}_{k+1}$ is then selected based on the search direction. If $\boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}$, the search is continued in the adjacent mesh rectangle. The search process is depicted in Figure 5(a).

In some rare cases the algorithm must handle the ambiguous case depicted in Figure 5(b). In these cases there are four interface crossing-points and two solutions. Either solution is valid, and it is not possible to say which solution is better. The current implementation selects the first solution that it finds, which will be in all practical sense a random choice. Note that the ambiguous cases only occur when two interfaces cross a single grid cell. The ambiguity comes from the fact that the level-set method is not able to resolve the interfaces on a sub-cell resolution.

It was found that $n=7$ points where necessary in order to ensure that the closest points on the interface with respect to the different grid points are captured with the spline parametrization.

[^2]
(a) Marching squares

(b) Ambiguous case

Figure 5: (a) The search starts by locating the two points where the interface crosses the mesh rectangle. $\boldsymbol{x}_{k}$ is the starting point, and if the search is counter clockwise it will select $\boldsymbol{x}_{k+1}$ as depicted. If the search is clockwise, it will select $\boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}$, and the search continues in the adjacent mesh rectangle $\left[x_{i}, x_{i+1}\right] \times\left[y_{j-1}, y_{j}\right]$. (b) An example of an ambiguous case. The solid black lines and the dashed black lines are two equally valid solutions for how the interfaces cross the mesh rectangle. If the search starts at $\boldsymbol{x}_{k}$ and searches counter clockwise, then both $\hat{\boldsymbol{x}}_{k+1}$ and $\boldsymbol{x}_{k+1}$ are valid solutions.

## Curve fitting

Cubic Hermite splines are used to fit a curve to the set of points

$$
\begin{equation*}
X_{0, m}=\left\{\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}\right\} . \tag{29}
\end{equation*}
$$

Let the curve parametrization be denoted $\gamma(s)$ for $0<s<1$. A cubic spline is a parametrization where

$$
\gamma(s)= \begin{cases}\gamma_{1}(s) & s_{0} \leq s<s_{1}  \tag{30}\\ \gamma_{2}(s) & s_{1} \leq s<s_{2} \\ \vdots & \\ \gamma_{m}(s) & s_{m-1} \leq s \leq s_{m}\end{cases}
$$

where $0=s_{0}<s_{1}<\cdots<s_{m}=1$

$$
\begin{equation*}
\gamma\left(s_{i}\right)=\boldsymbol{x}_{i}, \quad 0 \leq i \leq m, \tag{31}
\end{equation*}
$$

and each interpolant $\boldsymbol{\gamma}_{i}(s)=\left(x_{i}(s), y_{i}(s)\right)$ is a third-order polynomial. A Hermite spline is a spline where each interpolant is in Hermite form, see [17, Chapter 4.5]. The interpolants are created by solving the equations

$$
\begin{equation*}
\boldsymbol{\gamma}_{i}(s)=h_{00}(s) \boldsymbol{x}_{i-1}+h_{01}(s) \boldsymbol{x}_{i}+h_{10}(s) \boldsymbol{m}_{i-1}+h_{11}(s) \boldsymbol{m}_{i}, \tag{32}
\end{equation*}
$$

for $1 \leq i \leq m$, where $\boldsymbol{m}_{i}$ is the curve tangents and $h_{00}, h_{01}, h_{10}$ and $h_{11}$ are Hermite basis polynomials,

$$
\begin{align*}
& h_{00}(s)=2 s^{3}-3 s^{2}+1, \\
& h_{01}(s)=s^{3}-2 s^{2}+s, \\
& h_{10}(s)=-2 s^{3}+3 s^{2},  \tag{33}\\
& h_{11}(s)=s^{3}-s^{2} .
\end{align*}
$$

The choice of the tangents is non-unique, and there are several possible options for a cubic Hermite spline.

It is essential that the spline is properly oriented. This is because we require to find both the distance and the position of a point on the grid relative to the spline in order to define a local level-set function. The orientation of the spline $\gamma(s)$ is defined such that when $s$ increases, $\Omega^{-}$ is to the left.

To ensure that our curve is properly oriented, the tangents are chosen as described in [3]. This will ensure monotonicity for each component as long as the input data is monotone. The tangents are modified as follows. First the slopes of the secant lines between successive points are computed,

$$
\begin{equation*}
\boldsymbol{d}_{i}=\frac{\boldsymbol{x}_{i}-\boldsymbol{x}_{i-1}}{s_{i}-s_{i-1}} \tag{34}
\end{equation*}
$$

for $1 \leq i \leq m$. Next the tangents are initialized as the average of the secants at every point,

$$
\begin{equation*}
\boldsymbol{m}_{i}=\frac{\boldsymbol{d}_{i}+\boldsymbol{d}_{i+1}}{2} \tag{35}
\end{equation*}
$$

for $1 \leq i \leq m-1$. The curve tangents at the endpoints are set to $\boldsymbol{m}_{0}=\boldsymbol{d}_{1}$ and $\boldsymbol{m}_{m}=\boldsymbol{d}_{m}$. Finally let $k$ pass from 1 through $m-1$ and set $\boldsymbol{m}_{k}=\boldsymbol{m}_{k+1}=0$ where $\boldsymbol{d}_{k}=0$, and $\boldsymbol{m}_{k}=0$ where $\operatorname{sign}\left(\boldsymbol{d}_{k}\right) \neq \operatorname{sign}\left(\boldsymbol{d}_{k+1}\right)$.

## Local level-set function

The local level-set function, here denoted as $\phi\left(\boldsymbol{x}_{i, j}\right) \equiv \phi_{i, j}$, is calculated at the grid points surrounding and including $\boldsymbol{x}_{0}=\boldsymbol{x}_{i, j}$. The curvature is then calculated with the standard discretization stencil where $\phi$ is used instead of the global level-set function, $\varphi$.
A precise definition of $\phi$ is

$$
\begin{equation*}
\phi\left(\boldsymbol{x}_{i, j}\right)=\min _{s}\left(\hat{d}\left(\boldsymbol{x}_{i, j}, \gamma(s)\right)\right) \tag{36}
\end{equation*}
$$

where $\hat{d}(\boldsymbol{x}, \gamma(s))$ is the signed-distance function, which is negative in phase one and positive in phase two. This function is calculated by first finding the minimum distance between $\boldsymbol{x}$ and $\gamma(s)$ and then deciding the correct sign. The minimum distance is found by minimizing the norm

$$
\begin{equation*}
d(\boldsymbol{x}, \gamma(s))=\|\boldsymbol{x}-\gamma(s)\|_{2} . \tag{37}
\end{equation*}
$$

When $\gamma$ is composed of cubic polynomials as is the case for cubic Hermite splines, the computation of the distance requires the solution of several fifth-order polynomial equations. Sturm's method (see [21, Section 11.3] or [8, Chapter XI,§2]) is employed to locate and bracket the solutions and a combined Newton-Raphson and bisection method is used to refine them. The correct sign is found by solving

$$
\begin{equation*}
\operatorname{sign}\left(\phi\left(\boldsymbol{x}_{i, j}\right)\right)=\operatorname{sign}\left(\left(\boldsymbol{x}_{i, j}-\gamma(s)\right) \times \boldsymbol{t}_{\boldsymbol{\gamma}}(s)\right)_{z}, \tag{38}
\end{equation*}
$$

where $\boldsymbol{t}_{\boldsymbol{\gamma}}(s)$ is the tangent vector of $\gamma(s)$.

## Verification and testing

This section presents results of calculating normal vectors and curvatures with the improved discretization schemes. The results are compared with the standard discretization. Note that in both the following cases the standard second-order central differences are used as the standard discretization.


Figure 6: Initial setup for the circle and line test. The dotted line depicts the kink location.


Figure 7: A comparison of the calculated normal vectors between the standard discretization in red and the improved method in green. The thick black lines depict the interface.

## A static disc above a rectangle

The first case is a simple and static test-case where a disc of radius $r$ is positioned at a distance $h$ above a rectangle, see Figure 6. Only the level-set function and the geometrical quantities are considered. This means that none of the governing equations are solved (equations (1), (2), (10), (11) and (13)). When $h$ is small, the kinks along the dotted line will affect the discretization stencils as has been explained.
The parameters for this case is $r=0.25 \mathrm{~m}$ and $h=\Delta x$. The domain is $1.5 \mathrm{~m} \times 1.5 \mathrm{~m}$, and the straight line is positioned at $y=0.75 \mathrm{~m}$. The grid size is $101 \times 101$.
Figure 7 shows a comparison of the calculated normal vectors. The standard discretization is depicted with red vectors and the direction difference is depicted with green vectors. The figure shows that the standard discretization yields much less accurate results along the kink region than the direction difference.

Figure 8 shows a comparison of the calculated curvatures. Note that the curvature is only cal-


Figure 8: A comparison of curvature calculations between standard discretization and the improved method. The standard discretization leads to large errors in the curvatures in areas that are close to two interfaces.
culated at grid points adjacent to the interfaces. At the grid points where it is not calculated, it is set to zero. The figure shows that the standard discretization leads to large errors in the calculated curvatures in the areas that are close to two interfaces. In particular note that the sign of the curvature becomes wrong. The analytic curvature for this case is $\kappa=-1 / r=-4$, and the curvature spikes seen for the standard discretization is in the order of $|\kappa| \sim \frac{1}{\Delta x} \simeq 67.3$. These spikes will lead to large errors in the pressure jumps through Equation (17). The effect of these errors will become more clear in the next case.


Figure 9: The drop in shear setup.

## Drop collision in shear flow

The second case considers drop collision in shear flow, see Figure 9. The drops both have a radius $r$, and they are initially placed at a distance $d=5 r$ apart in a shear flow where the flow velocity changes linearly from $u_{s}=-U<0$ at the bottom wall to $u_{n}=U$ at the top wall. The computational domain is $12 r \times 8 r$, and the grid size is $241 \times 161$. The size of the grid is chosen to be relatively coarse, such that the difference between the standard discretization of the curvature and the curve-fitting based discretization is properly revealed.
The purpose of this case is to study the behaviour of the level-set method, in particular the calculation of the curvatures, when the drops are in close proximity. It is therefore a natural simplification to only consider the case where the density difference and the viscosity difference of the phases are zero, i.e. there is no jump in density or viscosity across the interface.
The flow is governed by the Reynolds number and the Capillary number, which in the current case can be defined by

$$
\begin{align*}
R e & =\frac{\rho U r}{4 \mu}  \tag{39}\\
C a & =\frac{\mu U}{4 \sigma} \tag{40}
\end{align*}
$$

In the following results the Reynolds and the Capillary numbers were set to

$$
\begin{equation*}
R e=10, \quad C a=0.025 \tag{41}
\end{equation*}
$$

The choice was made such that the drops would not be severely deformed in the shear flow. The radius of the drops was $r=0.5 \mathrm{~m}$, and the distance from the center line to the drop centers was $h=0.84 r=0.42 \mathrm{~m}$.

Figure 10 shows a comparison of the interface evolution and the curvature between the standard discretization and the improved discretization. The top and bottom rows show the evolution for the standard discretization and the improved discretization, respectively. The kinks between the drops lead to curvature spikes with the standard discretization, whereas the improved discretization calculates the curvature along the kink in a much more reliable manner. The curvature spikes are seen to prevent coalescence. This is due to the effect they have on the pressure field.



Figure 11: Comparison of the pressure field in the thin film between the droplets at $t=2.75 \mathrm{~s}$. The contour legends indicate the pressure in Pa .

The errors in the curvature with the standard discretization lead to an erroneous pressure field between the drops that prevents coalescence, c.f. Equation (16). Figure 11 shows the pressure field at $t=2.75 \mathrm{~s}$. It can be seen that the pressure field for the standard discretization is distorted in the thin-film region. This distortion in the pressure leads to a flow in the film region which suppresses coalescence. The corresponding result for the improved method shows that the pressure is not distorted. It is high in the center of the thin-film region and lower at the edges. The pressure change induces a flow out of the region which is more as expected.

## Conclusions

This article has implemented improved discretization schemes for the normal vector and the curvature of the interface between two phases. The normal vector was discretized by the direction difference which is presented in [11]. The curvature was discretized with a scheme that is based on the geometry-aware discretization presented in [12]. The main advantage of the present discretization method for the curvature is that it is relatively straightforward to implement in to an existing code since it does not require a change of the existing framework.
The implementation of the curvature discretization have been described in detail. The improved schemes are compared with the standard discretization in two different cases. The first case is a direct comparison of the schemes for a case with no flow. The second case compares the evolution of two drops colliding in shear flow. Both tests demonstrate that the standard discretization of the normal vector and the curvature leads to erroneous behaviour at the kink locations. The second case shows that this behaviour prevents coalescence from occurring due to an erroneous pressure field. The curvature spikes at the kink regions are not observed with the improved discretization schemes, and coalescence is achieved for the second case.
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#### Abstract

The present work illustrates a difficulty with the level-set method to accurately capture the curvature of interfaces in regions that are of equal distance to two or more interfaces. Such regions are characterized by kinks in the level-set function where the derivative is discontinuous. Thus the standard discretization scheme is not suitable. Three discretization schemes are outlined that are shown to perform better than the standard discretization on two selected test cases.


## 1 Introduction

This article addresses the calculation of interface curvature with the level-set method. In the level-set method, the normal vector and the curvature of an interface can be calculated directly from the level-set function. These calculations are usually done with standard finite-difference methods, typically the second-order central difference scheme (CD-2) [10, 12, 4].

A problem with these calculations may arise when the level-set function is defined to be a signed-distance function. The signed-distance function is in general not smooth, as can be seen in Figure 1. Here the derivative of the level-set function will be discontinuous at the regions that are of equal distance to more than one interface. When two droplets as in Figure 1 are in near contact, such discontinuities, or kinks, may lead to significant errors when calculating the interface geometries with standard finite difference methods.

[^3]

Fig. 1 (a) Two droplets in near contact. The dotted line marks a region where the derivative of the level-set function is not defined. (b) A one-dimensional slice of the level-set function $\varphi(x)$. The dots mark points where the derivative of $\varphi(x)$ is not defined.

## 2 Governing equations

### 2.1 Navier-Stokes equations for two-phase flow

Consider a domain $\Omega=\Omega^{+} \cup \Omega^{-}$, where $\Omega^{+}$and $\Omega^{-}$denote regions occupied by two respective phases, divided by an interface $\Gamma=\delta \Omega^{+} \cap \delta \Omega^{-}$. The governing equations for incompressible and immiscible two-phase flow in the domain $\Omega$ with an interface force on the interface $\Gamma$ are

$$
\begin{align*}
\nabla \cdot \mathbf{u} & =0  \tag{1}\\
\rho\left(\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \cdot \nabla \mathbf{u}\right) & =-\nabla p+\nabla \cdot(\mu \nabla \mathbf{u})+\rho \mathbf{f}_{b}+\int_{\Gamma} \sigma \kappa \mathbf{n} \delta\left(\mathbf{x}-\mathbf{x}_{I}(s)\right) \mathrm{d} s . \tag{2}
\end{align*}
$$

Here $\mathbf{u}$ is the velocity vector, $p$ is the pressure, $\mathbf{f}_{b}$ is the specific body force, $\sigma$ is the coefficient of surface tension, $\kappa$ is the curvature, $\mathbf{n}$ is the normal unit vector which points into $\Omega^{+}, \delta$ is the Dirac delta function, $\mathbf{x}_{I}(s)$ is a parametrization of the interface, $\rho$ is the density and $\mu$ is the viscosity.

It is assumed that the density and viscosity are constant in each phase, but may be discontinuous across the interface. The jump conditions across the interface are

$$
\begin{align*}
\llbracket \mathbf{u} \rrbracket & =0  \tag{3}\\
\llbracket p \rrbracket & =2 \llbracket \mu \rrbracket \mathbf{n} \cdot \nabla \mathbf{u} \cdot \mathbf{n}+\sigma \kappa  \tag{4}\\
\llbracket \mu \nabla \mathbf{u} \rrbracket & =\llbracket \mu \rrbracket((\mathbf{n} \cdot \nabla \mathbf{u} \cdot \mathbf{n}) \mathbf{n n}+(\mathbf{n} \cdot \nabla \mathbf{u} \cdot \mathbf{t}) \mathbf{n t}+(\mathbf{n} \cdot \nabla \mathbf{u} \cdot \mathbf{t}) \mathbf{t} \mathbf{n}+(\mathbf{t} \cdot \nabla \mathbf{u} \cdot \mathbf{t}) \mathbf{t t}) \tag{5}
\end{align*}
$$

where $\mathbf{t}$ is the tangent vector along the interface and $\llbracket \cdot \rrbracket$ denotes the jump across an interface, that is $\llbracket \mu \rrbracket \equiv \mu^{+}-\mu^{-}$. Note that $\nabla \mathbf{u}$ and (e.g.) nt are rank-2 tensors. See [4, 3] for more details and a derivation of the interface conditions.

### 2.2 Level-set method

The interface is captured with the zero level set of the level-set function $\varphi(\mathbf{x}, t)$, which is prescribed as a signed-distance function. It is updated by solving an advection equation for $\varphi$,

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}+\hat{\mathbf{u}} \cdot \nabla \varphi=0 \tag{6}
\end{equation*}
$$

where $\hat{\mathbf{u}}$ is the velocity at the interface, extended to the entire domain by solving

$$
\begin{equation*}
\frac{\partial \hat{\mathbf{u}}}{\partial \tau}+S(\varphi) \mathbf{n} \cdot \nabla \hat{\mathbf{u}}=0, \quad \hat{\mathbf{u}}_{\tau=0}=\mathbf{u} \tag{7}
\end{equation*}
$$

to steady state, cf. [15]. Here $\tau$ is a pseudo-time and $S(\varphi)=\varphi /\left(\varphi^{2}+2 \Delta x^{2}\right)^{1 / 2}$ is a smeared sign function which is equal to zero at the interface.

When (6) is solved numerically, the level-set function loses its signed-distance property due to numerical dissipation. The level-set function is therefore reinitialized regularly by solving

$$
\begin{align*}
\frac{\partial \varphi}{\partial \tau}+S\left(\varphi_{0}\right)(|\nabla \varphi|-1) & =0  \tag{8}\\
\varphi(\mathbf{x}, 0) & =\varphi_{0}(\mathbf{x})
\end{align*}
$$

to steady state as proposed in [13], where $\varphi_{0}$ is the level-set function that needs to be reinitialized.

Normal vectors and curvatures can be readily calculated from the level-set function as

$$
\begin{equation*}
\mathbf{n}=\frac{\nabla \varphi}{|\nabla \varphi|} \quad \text { and } \quad \kappa=\nabla \cdot\left(\frac{\nabla \varphi}{|\nabla \varphi|}\right) . \tag{9}
\end{equation*}
$$

## 3 Numerical methods

The Navier-Stokes equations (1) and (2) are solved using a projection method on a staggered grid as described in [3, Chapter 5.1.1]. The spatial terms are discretized with CD-2, except for the convective terms which are discretized by a fifth-order WENO scheme. A third-order strong stability-preserving Runge-Kutta (SSP RK) method is used for the momentum equation (2), and a second-order SSP-RK method is used for the level-set equations (6) to (8) [2].

The interface conditions are treated in a sharp fashion with the Ghost-Fluid Method (GFM), which incorporates the discontinuities into the discretization stencils by altering the stencils close to the interfaces, cf. [1, 4, 6]. When using the GFM, the curvature is linearly interpolated from the grid points to the interface before it is used in the discretization stencils for the flow equations unless otherwise stated.

## 4 Curvature discretizations

The normal vector and the curvature (9) are typically discretized with the CD-2 at the grid points, cf. [4, 12, 14]. A problem with this is that CD-2 will not converge across kinks, and it may therefore introduce potentially large errors. The errors in the curvature will lead to erroneous pressure jumps at the interfaces, and the errors in the normal vector affect both the discretized interface conditions and the extrapolated velocity (7) which is used in the advection equation (6).

A direction difference scheme is presented in [7] which uses a combination of one-sided and central difference schemes to ensure that the differences never cross kinks. The same scheme is used in the present work to calculate the normal vector. The idea is choose which difference scheme to use based on the values of a quality function,

$$
\begin{equation*}
Q(\mathbf{x})=|1-|\nabla \varphi(\mathbf{x})|| \tag{10}
\end{equation*}
$$

The quality function is itself calculated with central differences. It effectively detects the regions where the level-set function differs from the signed-distance function. Let $Q_{i, j}=Q\left(\mathbf{x}_{i, j}\right)$ and $\eta>0$, then $Q_{i, j}>\eta$ can be used to detect kinks. The parameter $\eta$ is tuned such that the quality function will detect all the kinks. The value $\eta=0.1$ is used in the present work.

In the following, three different improved discretization schemes for the curvature are outlined. Note that the first two schemes use the quality function to detect when the improved schemes should be used in favor of CD-2. Also note that the curvature is only calculated at grid points in a narrow band along the interface. At the points where it is not calculated, it is set to zero.

Macklin and Lowengrub's method (MLM) was presented in [8, 9]. With this method, the interface is parametrized with a second-order least-squares polynomial. The curvature is then calculated directly from the parametrization at the desired position on the interface.

To enable easy comparison with the other methods, the estimated curvature values are extrapolated from the interface to the adjacent grid points.

Lervag's method (LM) was presented in [5] and is based on MLM, specifically [8]. The curve parametrization is used to create a local level-set function from which the curvature is calculated on the grid points using CD-2.

The main difference from MLM is that the curvature is calculated at the grid nodes and then interpolated to the interface afterwards. This is argued as a slight simplification of MLM, although an important consequence is that it becomes more important to have an accurate representation of the interface. Instead of using a least-squares parametrization, LM uses monotone cubic Hermite splines.

Salac and Lu's method (SLM) was presented in [11] and is a different approach than MLM and LM. Consider the 2D case of two circles in near contact, see Figure 2. SLM reconstructs two independent level-set functions $\phi_{1}$ and $\phi_{2}$ for the two circles. The reconstructed functions are then used to calculate the curvature. Since the two reconstructed cones have no kinks, the curvature can be calculated with CD2. For points close to both circles, a weighted average of the curvature from $\phi_{1}$ and


Fig. 2 Simple sketch of how SLM works. The two circles are represented by separate level-set functions.
from $\phi_{2}$ is stored. For points close to only one circle, the appropriate curvature is stored. The weighted average is $\kappa=\left(\kappa_{1} \phi_{2}+\kappa_{2} \phi_{1}\right) /\left(\phi_{1}+\phi_{2}\right)$, where the subscripts refer to values calculated on the reconstructed level-set functions. This weighting will prefer $\kappa_{1}$ when closest to circle 1 , and vice versa.

## 5 Comparison of the discretization schemes

### 5.1 A static disc above a rectangle

Consider a disc of radius $r$ positioned at a distance $h$ above a rectangle, see Figure 3(a). In this case, only the level-set function and the geometrical quantities are considered. None of the governing equations (1), (2) and (6) to (8) are solved.

The parameters used for this case are $r=0.25 \mathrm{~m}$ and $h=\Delta x$. The domain is $1.5 \mathrm{~m} \times 1.5 \mathrm{~m}$, and the rectangle height is 0.75 m . The grid size is $101 \times 101$.

Figure 4 shows a comparison of the calculated curvatures. The figure shows that CD-2 leads to large errors in the calculated curvatures in the areas that are close to two interfaces. In particular note that the sign of the curvature becomes wrong. The analytic curvature for this case is $\kappa=-1 / r=-4$, and the curvature spikes seen for the standard discretization is of the order of $|\kappa| \sim \frac{1}{\Delta x} \simeq 67.3$. All of the improved methods give much better estimates of the curvature, as expected.


Fig. 3 Initial setup for the circle and rectangle test, (a), and for the drop collision in shear flow test, (b). In (a), the dotted line depicts the kink location, and there is no flow. In (b) the flow is indicated by the velocity profile.


Fig. 4 A comparison of curvature calculations between standard discretization and the improved method. The standard discretization leads to large errors in the curvatures in areas that are close to two interfaces.

### 5.2 Drop collision in shear flow

Now consider two drops in a shear flow as depicted in Figure 3(b). Both drops have radius $r$ and are initially placed a distance $d=5 r$ apart in the shear flow, where the flow velocity changes linearly from $u_{s}=-U<0$ at the bottom wall to $u_{n}=U$ at the top wall. The computational domain is $12 r \times 8 r$, and the grid size is $241 \times 161$. The density and viscosity differences of the two phases are zero.

The shear flow is defined by the Reynolds number and the Capillary number,

$$
\begin{equation*}
R e=\frac{\rho U r}{\mu} \quad \text { and } \quad C a=\frac{\mu U}{\sigma} \tag{11}
\end{equation*}
$$

The following results were obtained with $r=0.5 \mathrm{~m}, h=0.84 r=0.42 \mathrm{~m}, R e=10$ and $C a=0.025$.

Figure 5 shows a comparison of the interface evolution and the curvature between the different discretization schemes. The first column shows the results with the CD-2. The next three columns show the results with the three improved schemes re-


Fig. 5 A comparison between the different discretization schemes of the interface evolution and the curvature $\kappa$ of drop collision in shear flow.
spetively. The kinks between the drops lead to curvature spikes with CD-2, whereas the improved discretizations calculate the curvature along the kink in a much more reliable manner. LM and SLM give very similar results. This is most likely due to the fact that both these methods calculate the curvature at the grid points and then interpolate, resulting in very similar algorithms as long as the curvature calculations are accurate. MLM on the other hand removes the interpolation step and calculates the curvature directly on the interface. Note that the difference is mainly that the MLM results in slightly earlier coalescence in the given case.

The curvature spikes in obtained with CD-2 are seen to prevent coalescence. This is due to the effect they have on the pressure field as displayed in Figure 6. Here it is shown that the errors in the curvature with CD-2 lead to an erroneous pressure field between the drops. The distortion of the pressure in the thin-film region leads to a flow into the film region that suppresses coalescence. The corresponding result with LM shows that when the pressure is not distorted, it leads to a flow directed out of the thin-film region.


Fig. 6 Comparison of the pressure field in the thin film between the droplets at $t=2.75 \mathrm{~s}$. The contour legends indicate the pressure in Pa .

## 6 Conclusions

Three discretization schemes have been implemented to accurately calculate the curvature in regions close to kinks in the level-set function. It has been demonstrated in two test cases that the standard second-order central difference scheme (CD-2) leads to relatively severe errors across the kinks. Macklin and Lowengrub's method (MLM), Lervåg's method (LM), and Salac and Lu's method (SLM) all give better results. In the second test case where two droplets are put in a shear flow, CD-2 gives a qualitatively different result than all the three improved schemes due to an erroneous pressure field in the thin film region.
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#### Abstract

This article addresses the use of the level-set method for capturing the interface between two fluids. One of the advantages of the level-set method is that the curvature and the normal vector of the interface can be readily calculated from the level-set function. However, in cases where the level-set method is used to capture topological changes, the standard discretization techniques for the curvature and the normal vector do not work properly. This is because they are affected by the discontinuities of the signed-distance function half-way between two interfaces. This article addresses the calculation of normal vectors and curvatures with the level-set method for such cases. It presents a discretization scheme based on the geometry-aware curvature discretization by Macklin and Lowengrub [1]. As the present scheme is independent of the ghost-fluid method, it becomes more generally applicable, and it can be implemented into an existing level-set code more easily than Macklin and Lowengrub's scheme [1]. The present scheme is compared with the second-order central-difference scheme and with Macklin and Lowengrub's scheme [1], first for a case with no flow, then for a case where two drops collide in a 2D shear flow, and finally for a case where two drops collide in an axisymmetric flow. In the latter two cases, the Navier-Stokes equations for incompressible two-phase flow are solved. The article also gives a comparison of the calculation of normal vectors with the direction difference scheme presented by Macklin and Lowengrub in [2] and with the present dis-


[^4]cretization scheme. The results show that the present discretization scheme yields more robust calculations of the curvature than the second-order central difference scheme in areas where topological changes are imminent. The present scheme compares well to Macklin and Lowengrub's method [1]. The results also demonstrate that the direction difference scheme [2] is not always sufficient to accurately calculate the normal vectors.

Keywords: Level-set method, Curvature discretization, Normal-vector discretization, Curve-fitting discretization scheme, Finite differences, Ghost-fluid method.

## 1. Introduction

The level-set method was introduced by Osher and Sethian [3]. It is designed to implicitly track moving interfaces through an isocontour of a function defined in the entire domain. In particular, it is designed for problems in multiple spatial dimensions in which the topology of the evolving interface changes during the course of events, cf. [4].

This article addresses the calculation of interface geometries with the level-set method. This method allows us to calculate the normal vector and the curvature of an interface directly as the first and second derivatives of the level-set function. These calculations are typically done with standard finite-difference methods. Since the level-set function is chosen to be a signed-distance function, in most cases it will have areas where it is not smooth. Consider for instance two colliding drops where the interfaces are captured with the level-set method, see Figure 1. The derivative of the levelset function will not be defined at the points outside the drops that have an equal distance to both drops. When the drops are in near contact, this discontinuity in the derivative will lead to significant errors when calculating the interface geometries with standard finite-difference methods. For convenience the areas where the derivative of the level-set function is not defined will hereafter be referred to as kinks.

To the authors knowledge, this issue was first described in [2], where the level-set method was used to model tumour growth. Here Macklin and Lowengrub presented a direction difference to treat the discretization across kinks for the normal vector and the curvature. They later presented an improved method where curve fitting was used to calculate the curvatures [1]. This was further expanded to include the normal vectors [5].

An alternative method to avoid the kinks is presented in [6], where a level-set extraction technique is presented. This technique uses an extraction algorithm to reconstruct separate level-set functions for each distinct body.

Accurate calculation of the curvature is important in many applications, in particular in curvature-driven flows. There are several examples in the literature of methods that improve the accuracy of the curvature calculations, but that do not consider the problem with the discretization across the kinks. The authors in [7] use a coupled level-set and volume-of-fluid method based on a fixed Eulerian grid, and they use a height function to calculate the curvatures. In [8] a refined level-set grid method is used to study two-phase flows on structured and unstructured grids for the flow solver. An interface-projected curvature-evaluation method is presented to achieve converging calculation of the curvature. Marchandise et. al [9] adopt a discontinuous Galerkin method and a pressure-stabilized finite-element method to solve the level-set equation and the Navier-Stokes equations, respectively. They develop a least-squares approach to calculate the normal vector and the curvature accurately, as opposed to using a direct derivation of the level-set function. This method is used by Desjardins et. al in [10], where they show impressive results for simulations of turbulent atomization.

This article is a continuation of the work presented in [11]. It applies the level-set method and the ghost-fluid method to incompressible two-phase flow in two dimensions. A curve-fitting discretization scheme is presented which is based on the geometry-aware discretization given in [1]. This scheme is mainly applied to the curvature discretization. The normal vectors are calculated both with the direction difference described in [2] and with a combination of the direction difference and the curve-fitting discretization


Figure 1: (a) Two drops in near contact. The dotted line marks a region where the derivative of the level-set function is not defined. (b) A one-dimensional slice of the levelset function $\varphi(x)$. The dots mark points where the derivative of $\varphi(x)$ is not defined.
scheme.
The main advantage of the present scheme compared to the geometryaware discretization [1] is that it is independent of the ghost-fluid method. That is, in [1] Macklin and Lowengrub calculate the curvature values directly on the interface when it is needed by the ghost-fluid method, whereas we compute the curvature values at the global grid points, indendent of the ghost-fluid method. Because of this, the scheme can be implemented more easily into existing Navier-Stokes codes employing the level-set method, since only small parts of the existing codes need modification. It is also more generally applicable, for instance it can be used with the continuum surfaceforce method [15]. Further, it allows for more accurate curvature values in models that require curvature values on the grid instead of on the interface, e.g. surfactant models [12-14].

The article starts by briefly describing the governing equations for twophase flow and the level-set method in Section 2. It continues in Section 3 with a description of the numerical methods that are used for their solution. Then the discretization schemes for the normal vector and the curvature are presented in Section 4, followed by a detailed description of the method for curvature discretization in Section 5. Section 6 gives a convergence test and a comparison of the present discretization scheme with the second-order central difference scheme and Macklin and Lowengrub's scheme [1], first on static interfaces in near contact, then on two drops colliding in a 2D shear flow, and finally on a case where two drops collide in an axisymmetric flow. The section is concluded with a comparison of the direction difference scheme [2] with a combination of the direction difference and the curve-fitting discretization schemes for calculating normal vectors. Finally in Section 7 concluding remarks are made.

## 2. Governing equations

### 2.1. Navier-Stokes equations for two-phase flow

Consider a two-phase domain $\Omega=\Omega^{+} \cup \Omega^{-}$where $\Omega^{+}$and $\Omega^{-}$denote the regions occupied by the respective phases. The domain is divided by an interface $\Gamma=\delta \Omega^{+} \cap \delta \Omega^{-}$as illustrated in Figure 2. The governing equations for incompressible and immiscible two-phase flow in the domain $\Omega$ with an


Figure 2: Illustration of a two-phase domain: The interface $\Gamma$ separates the two phases, one in $\Omega^{+}$and the other in $\Omega^{-}$.
interface force on the interface $\Gamma$ can be stated as

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{u}= & 0  \tag{1}\\
\rho\left(\frac{\partial \boldsymbol{u}}{\partial t}+\boldsymbol{u} \cdot \boldsymbol{\nabla} \boldsymbol{u}\right)=- & \boldsymbol{\nabla} p+\boldsymbol{\nabla} \cdot\left(\mu\left(\boldsymbol{\nabla} \boldsymbol{u}+(\boldsymbol{\nabla} \boldsymbol{u})^{T}\right)\right) \\
& +\rho \boldsymbol{f}_{b}+\int_{\Gamma} \sigma \kappa \boldsymbol{n} \delta\left(\boldsymbol{x}-\boldsymbol{x}_{I}(s)\right) \mathrm{d} s, \tag{2}
\end{align*}
$$

where $\boldsymbol{u}$ is the velocity vector, $p$ is the pressure, $\boldsymbol{f}_{b}$ is the specific body force, $\sigma$ is the coefficient of surface tension, $\kappa$ is the curvature, $\boldsymbol{n}$ is the normal vector which points to $\Omega^{+}, \delta$ is the Dirac Delta function, $\boldsymbol{x}_{I}$ is a parametrization of the interface, $\rho$ is the density and $\mu$ is the viscosity. These equations are often called the Navier-Stokes equations for incompressible two-phase flow.

It is assumed that the density and the viscosity are constant in each phase, but they may be discontinuous across the interface. The interface force and the discontinuities in the density and the viscosity lead to a set of interface conditions,

$$
\begin{align*}
{[\boldsymbol{u}] } & =0,  \tag{3}\\
{[p] } & =2[\mu] \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{n}+\sigma \kappa,  \tag{4}\\
{[\mu \boldsymbol{\nabla} \boldsymbol{u}] } & =[\mu]((\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{n}) \boldsymbol{n} \otimes \boldsymbol{n}+(\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{n} \otimes \boldsymbol{t} \\
& \quad-(\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{t} \otimes \boldsymbol{n}+(\boldsymbol{t} \cdot \boldsymbol{\nabla} \boldsymbol{u} \cdot \boldsymbol{t}) \boldsymbol{t} \otimes \boldsymbol{t}),  \tag{5}\\
{[\boldsymbol{\nabla} p] } & =0, \tag{6}
\end{align*}
$$

where $\boldsymbol{t}$ is the tangent vector along the interface, $\otimes$ denotes the dyadic product, and [.] denotes the jump across an interface, that is

$$
\begin{equation*}
[\mu] \equiv \mu^{+}-\mu^{-} \tag{7}
\end{equation*}
$$

See [16, 17] for more details and a derivation of the interface conditions.

### 2.2. Level-set method

The interface is captured with the zero level set of the level-set function $\varphi(\boldsymbol{x}, t)$, which is prescribed as a signed-distance function. That is, the interface is given by

$$
\begin{equation*}
\Gamma=\{(\boldsymbol{x}, t) \mid \varphi(\boldsymbol{x}, t)=0\}, \quad \boldsymbol{x} \in \Omega, \quad t \in \mathbb{R}^{+}, \tag{8}
\end{equation*}
$$

and for any $t \geq 0$,

$$
\varphi(\boldsymbol{x}, t)\left\{\begin{array}{ll}
<0 & \text { if } \boldsymbol{x} \in \Omega^{-}  \tag{9}\\
=0 & \text { if } \boldsymbol{x} \in \Gamma \\
>0 & \text { if } \boldsymbol{x} \in \Omega^{+}
\end{array} .\right.
$$

The interface is updated by solving an advection equation for $\varphi$,

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}+\hat{\boldsymbol{u}} \cdot \boldsymbol{\nabla} \varphi=0 \tag{10}
\end{equation*}
$$

where $\hat{\boldsymbol{u}}$ is the velocity at the interface extended to the entire domain. The interface velocity is extended from the interface to the domain by solving

$$
\begin{equation*}
\frac{\partial \hat{\boldsymbol{u}}}{\partial \tau}+S(\varphi) \boldsymbol{n} \cdot \nabla \hat{\boldsymbol{u}}=0, \quad \hat{\boldsymbol{u}}_{\tau=0}=\boldsymbol{u} \tag{11}
\end{equation*}
$$

to steady state, cf. [18]. Here $\tau$ is pseudo-time and $S$ is a smeared sign function which is equal to zero at the interface,

$$
\begin{equation*}
S(\varphi)=\frac{\varphi}{\sqrt{\varphi^{2}+2 \Delta x^{2}}} . \tag{12}
\end{equation*}
$$

When equation (10) is solved numerically, the level-set function loses its signed-distance property due to numerical dissipation. The level-set function is therefore reinitialized regularly by solving

$$
\begin{align*}
\frac{\partial \varphi}{\partial \tau}+S\left(\varphi_{0}\right)(|\boldsymbol{\nabla} \varphi|-1) & =0,  \tag{13}\\
\varphi(\boldsymbol{x}, 0) & =\varphi_{0}(\boldsymbol{x}),
\end{align*}
$$

to steady state as proposed in [19]. Here $\varphi_{0}$ is the level-set function that needs to be reinitialized.

One of the advantages of the level-set method is that normal vectors and curvatures can be readily calculated from the level-set function, i.e.

$$
\begin{align*}
\boldsymbol{n} & =\frac{\boldsymbol{\nabla} \varphi}{|\boldsymbol{\nabla} \varphi|},  \tag{14}\\
\kappa & =\boldsymbol{\nabla} \cdot\left(\frac{\boldsymbol{\nabla} \varphi}{|\boldsymbol{\nabla} \varphi|}\right) . \tag{15}
\end{align*}
$$

## 3. Numerical methods

The Navier-Stokes equations, (1) and (2), are solved by a projection method on a staggered grid as described in [17, Chapter 5.1.1]. The spatial terms are discretized by the second-order central difference scheme, except for the convective terms which are discretized by a fifth-order WENO scheme. The temporal discretization is done with explicit strong stability-preserving Runge-Kutta (SSP RK) schemes, see [20]. A three-stage third-order SSP-RK method is used for the Navier-Stokes equations (1) and (2), and a four-stage second-order SSP-RK method is used for the level-set equations (10), (11) and (13).

The method presented in [21] is used to improve the computational speed. The method is often called the narrow-band method, since the level-set function is only updated in a narrow band across the interface at each time step.

The interface conditions are treated in a sharp fashion with the GhostFluid Method (GFM), which incorporates the discontinuities into the discretization stencils by altering the stencils close to the interfaces. For instance, the GFM requires that a term is added to the stencil on the right-hand side of the Poisson equation for the pressure. Consider a one-dimensional case where $[\rho]=[\mu]=0$ and where the interface lies between $x_{i}$ and $x_{i+1}$. In this case,

$$
\begin{equation*}
\frac{p_{i+1}-2 p_{i}+p_{i-1}}{\Delta x^{2}}=f_{k} \pm \frac{\sigma \kappa_{\Gamma}}{\Delta x^{2}}, \tag{16}
\end{equation*}
$$

where $f_{k}$ is the general right-hand side value and $\kappa_{\Gamma}$ is the curvature at the interface. The sign of the added term depends on the sign of $\varphi\left(x_{i}\right)$. See [16] for more details on how the GFM is used for the Navier-Stokes equations and [22] for a description on how to use the GFM for a variable-coefficient Poisson equation.

The normal vector and the curvature defined by equations (14) and (15) are typically discretized by the second-order central difference scheme, cf. [4,


Figure 3: A level-set function that has one point where the derivative is discontinuous.

12, 16]. The curvatures are calculated on the grid nodes and then interpolated with simple linear interpolation to the interface, e.g. for $\kappa_{\Gamma}$ in equation (16),

$$
\begin{equation*}
\kappa_{\Gamma}=\frac{\left|\varphi_{i}\right| \kappa_{i+1}+\left|\varphi_{i+1}\right| \kappa_{i}}{\left|\varphi_{i}\right|+\left|\varphi_{i+1}\right|} \tag{17}
\end{equation*}
$$

If the level-set method is used to capture non-trivial geometries, the level-set function will in general contain areas where it is not smooth, i.e. kinks. This is depicted in Figure 3, which shows a level-set function in a one-dimensional domain that captures two interfaces, one on each side of the grid point $x_{i}$. The kink at $x_{i}$ will lead to potentially large errors with the standard discretization both for the curvature and the normal vector. The errors in the curvature will lead to erroneous pressure jumps at the interfaces, and the errors in the normal vector affects both the discretized interface conditions and the advection of the level-set function. If the level-set method is used to study for example coalescence and breakup of drops, these errors may severely affect the simulations.

It should be noted that the kinks that appear far from any interfaces are handled by ensuring that the denominators do not become zero, as explained in [23, Sections 2.3 to 2.4]. This works fine, since only the values of the curvature at the grid nodes adjacent to any interface are used. Also, the normal vector only needs to be accurate close to the interface due to the narrow-band approach.

## 4. Improved discretization of geometrical quantities

The previous section explained why it is necessary to develop new discretization schemes for the normal vector and the curvature that can handle
kinks in the level-set function. This section will give an overview of the curvefitting discretization scheme and how it is applied to calculate the curvature. It will then give a brief presentation of the direction difference which is used to calculate the normal vector. A note is finally given on how to use the curve-fitting discretization scheme to calculate the normal vector.

### 4.1. The curvature

The curvature is calculated with a discretization that is based on the improved geometry-aware curvature discretization presented by Macklin and Lowengrub [1]. This is a method where the curvature is calculated at the interfaces directly with the use of a least-squares curve parametrization of the interface. The curve parametrization is used to create a local level-set function from which the curvature is calculated using standard discretization techniques. The local level-set function only depends on one interface and is therefore free of kinks.

The main motivation behind the present method is to improve the curvature calculations specifically at the grid points, as these values may be important for other models. Examples of such cases are the modelling of interfacial flows with surfactants [12-14].

The main difference between the present method and that of Macklin and Lowengrub [1] is that they modify the GFM to calculate the curvature at the interface directly, whereas the present method only changes the procedure to calculate the curvature at specific grid points. In other words, Macklin and Lowengrub calculate $\kappa_{\Gamma}$ in equation (16) directly with a parametrized curve, whereas the present method uses parametrized curves to calculate $\kappa_{i}$ and $\kappa_{i+1}$. The present method is therefore independent of the GFM, which makes it easier to adopt it into existing level-set codes.

An important consequence of not calculating the curvature directly on the interface is that it becomes more important to have an accurate representation of the interface. This is due to the fact that the point $\boldsymbol{x}_{i}$ where the curvature is calculated is not on the interface, so the calculation becomes less local. Thus the parametrization needs to be more accurate at a larger distance from $\boldsymbol{x}_{i}$. The curve-fitting discretization scheme presented here uses monotone cubic Hermite splines to parametrize the curve. The least-square parametrization used in [1] is only accurate very close to the point where the curvature needs to be calculated. The Hermite spline is more accurate along the entire interface representation.

The algorithm to calculate the curvature at $\boldsymbol{x}_{i, j}$ can be summarized as follows. The details are explained in the next section.

1. If $Q_{i+n, j+m} \leq \eta$, where $n=-1,0,1$ and $m=-1,0,1$, then it is safe to use the central-difference discretization. Otherwise continue to the next step.
2. Locate the closest interface, $\Gamma$.
3. Find a set of points $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n} \in \Gamma$.
4. Create a parametrization $\gamma(s)$ of the points $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$.
5. Calculate a local level-set function based on the parametrization $\gamma(s)$.
6. Use central-difference discretization on the local level-set function to calculate the curvature.

### 4.2. The normal vector

This section will describe two methods to calculate the normal vector close to kinks. The direction difference [2] will be described first. Then a method based on the curve-fitting scheme will be presented.

### 4.2.1. Direction difference

The direction-difference scheme uses a quality function to ensure that the difference stencils never cross kinks. The basic strategy is to use a combination of central differences and one-sided differences based on the values of a quality function,

$$
\begin{equation*}
Q(\boldsymbol{x})=|1-|\boldsymbol{\nabla} \varphi(\boldsymbol{x})||, \tag{18}
\end{equation*}
$$

which is approximated with central differences. The quality function effectively detects the areas where the level-set function differs from the signeddistance function. Let $Q_{i, j}=Q\left(\boldsymbol{x}_{i, j}\right)$ and $\eta>0$, then $Q_{i, j}>\eta$ can be used to detect kinks. The parameter $\eta$ is tuned such that the quality function will detect all the kinks. The value $\eta=0.1$ is used in the present work.

The quality function is used to define a direction function,

$$
\begin{equation*}
\boldsymbol{D}\left(\boldsymbol{x}_{i, j}\right)=\left(D_{x}\left(\boldsymbol{x}_{i, j}\right), D_{y}\left(\boldsymbol{x}_{i, j}\right)\right), \tag{19}
\end{equation*}
$$

where

$$
D_{x}\left(\boldsymbol{x}_{i, j}\right)= \begin{cases}-1 & \text { if } Q_{i-1, j}<\eta \text { and } Q_{i+1, j} \geq \eta,  \tag{20}\\ 1 & \text { if } Q_{i-1, j} \geq \eta \text { and } Q_{i+1, j}<\eta, \\ 0 & \text { if } Q_{i-1, j}<\eta \text { and } Q_{i, j}<\eta \text { and } Q_{i+1, j}<\eta, \\ 0 & \text { if } Q_{i-1, j} \geq \eta \text { and } Q_{i, j} \geq \eta \text { and } Q_{i+1, j} \geq \eta, \\ \text { undetermined } & \text { otherwise. }\end{cases}
$$

$D_{y}\left(\boldsymbol{x}_{i, j}\right)$ is defined in a similar manner. If $D_{x}$ or $D_{y}$ is undetermined, $\boldsymbol{D}\left(\boldsymbol{x}_{i, j}\right)$ is chosen as the vector normal to $\boldsymbol{\nabla} \varphi\left(\boldsymbol{x}_{i, j}\right)$. It is normalized, and the sign is chosen such that it points in the direction of best quality. See [2] for more details.

The direction difference is now defined as

$$
\partial_{x} f_{i, j}= \begin{cases}\frac{f_{i, j}-f_{i-1, j}}{\Delta x} & \text { if } D_{x}\left(x_{i}, y_{j}\right)=-1,  \tag{21}\\ \frac{f_{i+1, j}-f_{i, j}}{\Delta x} & \text { if } D_{x}\left(x_{i}, y_{j}\right)=1, \\ \frac{f_{i+1, j}-f_{i-1, j}}{2 \Delta x} & \text { if } D_{x}\left(x_{i}, y_{j}\right)=0,\end{cases}
$$

where $f_{i, j}$ is a piecewise smooth function. The normal vector is calculated using the direction difference on $\varphi$, which is equivalent to using central differences in smooth areas and one-sided differences in areas close to the kinks. This method makes sure that the differences do not cross any kinks, and the normal vector can be accurately calculated even close to a kink.

### 4.2.2. Curve-fitting scheme

The direction difference is an elegant scheme which performs well in most cases. However, it will be shown later that in some rare cases where both direction functions are undetermined, this discretization scheme may become very inaccurate. An alternative is to use the curve-fitting discretization scheme on the normal vectors. But since this method starts by locating the closest interface with a breadth-first search (see next section), it will be slow when it is used far from any interfaces. It is therefore proposed to use a combination of the direction difference and the curve-fitting discretization scheme.

## 5. The curve-fitting discretization scheme

### 5.1. Locating the closest interface

A breadth-first search is used to to identify the closest interface, see Figure 4 . Let $\boldsymbol{x}_{0}$ denote the starting point and $\boldsymbol{x}_{1}$ denote the desired point on the closest interface. The search iterates over all the eight edges from $\boldsymbol{x}_{0}$ to its neighbours and tries to locate an interface which is identified by a change of sign of $\varphi(\boldsymbol{x})$. If more than one interface is found, $\boldsymbol{x}_{1}$ is chosen to be the point that is closest to $\boldsymbol{x}_{0}$. If no interfaces are located the search continues at the next depth. The search continues in this manner until an interface is found. Note that this algorithm does not in general return the point on the interface which is closest to $\boldsymbol{x}_{0}$.


Figure 4: Sketch of a breadth-first search. The dashed lines depict the edges that are searched first, the dotted lines depict the edges that are searched next and the solid lines depict two interfaces. The circular dots mark where the algorithm finds interface points, and the rectangular dot marks the point which is returned for the depicted case.

The crossing points between the grid edges and the interfaces are found with linear and bilinear interpolation. E.g. if an interface crosses the edge between $(i, j)$ and $(i, j+1)$ at $\boldsymbol{x}_{I}$, the interface point is found by linear interpolation,

$$
\begin{equation*}
\boldsymbol{x}_{I}=\boldsymbol{x}_{i, j}+\theta(0, \Delta x), \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta=\frac{\varphi\left(\boldsymbol{x}_{i, j}\right)}{\varphi\left(\boldsymbol{x}_{i, j}\right)-\varphi\left(\boldsymbol{x}_{i, j+1}\right)} . \tag{23}
\end{equation*}
$$

In the diagonal cases the interface point is found with bilinear interpolation along the diagonal. This leads to

$$
\begin{equation*}
\boldsymbol{x}_{I}=\boldsymbol{x}_{i, j}+\theta(\Delta x, \Delta x) \tag{24}
\end{equation*}
$$

where $\theta$ is the solution of

$$
\begin{equation*}
\alpha_{1} \theta^{2}+\alpha_{2} \theta+\alpha_{3}=0 \tag{25}
\end{equation*}
$$

The $\alpha$ values depend on the grid cell. For instance, when searching along the diagonal between $(i, j)$ and $(i+1, j+1)$ the $\alpha$ values will be

$$
\begin{align*}
& \alpha_{1}=\varphi_{i, j}-\varphi_{i+1, j}-\varphi_{i, j+1}+\varphi_{i+1, j+1},  \tag{26}\\
& \alpha_{2}=\varphi_{i+1, j}+\varphi_{i, j+1}-2 \varphi_{i, j},  \tag{27}\\
& \alpha_{3}=\varphi_{i, j} . \tag{28}
\end{align*}
$$

### 5.2. Searching for points on an interface

When an interface and a corresponding point $\boldsymbol{x}_{1}$ on the interface are found, the next step is to find a set of points $\boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{k}, \ldots, \boldsymbol{x}_{n}$ on the same interface. The points should be ordered such that when traversing the points from $k=1$ to $k=n$, the phase with $\varphi(\boldsymbol{x})<0$ is on the left-hand side. Note that the ordering of the points may be done after all the points are found. Three criteria are used when searching for new points:

1. The points are located on the grid edges.
2. The distance between $\boldsymbol{x}_{k}$ and $\boldsymbol{x}_{k+1}$ for all $k$ is greater than a given threshold $\mu$.
3. The $n$ points that are closest to $\boldsymbol{x}_{0}$ are selected, where $\boldsymbol{x}_{0}=\boldsymbol{x}_{i, j}$ is the initial point where the curvature is to be calculated.

Let $\boldsymbol{x}_{k} \in \Gamma \cap\left[x_{i}, x_{i+1}\right) \times\left[y_{j}, y_{j+1}\right)$ be given. To find a new point $\boldsymbol{x}_{k+1}$ on $\Gamma$, a variant of the marching-squares algorithm ${ }^{1}$ is used. Given $\boldsymbol{x}_{k}$ and a search direction which is either clockwise or counter clockwise, the algorithm searches for all the points where an interface crosses the edges of the mesh rectangle $\left[x_{i}, x_{i+1}\right] \times\left[y_{j}, y_{j+1}\right]$. In most cases there will be two such points and $\boldsymbol{x}_{k}$ is one of them. $\boldsymbol{x}_{k+1}$ is then selected based on the search direction. If $\boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}$, the search is continued in the adjacent mesh rectangle. The search process is depicted in Figure 5(a).

In some rare cases the algorithm must handle the ambiguous case depicted in Figure 5(b). In these cases there are four interface crossing-points and two solutions. Either solution is valid, and it is not possible to say which solution is better. The current implementation selects the first solution that it finds, which will be in all practical sense a random choice. Note that the ambiguous cases only occur when two interfaces cross a single grid cell. The ambiguity comes from the fact that the level-set method is not able to resolve the interfaces on a sub-cell resolution.

It was found that $n=7$ points where necessary in order to ensure that the closest points on the interface with respect to the different grid points are captured with the spline parametrization.

[^5]

Figure 5: (a) The search starts by locating the two points where the interface crosses the mesh rectangle. $\boldsymbol{x}_{k}$ is the starting point, and if the search is counter clockwise it will select $\boldsymbol{x}_{k+1}$ as depicted. If the search is clockwise, it will select $\boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}$, and the search continues in the adjacent mesh rectangle $\left[x_{i}, x_{i+1}\right] \times\left[y_{j-1}, y_{j}\right]$. (b) An example of an ambiguous case. The solid black lines and the dashed black lines are two equally valid solutions for how the interfaces cross the mesh rectangle. If the search starts at $\boldsymbol{x}_{k}$ and searches counter clockwise, then both $\hat{\boldsymbol{x}}_{k+1}$ and $\boldsymbol{x}_{k+1}$ are valid solutions.

### 5.3. Curve fitting

Cubic Hermite splines are used to fit a curve to the set of points

$$
\begin{equation*}
X_{0, m}=\left\{\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{m}\right\} . \tag{29}
\end{equation*}
$$

Let the curve parametrization be denoted $\gamma(s)$ for $0<s<1$. A cubic spline is a parametrization where

$$
\gamma(s)= \begin{cases}\boldsymbol{\gamma}_{1}(s) & s_{0} \leq s<s_{1}  \tag{30}\\ \boldsymbol{\gamma}_{2}(s) & s_{1} \leq s<s_{2} \\ \vdots & \\ \boldsymbol{\gamma}_{m}(s) & s_{m-1} \leq s \leq s_{m}\end{cases}
$$

where $0=s_{0}<s_{1}<\cdots<s_{m}=1$

$$
\begin{equation*}
\boldsymbol{\gamma}\left(s_{i}\right)=\boldsymbol{x}_{i}, \quad 0 \leq i \leq m, \tag{31}
\end{equation*}
$$

and each interpolant $\gamma_{i}(s)=\left(x_{i}(s), y_{i}(s)\right)$ is a third-order polynomial. A Hermite spline is a spline where each interpolant is in Hermite form, see [25, Chapter 4.5]. The interpolants are created by solving the equations

$$
\begin{equation*}
\boldsymbol{\gamma}_{i}(s)=h_{00}(s) \boldsymbol{x}_{i-1}+h_{01}(s) \boldsymbol{x}_{i}+h_{10}(s) \boldsymbol{m}_{i-1}+h_{11}(s) \boldsymbol{m}_{i}, \tag{32}
\end{equation*}
$$

for $1 \leq i \leq m$, where $\boldsymbol{m}_{i}$ is the curve tangents and $h_{00}, h_{01}, h_{10}$ and $h_{11}$ are Hermite basis polynomials,

$$
\begin{align*}
& h_{00}(s)=2 s^{3}-3 s^{2}+1, \\
& h_{01}(s)=s^{3}-2 s^{2}+s, \\
& h_{10}(s)=-2 s^{3}+3 s^{2},  \tag{33}\\
& h_{11}(s)=s^{3}-s^{2} .
\end{align*}
$$

The choice of the tangents is non-unique, and there are several possible options for a cubic Hermite spline.

It is essential that the spline is properly oriented. This is because we require to find both the distance and the position of a point on the grid relative to the spline in order to define a local level-set function. The orientation of the spline $\gamma(s)$ is defined such that when $s$ increases, $\Omega^{-}$is to the left.

To ensure that our curve is properly oriented, the tangents are chosen as described in [26]. This will ensure monotonicity for each component as long
as the input data is monotone. The tangents are modified as follows. First the slopes of the secant lines between successive points are computed,

$$
\begin{equation*}
\boldsymbol{d}_{i}=\frac{\boldsymbol{x}_{i}-\boldsymbol{x}_{i-1}}{s_{i}-s_{i-1}} \tag{34}
\end{equation*}
$$

for $1 \leq i \leq m$. Next the tangents are initialized as the average of the secants at every point,

$$
\begin{equation*}
\boldsymbol{m}_{i}=\frac{\boldsymbol{d}_{i}+\boldsymbol{d}_{i+1}}{2} \tag{35}
\end{equation*}
$$

for $1 \leq i \leq m-1$. The curve tangents at the endpoints are set to $\boldsymbol{m}_{0}=\boldsymbol{d}_{1}$ and $\boldsymbol{m}_{m}=\boldsymbol{d}_{m}$. Finally let $k$ pass from 1 through $m-1$ and set $\boldsymbol{m}_{k}=$ $\boldsymbol{m}_{k+1}=0$ where $\boldsymbol{d}_{k}=0$, and $\boldsymbol{m}_{k}=0$ where $\operatorname{sign}\left(\boldsymbol{d}_{k}\right) \neq \operatorname{sign}\left(\boldsymbol{d}_{k+1}\right)$.

### 5.4. Local level-set function

The local level-set function, here denoted as $\phi\left(\boldsymbol{x}_{i, j}\right) \equiv \phi_{i, j}$, is calculated at the grid points surrounding and including $\boldsymbol{x}_{0}=\boldsymbol{x}_{i, j}$. The curvature is then calculated with the standard discretization stencil where $\phi$ is used instead of the global level-set function, $\varphi$.

A precise definition of $\phi$ is

$$
\begin{equation*}
\phi\left(\boldsymbol{x}_{i, j}\right)=\min _{s}\left(\hat{d}\left(\boldsymbol{x}_{i, j}, \gamma(s)\right)\right) \tag{36}
\end{equation*}
$$

where $\hat{d}(\boldsymbol{x}, \boldsymbol{\gamma}(s))$ is the signed-distance function, which is negative in phase one and positive in phase two. This function is calculated by first finding the minimum distance between $\boldsymbol{x}$ and $\gamma(s)$ and then deciding the correct sign. The minimum distance is found by minimizing the norm

$$
\begin{equation*}
d(\boldsymbol{x}, \gamma(s))=\|\boldsymbol{x}-\gamma(s)\|_{2} . \tag{37}
\end{equation*}
$$

When $\gamma$ is composed of cubic polynomials as is the case for cubic Hermite splines, the computation of the distance requires the solution of several fifthorder polynomial equations. Sturm's method (see [27, Section 11.3] or [28, Chapter XI, $\S 2]$ ) is employed to locate and bracket the solutions and a combined Newton-Raphson and bisection method is used to refine them. The correct sign is found by solving

$$
\begin{equation*}
\operatorname{sign}\left(\phi\left(\boldsymbol{x}_{i, j}\right)\right)=\operatorname{sign}\left(\left(\boldsymbol{x}_{i, j}-\gamma(s)\right) \times \boldsymbol{t}_{\gamma}(s)\right)_{z}, \tag{38}
\end{equation*}
$$

where $\boldsymbol{t}_{\boldsymbol{\gamma}}(s)$ is the tangent vector of $\gamma(s)$.

## 6. Verification and testing

This section presents results of calculating normal vectors and curvatures with the present discretization scheme. First a convergence test is considered. Then in the following three cases simulation results are compared with the second-order central difference scheme and Macklin and Lowengrub's scheme [1]. In the final case, the direction difference [2] is compared with the curvefitting scheme outlined in Section 4.2.2.

### 6.1. Convergence test

The convergence of the present curve-fitting method is measured on a simple test case depicted in Figure 6. Here a disc of radius $r=0.25$ and curvature $\kappa_{0}=-4$ is placed a distance $h=1.1 \Delta x$ over a rectangle. The grid is aligned such that a grid cell fits between the disc and the rectangle, see Figure 7. The error for a grid of size $n \times n$ is defined as the 1 -norm of the difference between $\kappa_{0}$ and the curvature values $\kappa_{i}$ at the disc interface,

$$
\begin{equation*}
E_{n}=\frac{1}{m} \sum_{i=1}^{m}\left|\kappa_{0}-\kappa_{i}\right|, \tag{39}
\end{equation*}
$$

where $m$ is the number of curvature values along the interface. The curvature values $\kappa_{i}$ are calculated with linear interpolation (17) along the interface of the disc.

The convergence results for several different grid sizes $n$ are shown in Table 1. The curvature calculated with central differences does not converge due to an error $\mathcal{O}(1 / \Delta x)$ introduced by the kink region. It is seen that the present method converges, although the convergence order jumps between 0.6 and 3 . Since $h$ depends on the grid size, the case is slightly altered for each grid refinement. This might be one of the reasons that the convergence rate is slightly sporadic. Another reason is that the accuracy depends both on the second-order discretization stencil for the curvature, and on the locally generated level-set function. It is difficult to make a rigorous analysis of the accuracy of the latter, since it depends on several steps as described in the previous section. However, it is easy to see that the accuracy of the latter depends on the alignment of the interface with respect to the grid, and in particular the distance of the interface to the initial grid point $\boldsymbol{x}_{i, j}$. This could explain the varying convergence rate.


Figure 6: A disc that rests a distance $h$ over a rectangle. The dotted line depicts the kink location.


Figure 7: The grid and the rectangle are aligned on the grid such that there is one grid cell between the bodies.

Table 1: Convergence results for the curvature calculated for a disc that rests a distance $h=1.1 \Delta x$ above a rectangle. Results with the central difference on the left, and results with the present method on the right.

| $n$ | $E_{n}$ | order |
| ---: | :---: | :---: |
| 64 | 1.035 |  |
| 128 | 1.213 | -0.23 |
| 256 | 1.310 | -0.11 |
| 512 | 1.351 | -0.04 |
| 1024 | 1.401 | -0.05 |
| 2048 | 1.394 | 0.01 |


| $n$ | $E_{n}$ | order |
| ---: | :---: | :---: |
| 64 | $4.172 \cdot 10^{-2}$ |  |
| 128 | $1.123 \cdot 10^{-2}$ | 1.90 |
| 256 | $3.950 \cdot 10^{-3}$ | 1.50 |
| 512 | $2.583 \cdot 10^{-3}$ | 0.61 |
| 1024 | $3.147 \cdot 10^{-4}$ | 3.00 |
| 2048 | $1.164 \cdot 10^{-4}$ | 1.40 |



Figure 8: A comparison of the normal vectors as calculated with central differences [in red] and direction differences [in green]. The thick black lines depict the interfaces.

### 6.2. Disc and rectangle

Again consider the disc and rectangle, see Figure 6. It is of interest to compare the curvature and normal vector calculations, especially in the middle region close to the kink area. Only the level-set function and the geometrical quantities are considered, that is none of the governing equations is solved (equations (1), (2), (10), (11) and (13)). When $h$ is small, the kinks along the dotted line will affect the discretization stencils as has been explained in Section 3.

The following results are obtained with $r=0.25 \mathrm{~m}$ and $h=\Delta x$. The domain is $1.5 \mathrm{~m} \times 1.5 \mathrm{~m}$, and the straight line is positioned at $y=0.75 \mathrm{~m}$. The grid size is $101 \times 101$.

Figure 8 shows a comparison of the calculated normal vectors. The results with central differences are depicted with red vectors and the results with direction differences are depicted with green vectors. The figure shows that the central-difference scheme yields much less accurate results for the normal vectors along the kink region than the direction-difference scheme.

Figure 9 shows a comparison of the calculated curvatures between the
central-difference scheme, Macklin and Lowengrub's method [1], and the present method. Note that for Macklin and Lowengrub's method [1] the values of the curvature at the grid points are first calculated with the centraldifference scheme. Then for the interface locations that need special treatment the curvature values are copied from the interface to the adjacent grid points. This is done in order to compare the results. In all three cases, the curvature is set to zero at grid points that are far from any interface.

The figure shows that the present method yields similar results as Macklin and Lowengrub's method [1], which should be expected. Further, the centraldifference scheme leads to large errors in the calculated curvatures in the areas that are close to two interfaces. In particular note that the sign of the curvature becomes wrong. The analytic curvature for this case is $\kappa=$ $-1 / r=-4$, and the curvature spikes seen with the central differences is in the order of $|\kappa| \sim \frac{1}{\Delta x} \simeq 67.3$. These spikes will lead to large errors in the pressure jumps through equation (4). The effect of these errors will become more clear in the next case.

### 6.3. Drop collision in shear flow

The second case considers drop collision in shear flow. The initial condition is sketched in Figure 10. Both drops have radius $R$ and are initially placed at a distance $d=5 R$ apart in a shear flow. The initial flow velocity changes linearly from the bottom-wall velocity $u_{s}=-U<0$ to the top-wall velocity $u_{n}=U$. The computational domain is $12 R \times 8 R$, and the grid size is $241 \times 161$.

The density and viscosity differences of the two phases are zero, and the shear flow is defined by the Reynolds number and the Capillary number,

$$
\begin{equation*}
R e=\frac{\rho U r}{\mu}, \quad C a=\frac{\mu U}{\sigma} . \tag{40}
\end{equation*}
$$

The following results were obtained with $R e=10$ and $C a=0.025$ for $R=$ 0.5 m and $h=0.42 \mathrm{~m}$. No-slip boundary conditions are used on all walls. The evolution of the flow field and the pressure is simulated by solving the Navier-Stokes equations (1) and (2) as described in Section 3.

Figure 11 shows the evolution of the interfaces and the velocity field for a simulation where the present method is used. We observe that the drops are deformed before they collide and that the evolution of the drops affects the velocity field. Figure 12 shows a comparison of the interface evolution and the curvature between the central-difference scheme and the present


Figure 9: A comparison of curvature calculations between the central-difference scheme (Standard), Macklin and Lowengrub's method [1], and the present method. The centraldifference scheme leads to large errors in the curvatures in areas that are close to two interfaces.


Figure 10: Sketch of the initial condition for the case with two drops in a shear flow.
method. The kinks between the drops again lead to curvature spikes for the central-difference scheme, whereas the improved discretization calculates the curvature along the kink in a much more reliable manner.

The curvature spikes in Figure 12 for the central-difference scheme are seen to prevent coalescence. This is due to the effect they have on the pressure field, cf. equation (16). Figure 13 shows the pressure field at $t=2.75 \mathrm{~s}$. It can be seen that the pressure field for the central-difference scheme is distorted in the thin-film region. This distortion in the pressure leads to a flow in the film region which suppresses coalescence. The corresponding result for the present method shows that the pressure is not distorted. It is high in the centre of the thin-film region and lower at the edges. The pressure change induces a flow out of the region which is more as expected.

Finally, Figure 14 shows a comparison of Macklin and Lowengrub's method [1] and the present method. As can be expected, coalescence is observed also with Macklin and Lowengrub's method [1]. However, the time at which coalescence occurs is slightly different, which might be due to small differences in the flow of the thin film region just before coalescence.


Figure 11: The evolution of the velocity field and the interfaces for drop collision in shear flow.


Figure 12: A comparison between the central-difference scheme (top row) and the present discretization scheme (bottom row) of the interface evolution and the curvature $\kappa$ of drop collision in shear flow.


Figure 13: Comparison of the pressure field in the thin film between the drops at $t=2.75 \mathrm{~s}$. The contour legends indicate the pressure in Pa .


Figure 14: A comparison between Macklin and Lowengrub's method [1] (top row) and the present method (bottom row) of the interface evolution and the curvature $\kappa$ of drop collision in shear flow.

### 6.4. Drop collision in axisymmetric flow

The third case considers the collision of two drops of radius $R$ in an axisymmetric flow. The drops are initially placed at a distance $d=R$ apart in a linear flow field

$$
\begin{align*}
& u(r, z)=\frac{r}{R} U_{0}, \\
& v(r, z)=-2 \frac{z}{R} U_{0} . \tag{41}
\end{align*}
$$

Here $r$ is the radial coordinate, $z$ is the axial coordinate, and $U_{0}$ is a scaling factor of the velocity. Figure 15 shows streamlines of the initial velocity field as well as the initial location of the drops with the centers at $z= \pm 0.75 \mathrm{~m}$.

The density and viscosity differences of the two phases are zero, and the case is defined by the Reynolds number and the Capillary number,

$$
\begin{equation*}
R e=\frac{\rho U_{0} R}{\mu}, \quad C a=\frac{\mu U_{0}}{\sigma} . \tag{42}
\end{equation*}
$$

The governing equations (1) and (2) are solved as explained in the previous sections, with some modifications: In axisymmetry the divergence and Laplacian operators become

$$
\begin{align*}
\boldsymbol{\nabla} \cdot \boldsymbol{f} & =\frac{1}{r} \frac{\partial}{\partial r}\left(r f_{1}\right)+\frac{\partial f_{2}}{\partial z},  \tag{43}\\
\boldsymbol{\Delta} g & =\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial g}{\partial r}\right)+\frac{\partial^{2} g}{\partial z^{2}}, \tag{44}
\end{align*}
$$

where the subscripts indicate vector components, that is $\boldsymbol{f}=\left(f_{1}, f_{2}\right)$. In addition, one must add $-u / r^{2}$ to the viscous term in the radial component of the momentum equation, where $u$ is the radial velocity component. Note that equation (43) applies to the calculation of the curvature through equation (15).

The following results were obtained with $R e=0.5$ and $C a=0.025$ for $R=0.5 \mathrm{~m}$ and $U_{0}=0.5 \mathrm{~m} / \mathrm{s}$. The computational domain was $8 R \times 12 R$, and the grid size was $120 \times 160$. The axis of symmetry coincides with the left boundary. At the other boundaries we specify $(u, v)$ to match equation (41).

The case is run both with the standard discretization of curvature and with the present method. Figure 16 shows the interfaces, the curvature values, and the velocity vectors plotted at various stages of the collision process when the case is run with the standard discretization. The discretization stencil for the curvature starts to cross the kink at some time between


Figure 15: The initial drop interfaces and initial streamlines of the axisymmetric flow.
$t=0.30 \mathrm{~s}$ and $t=0.042 \mathrm{~s}$, after which one can observe a spike in the calculated curvature where both the value and the sign are erroneous. This in turn affects the pressure calculation and leads to a slower coalescence process. Figure 17 shows that the spike in the curvature calculation is prevented with the present method. Note that right after the coalescence at $t=0.43 \mathrm{~s}$, the value of the curvature in the thin filament area is and should be very high.

### 6.5. Normal vectors between two near discs

The final case is designed to show that the direction difference is not always sufficient to calculate the normal vectors. In this case two discs of radius $r$ are placed at a distance $h$ from each other as shown in Figure 18. As in the first case, only the level-set function and the geometrical quantities are considered.

The parameters for this case are $r=0.25 \mathrm{~m}$ and $h=1.2 \Delta x$. The domain is $1.5 \mathrm{~m} \times 1.5 \mathrm{~m}$ and the grid size is $101 \times 101$.

As was noted in Section 4.2.2, the curve-fitting discretization scheme may be used as an alternative. In this case the curve-fitting discretization scheme is used at the grid points that are within 1 grid cell from any interface. The direction difference is used at the other grid points.

Figure 19 shows a comparison of the calculated normal vectors. The normal vectors calculated with the direction difference are depicted with red vectors and the normal vectors calculated with a combination of the direction difference and the curve-fitting scheme are depicted with green vectors. The green vectors are on top of the red vectors, which shows that the results are almost identical. But at the centre grid point between the discs, the direction difference is not able to accurately calculate the normal vector. For more complex geometries this error may appear at more than one grid point. The error directly affects both the solutions of the level-set equations, (10), (11) and (13), and the jump conditions for the pressure and the gradient of the velocity, (4) and (5).


Figure 16: Drop collision in axisymmetric flow calculated with the standard method. The legend for the colour contours of the curvature $\kappa$ is shown in the last image. The velocity vectors are displayed to show the evolution of the flow during the collision.


Figure 17: Drop collision in axisymmetric flow calculated with the present method. The legend for the colour contours of the curvature $\kappa$ is shown in the last image. The velocity vectors are displayed to show the evolution of the flow during the collision.


Figure 18: A sketch of the initial state for the two-disc test. The dotted line depicts the kink location.


Figure 19: A comparison of the direction difference and the curve-fitting method for calculating normal vectors. The direction difference results are plotted in red below the curve-fitting method results which are depicted in green. The thick black lines depict the interfaces.

## 7. Conclusions

Improved discretization schemes for the normal vector and the curvature of the interface between two phases have been devised and tested. The curvature was discretized with a curve-fitting discretization scheme based on the geometry-aware discretization presented in [1]. The normal vector was discretized both by the direction difference presented in [2] and a combination of the direction difference and the curve-fitting discretization scheme. The main advantage of the present curvature discretization scheme is that it is independent of the ghost-fluid method. This makes it easier to be adopted into existing level-set codes, for instance codes that use the continuum surfaceforce method. In addition, it enables the use of models that require curvature values at the grid points, not just on the interface.

The present work has been restricted to two spatial dimensions. An extension to three dimensions would require bicubic parametrization of surfaces, and a local reconstruction of the level-set function based on calculating the minimum distances of parametrized curves to points on the grid. The complexity of this is much higher than for the two-dimensional problem. Note however, that the curve-fitting discretization scheme is directly applicable to axisymmetric cases, which is demonstrated in a test case.

The implementation of the curve-fitting discretization scheme has been described in detail. Our results show that the curvatures calculated with the present scheme converge when the grid size is reduced in a case where the standard scheme fails to converge.

The present discretization scheme is compared with the central-difference scheme in three different cases. The first case is a direct comparison of the schemes for a case with no flow. The second case compares the evolution of two drops colliding in shear flow. Both of these cases demonstrate that the central-difference scheme leads to erroneous behaviour at the kink locations. The second case shows that this behaviour prevents coalescence from occurring due to an erroneous pressure field. The curvature spikes at the kink regions are not observed with the present discretization scheme, and coalescence is achieved for the second case. The present scheme was also compared with Macklin and Lowengrub's method [1], and the results show that the present method gives similar results, as expected. The third case considers the collision of two drops in an axisymmetric flow. As in the previous cases, the central-difference scheme leads to erroneous curvatures at the kink, which is shown to lead to a slower coalescence.

Finally, a fourth test case demonstrates that the direction difference [2] does not always yield accurate results for calculating the normal vector. A combination of the curve-fitting discretization scheme and the direction difference is shown to remove the error in the given case. Accurate calculation of the normal vector is crucial, as it is used both to advect the level-set function (10), extrapolate the velocity vector (11), and to calculate the jumps across the interface (4) and (5). More work should therefore be done to investigate how much this error affects more complex cases.
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#### Abstract

The level-set method is a popular interface tracking method in two-phase flow simulations. An often-cited reason for using it is that the method naturally handles topological changes in the interface, e.g. merging drops, due to the implicit formulation. It is also said that the interface curvature and normal vectors are easily calculated. This last point is not, however, the case in the moments during a topological change, as several authors have already pointed out. Various methods have been employed to circumvent the problem. In this paper, we present a new such method which retains the implicit level-set representation of the surface and handles general interface configurations. It is demonstrated that the method extends easily to 3D. The method is validated on static interface configurations, and then applied to two-phase flow simulations where the method outperforms the standard method and the results agree well with experiments.
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## 1. Introduction

Investigations of droplet collision phenomena have a long tradition in the study of multiphase flow, dating back to Lord Rayleigh [1] who in 1879 noted that a raindrop can bounce off a pool, and to Worthington [2] who in 1876 studied among other things the central jet that now bears his name. The early work predates the rise of computational studies, and consists of experimental studies that enabled a separation of the flow patterns into various regimes characterized by e.g. the Weber number and Ohnesorge number. A case which has long been the focus of study is that of a single droplet of one liquid, immersed in some other gas or liquid, and which collides with a deep pool of the first liquid. This could be e.g. a raindrop falling onto a pond, or a droplet of Liquefied Natural Gas (LNG) merging with a pool of LNG in a liquefaction heat exchanger, so the case is interesting also from an industry point of view. Such a system may seem simple at first, but experimental and numerical studies have shown that varied phenomena such as coalescence, bouncing, jetting and partial merging occur. The system

[^6]is also not fully understood yet; as an example, Thoroddsen et al. [3] have recently shown that for high impact velocities a turbulent boundary layer forms between the droplet and the pool after they merge.

In order to study such a case using computer simulations, it is necessary to use a precise interface-tracking method to capture the physics before, during and after the collision. The Level-Set Method (LSM) is a popular choice for interface tracking in studies of collisions, since its implicit formulation means that the method can handle the topological change which occurs when two interfaces merge. The LSM is very general, and apart from fluid dynamics it has been used for modeling such diverse phenomena as tumor growth [4], wildland fire propagation [5] and computer RAM production [6]. For a good introduction to the LSM, see e.g. [7]. The LSM originated from the seminal article by Osher and Sethian [8].

In two-phase flow simulations using the LSM, accurate interface curvature and normal vector information is vital in order to get good results. Standard methods exist for calculating these geometric quantities, but they fail when the interface topology changes, e.g. when two drops collide and merge. Several approaches have been used to remedy this flaw. The first approach to this problem is described by Smereka in [9]. He describes the problem briefly, and increases the numerical smoothing in the curvature discretization to lessen the effect. This is not an optimal solution, and Smereka notes on one of the simulations with merging interfaces that "most of the area loss occurs at the topology change". Several non-smearing approaches have subsequently been developed, by Macklin and Lowengrub [4, 10], by Salac and Lu [11] and by Lervåg [12, 13]. The methods by Macklin and Lowengrub and by Lervåg use curve fitting to obtain an accurate representation of the interface, while the method by Salac and Lu extracts several level-set functions each representing only a single body, and uses these to calculate the curvature.

The present work proposes a new method, which is an extension of previous methods, for calculating the curvature and normal vectors. The proposed method is based on the method by Salac and Lu, but it handles more general interface configurations and topological changes, as it considers only the local area around a point. The quality function introduced by Macklin and Lowengrub is used to restrict the use of the proposed method to those areas where it is needed, thus reducing the computational cost. As the proposed method uses no curve fitting, it extends easily to three dimensions, as demonstrated here. The proposed method is compared to the standard method for demanding cases where the analytical curvature is known; for such a case the proposed method gives errors of $1-2 \%$ where the standard method gives errors of $\mathscr{O}(1 / \Delta x) \gtrsim 100 \%$.

The outline of this work is as follows: In Section 2, the theory of two-phase incompressible flow, the LSM and numerical methods are briefly reviewed. In Section 3, the proposed method is presented in detail. In Section 4, the method is validated on geometric test cases, and the results are compared to other methods. In Section 5, the results of two-phase flow simulations using the current method are reported and compared to experimental results. Finally, in Section 6, some concluding remarks are offered.

## 2. The Level-Set Method and two-phase flow

The LSM is one of the more successful interface-capturing methods used in computational physics. Since its introduction by Osher and Sethian in [8], it has been used for numerous physical applications, as well as in computer graphics. Perhaps the main virtue of the LSM is how intuitive it is; in 2D it can easily be explained to anyone with a basic knowledge of multivariate
calculus. This simplicity stems from the implicitness of the LSM, making the numerical implementation of the LSM relatively easy. The implicit formulation also means that changes in the interface topology are handled naturally. When comparing the LSM to other interfacetracking methods, such as the Front-Tracking Method [14] where the interface is represented by piecewise continuous functions, the simplicity becomes especially clear.

The main disadvantage of the LSM, on the other hand, is that it is not a conservative method. During the course of a simulation, a fraction of fluid 1 may be converted to fluid 2 in an unphysical fashion. Various methods have been invented to circumvent this, e.g. the HCR-2 reinitialization method [15], so it is only a small effect presently. Interface-tracking methods may be conservative; an example of this is the Volume-of-Fluid (VOF) Method, but then they typically have other disadvantages. In the VOF method, for instance, the advection equation cannot easily be solved, necessitating the use of interface-reconstruction methods [16]. Recent efforts have attempted to join the LSM and VOF in order to get the benefits of both methods; this approach seems to be fairly successful [17].

We give here the formal definition of the level-set function used in the LSM. Let $\Gamma$ be the interface between two fluids, e.g. air and water, and $S$ be the computational domain where the fluids are confined. To represent this interface, we define a level-set function $\phi: S \rightarrow \mathbb{R}$ with the property

$$
\begin{equation*}
\Gamma=\{\mathbf{x} \mid \phi(\mathbf{x})=0\} \tag{1}
\end{equation*}
$$

This only defines the value of $\phi$ at the interface $\Gamma$, and not elsewhere. The common choice here is a signed distance function. Thus $\phi$ is fully specified by

$$
\phi(\mathbf{x})=\left\{\begin{align*}
-\operatorname{dist}(\mathbf{x}, \Gamma) & \text { if } \mathbf{x} \text { is inside } \Gamma  \tag{2}\\
\operatorname{dist}(\mathbf{x}, \Gamma) & \text { if } \mathbf{x} \text { is outside } \Gamma .
\end{align*}\right.
$$

Here, the function $\operatorname{dist}(\mathbf{x}, \Gamma)$ is the shortest distance from the point $\mathbf{x} \in S$ to the interface $\Gamma$. With this definition of the level-set function, the normal vector to the interface is given by

$$
\begin{equation*}
\mathbf{n}=\frac{\nabla \phi}{|\nabla \phi|} \tag{3}
\end{equation*}
$$

From this, the curvature is calculated by the well-known formula

$$
\begin{equation*}
\kappa=\nabla \cdot \mathbf{n}=\nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right) . \tag{4}
\end{equation*}
$$

With suitable discretizations of the derivatives involved, these quantities are easy to calculate numerically. This is often quoted as one of the nice features of the LSM, along with e.g. the very natural way the method handles topological changes [18]. In 2D, the standard discretization of the curvature is (see e.g. [19])

$$
\begin{equation*}
\mathrm{\kappa}=\frac{\phi_{x x}+\phi_{y y}}{\left(\phi_{x}^{2}+\phi_{y}^{2}+\epsilon\right)^{1 / 2}}-\frac{\phi_{x}^{2} \phi_{x x}+\phi_{y}^{2} \phi_{y y}+2 \phi_{x} \phi_{y} \phi_{x y}}{\left(\phi_{x}^{2}+\phi_{y}^{2}+\epsilon\right)^{3 / 2}} \tag{5}
\end{equation*}
$$

Here, e.g. $\phi_{x}$ denotes the first derivative of $\phi$ in $x$-direction, calculated using standard central differences. However, when curvature and normal vector calculations are done during a change
in the interface topology, this approach fails; the error in curvature is of the order $\mathscr{O}(1 / \Delta x)$ [4]. In [9], Smereka notes that "One of the major advantages of level-set methods is their ability to easily handle topological changes. However for this problem we have found this not to be the case." It is this that the present method attempts to solve.

From the defining Equation (2), $\phi$ is initialized at the start of a simulation. For a given velocity field $\mathbf{u}, \phi$ should be transported so that the interface follows the flow. This is done by solving the advection equation,

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=v|\nabla \phi|=-\mathbf{u} \cdot \nabla \phi . \tag{6}
\end{equation*}
$$

Here $v$ is the velocity normal to the interface, and $\mathbf{u}$ is an extrapolated velocity field constructed using the method in [20]. This equation is not justified here, see e.g. [21].

Solving this equation will result in transportation of the interface, but it will also degrade the accuracy of the interface representation, as $\phi$ is deformed from a signed distance function. To avoid this, the level-set function is periodically reinitialized. We follow here the PDE-based approach introduced by Sussman, Smereka and Osher [21], which consists in solving

$$
\begin{equation*}
\frac{\partial \phi}{\partial \tau}+\operatorname{sgn}(\phi)(|\nabla \phi|-1)=0 \tag{7}
\end{equation*}
$$

Here $\tau$ is a pseudo-time which is not related to the physical time in simulations. This approach is both computationally fast and accurate when used as here with a narrow-band approach. The extrapolation of the velocity field as used in Equation (6) above is performed by solving a similar type of equation. These equations are solved using pseudo-CFL numbers of 1.0 for the velocity extrapolation and 0.5 for the reinitialization. It is noted that a numerical solution of the reinitialization equation needs accurate normal vectors at the interface.

A useful property of these equations is that the characteristics originate at the interface, meaning that solving the equations numerically for $N$ pseudo-time steps using a CFL-number of $C$ will yield a correct signed distance function $C \cdot N$ space steps away from the interface. This has led to the use of narrow-band methods, where the level-set function and other properties such as the curvature are only calculated and used in a narrow band around the interface. This reduces the computational time significantly.

In two-phase flow simulations, the LSM is coupled with the Navier-Stokes equations,

$$
\begin{align*}
\nabla \cdot \mathbf{u} & =0  \tag{8}\\
\frac{\partial \mathbf{u}}{\partial t}+(\mathbf{u} \cdot \nabla) \mathbf{u} & =-\frac{\nabla p}{\rho}+\nu \nabla^{2} \mathbf{u}+\mathbf{f} \tag{9}
\end{align*}
$$

Here $\nu=\mu / \rho$ is the kinematic viscosity, while $\mu$ is the dynamic viscosity, $\rho$ is the density, $\mathbf{u}$ is the velocity field and $p$ is the pressure. f is any external force, such as gravity, and may be zero.

These equations hold for single-phase fluid flow, but can be extended to two-phase flow using different methods. In the present work, the Ghost Fluid Method (GFM) [22] is used. This method prescribes jump conditions for e.g. the pressure across the interface based on the
interface properties. The jump conditions used here are

$$
\begin{align*}
{[\mathbf{u}] } & =0,  \tag{10}\\
{[p] } & =2[\mu] \mathbf{n} \cdot \nabla \mathbf{u} \cdot \mathbf{n}+\sigma \kappa,  \tag{11}\\
{[\mu \nabla \mathbf{u}] } & =[\mu]((\mathbf{n} \cdot \nabla \mathbf{u} \cdot \mathbf{n}) \mathbf{n n}+(\mathbf{n} \cdot \nabla \mathbf{u} \cdot \mathbf{t}) \mathbf{n t}  \tag{12}\\
& \quad-(\mathbf{n} \cdot \nabla \mathbf{u} \cdot \mathbf{t}) \mathbf{t n}+(\mathbf{t} \cdot \nabla \mathbf{u} \cdot \mathbf{t}) \mathbf{t \mathbf { t }}),  \tag{13}\\
{[\nabla p] } & =0 . \tag{14}
\end{align*}
$$

based on [19]. Here, $\mathbf{t}$ is the tangent vector along the interface and [•] denotes the jump across an interface, that is $[\mu] \equiv \mu^{+}-\mu^{-}$. Note that $\nabla \mathbf{u}$ and (e.g.) nt are rank- 2 tensors. The pressure must also be decoupled from the velocity field in order to enable a numerical solution of the Navier-Stokes equations; we use here the projection method due to Chorin [23]. This gives a Poisson equation for the pressure which can be solved using freely available numerical libraries. The PETSc library is used here [24].

In the present numerical implementation, SSP-RK schemes [25, 26] are used for the time integration, while the WENO method [27] is used for the spatial discretizations. To determine the time step dynamically, we use the CFL criterion given by Kang et al. [19].

## 3. The Local Level-Set Extraction (LOLEX) Method

### 3.1. Introduction

Calculating the curvature k of the interface between two phases is important, since it appears in the Young-Laplace formula for the capillary pressure, $\Delta p=\sigma \kappa$. Its value is used in e.g. the Ghost Fluid Method (GFM) (Equation (11)), or other methods of enforcing the jump conditions. The normal vectors to the interface are also important, e.g. when advecting the level-set function and when reinitializing it. Calculating these geometric quantities is straightforward in theory, using Equation (3) and Equation (4) to compute them from the level-set function.

However, as is often the case, in practice it is not so straightforward. The problems arise when the distance between two interfaces is of the order $\Delta x$. This is illustrated in Figure 1. The derivatives of $\phi$ are not defined at the kinks. As a result of this, the numerical stencils approximating the derivatives of $\phi$ will often produce large, erroneous values. When this happens, the curvatures and normal vectors will be erroneous. For the curvature, this error is of order $\mathscr{O}(1 / \Delta x)$, which can be several orders of magnitude larger than the correct curvature value. It should be stressed that additional grid refinement does not solve this problem; e.g. for the simulation of colliding drops, one would have to continue refining the grid ad infinitum.

The earliest non-smearing approach to this problem, by Macklin and Lowengrub [4], uses a modification of the directional differences for points close to kinks, along with a mesh refinement for these points. The same authors introduced a curve-fitting method instead in [10], which is said to be an improvement on the directional differences and a simplification. The latter version will be referred to as the MLM (Macklin and Lowengrub Method). Further improvements to this method, and adaptations to an on-grid framework (i.e. calculating the curvature at the grid points, not at the interface), have been developed by Lervåg [12],[13].

These methods give good results in 2D, but are difficult to extend to 3 D simulations due to the use of curve-fitting.

An alternative approach to the problem is due to Salac and Lu [11], and will be referred to as the Salac and Lu Method (SLM). In essence, this approach extracts the bodies represented by the level-set function, such that each body (e.g. drop) is momentarily given its own version of the computational domain. In this dedicated version, $\phi$ does not represent any other bodies that can induce kinks, and this temporary $\phi$ can be reinitialized and the geometric quantities can be calculated without problems. For a review and comparison of the SLM, MLM and the method by Lervåg, see Lervåg and Ervik [28]. It should also be noted that the recent article by Focke and Bothe [29] discusses a similar issue, in the context of thin lamellae which form when liquid drops collide off-center. The authors introduce a method which resembles the SLM, but which also has the ability to add small amounts of liquid to the lamella region, preventing a numerical rupture.

The method considered here is a further development of the SLM. It is referred to as the local level-set extraction method, or LOLEX method in short. The reason why the SLM is insufficient in some cases, as well as the details of the present method, is given below. Suffice it to say at this point that the present method is more general, so it applies both to the cases considered by Salac and Lu and those considered by Focke and Bothe (except the stabilization of thin lamellae which the latter introduce).

Another recently presented approach is due to Trontin et al. [30], who consider a hybrid particle/level-set method. Their approach is to use the information from the tracking particles to calculate the curvature and normal vectors, with good results. This can obviously not be applied to a pure level-set method as discussed here, or e.g. a hybrid LSM-VOF method as has recently become popular [17].

An approach which has not been considered here, or by other authors in the context of level-set methods as far as we are aware, is the use of filtering. Vliet and Verbeek [31] study the estimation of curvature from a discretely sampled greyscale image, using derivative-ofGaussian filters, and note that this outperforms a traditional curvature estimate analogous to Equation (5).

The idea of Salac and Lu , on which the present method is based, is simple when compared to the curve-fitting scheme used by Macklin and Lowengrub [4] and later by Lervåg [12, 13]. This simplicity is more in keeping with the "spirit" of the level-set method: the LSM is an implicit alternative to front-tracking methods that employ curve fitting, and this implicitness makes extending to higher dimensions straightforward. In the same fashion, the SLM is easily


Figure 1: (a) Two droplets in near contact. The dotted line marks a region where the derivative of the level-set function is not defined. (b) A one-dimensional slice of the level-set function. The dots mark points where the derivative of $\phi$ is not defined.
extensible to 3D, while the methods employing curve fitting are not. There are, however, some drawbacks to the Salac and Lu method as well.

The primary issue stems from the fact that the Salac and Lu method is aware of the global topology of the interface. A problematic area, with a kink in the level-set function close to $\phi=0$, can be caused either by two bodies in close proximity or by a single body folding back onto itself. In the latter case, as illustrated in Figure 2, the Salac and Lu method falls back to the standard discretization, and the calculated curvature will be erroneous. This may seem like an edge case not worth considering, but simulations have shown that this often happens, e.g. when a falling droplet merges into a pool. As pointed out by Smereka [9], errors like these can be the main contribution to unphysical area loss in a simulation. Another situation where this would often be the case is in tumor simulations like those performed by Macklin and Lowengrub, as can be seen in e.g. [4, Figure 6].


Figure 2: The curvature field plotted for the SLM. Note the red curvature field inside the air finger between the drop and the pool, which is incorrect. The color should be light blue in this area.(Figure best viewed in color.)

### 3.2. The idea of the LOLEX method

The method presented here tries to combine the best of the SLM with the best of the MLM. As illustrated in the previous section, the SLM is aware of the global topology of the interface, which is problematic in some cases. The MLM does not have this problem, as its curve fitting considers only the local area, but as previously stated it does not extend easily to 3D. A natural workaround to the "global awareness" is to make the Salac and Lu method consider only the local topology; say, a $10 \times 10 \times 10$ cube around the point where we calculate the curvature.

Since the SLM relies on reinitialization to remove kinks, a potential problem with this approach is computational efficiency, as reinitialization can be time-consuming. To avoid problems with this, we want to use the standard discretization as much as possible, only resorting to the LOLEX method when we have to, i.e. when kinks in $\phi$ are close to the interface. To easily identify kinks, we use the quality function $Q(\mathbf{x})$ which was introduced by Macklin and Lowengrub in [4]. It is defined as

$$
\begin{equation*}
Q(\mathbf{x})=|1-\nabla \phi(\mathbf{x})| \tag{15}
\end{equation*}
$$

i.e. the deviation of $\phi$ from a signed distance function. If $\max \left(\mathrm{Q}\left(\mathbf{x}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}\right)\right)>\eta$ for $\mathbf{x}_{i, j, k}$ in a $3 \times 3 \times 3$ cube around the current grid point, we use the LOLEX method. A value of $\eta=0.005$ is used here, and is seen to perform well. In addition to this, the current work uses the "narrow band" level-set method introduced in [32]. This means that quantities such as the curvature are only calculated in a narrow band around the zero level set, where they are needed. Together, these significantly restrict the use of the present method compared to the use of the normal method, keeping the computational cost low.

Having briefly presented the idea behind the present method and the scope in which it will be used, we give here a step-by-step outline of it. 2D notation is used here for clarity, but all steps are easily extensible to 3D. In this outline, a few arrays are introduced for storing data: lookphi is a copy of the global $\phi$ for the local area we are considering, bodies indicates the bodies present using increasing integers, and locphi holds the local $\phi$ s that are extracted from the global $\phi$ and then refined into more accurate representations of the local bodies present. The quantities ilmax, jlmax and klmax represent the number of grid points, in the $x, y$ and $z$ directions respectively, of the local grid. The values of ilmax, jlmax, klmax are all set to 7 in the simulations performed here. Their values are independent of the global grid size.
$\hookrightarrow$ Loop over the computational domain using indices $i, j$
$\hookrightarrow$ If ( $\mathbf{x}_{i, j}$ not close to interface) do nothing
$\hookrightarrow$ Else if $\left(Q\left(\mathbf{x}_{n, m}\right) \leq \eta \forall(n, m) \in[i-1, i+1] \times[j-1, j+1]\right)$ use ordinary method
$\hookrightarrow$ Else use LOLEX method:
$\hookrightarrow$ Copy $\phi$ in a [-1, ilmax +2$] *[-1, j l m a x+2]$ square around $i, j$ into the lookphi array.
$\hookrightarrow$ Identify the bodies present in the $[0, i l m a x+1] *[0, j l m a x+1]$ square, store this in the bodies array.
$\hookrightarrow$ For each body, extract the relevant part of the lookphi array into locphi (: , : , bodyno). This array has 3 ghost cells on the boundary outside ilmax*jlmax; these are not used until the extrapolation further down. Extracting means

- copying lookphi for the internal points of this body
- copying lookphi for external points that are not next to more than one body
- explicitly reconstructing the signed distance for external points that are next to more than one body
- setting a value of $2 * \mathrm{dx}$ for all other points
$\hookrightarrow$ Once the locphi array has been filled for all bodies, the values are extrapolated into the ghost cells. The extrapolation is zeroth-order, as will be explained further down.
$\hookrightarrow$ The locphi array is then reinitialized for all bodies. This erases the problematic kink, as well as the value of $2 \star \mathrm{dx}$ which was set previously. Thus this value is unimportant, as long as it is $>0$.
$\hookrightarrow$ Using these local $\phi$ 's, the curvature and normal vectors can be calculated for each body. The curvature and normal vectors corresponding to the body which is closest to the current grid point are used.

The steps in this algorithm that warrant further comments are: identifying the bodies present, explicitly reconstructing the signed distance, extrapolating to the ghost cells, and reinitializing. These will be considered further in the next section and subsections.

### 3.3. Details of the method

Some steps of the algorithm outlined need further explanations. This is either because they are too technical to be fully described in the previous short outline, or because they have not been properly motivated yet. The steps that will be considered are identifying the bodies present (Section 3.3.1), explicitly reconstructing the signed distance (Section 3.3.2), extrapolating to the ghost cells (Section 3.3.3), and reinitializing (Section 3.3.4).

### 3.3.1. Identifying the bodies present

To identify the bodies present, a recursive routine is used, which starts at a seed point in a body and iterates through the entire body, marking it as a body in the bodies array. This routine is called bodyscan here. The bodies array starts with a value of unchecked, and bodies found are marked using increasing integers. The recursive subroutine will have marked the entire first body when its first call returns.

After the subroutine returns, we check if the present body is large enough to keep, or if it should be discarded. The reasoning behind discarding some bodies is twofold: a body which is large in the global domain but occupying only a few cells in the local area will not be accurately represented, and cannot be accurately reconstructed. If the body is small in the global domain and close to the central point where we want to calculate things, it will be insufficiently resolved anyway, and we fall back to the standard discretization. In the alternative case where all bodies present are large bodies far away from the central point, we would not be using the LOLEX method in the first place. For removed bodies, the points in the body are marked as removed. Points not inside a body are marked as nobody.

Several methods were tested for determining which bodies are to be discarded. The simplest and most effective method is to count the number of points in a body, and discard it if this number is less than some threshold. This method worked well, using a threshold of 25 cells for a $9 \times 9$ bodies array in 2D and 122 cells for a $9 \times 9 \times 9$ bodies array in 3D. These thresholds were chosen after tests with varying thresholds. They are large enough so that small bodies leading to erroneous values were discarded, but not so large as to remove bodies which are close to the central point (and thus important). Using a Gaussian weighting to give less importance to bodies with many points far from the centre of the local grid did not give any improvements.

A final point to note about the routine given here is that even though a recursive subroutine is used, memory usage will not be problematic. This is because the routine operates on a small array whose size is independent of the grid size. In 3 dimensions and with the presently used size of the local area, the array bodyscan would have $11 * 11 * 11=1331$ elements. This routine can maximally be called 1331 times, giving a worst-case memory consumption of 13.5 MB . This will not cause memory problems, although it is too large to fit in the CPU cache for some processors. The performance impact has not been tested here, as the 3D calculations are only considered as a proof-of-concept, and have not been optimized for speed. In 2D the memory use is naturally much smaller.


Figure 3: Cases for the neighborhood of a point.

### 3.3.2. Explicit reconstruction of the signed distance

For some points with $\phi>0$, two or more bodies are within $\Delta x$ of the point. This means that the value of $\phi$ is probably incorrect, since it has to be the distance to two separate bodies at the same time. We will call such points "dependent points". Because $\phi$ is likely incorrect for dependent points, we discard its value, and instead explicitly reconstruct the distance to the relevant interface. The procedure used is due to Adalsteinsson et al. [33].

When we consider such a dependent point, it lies right next to two interfaces. When reconstructing the distance, only one interface is of interest, so the other one is momentarily removed. Note that the signed distance is always positive for exterior points, so it is just the normal distance.

The procedure in [33] is as follows. The point $(i, j)$ which we are considering is next to the interface of current interest. We ignore all other interfaces. Up to rotational symmetry, there are four possible cases. An illustration of these cases can be seen in Figure 3.

We examine the four cases (a to d) more closely:
a The interface crosses one of the lines from $(i, j)$ to its four neighbors. In this case, we use the distance to the interface along this line as our distance. This distance is given by

$$
\begin{equation*}
s=\Delta y+\phi(i, j-1) \tag{16}
\end{equation*}
$$

where we have assumed that $(i, j-1)$ is the neighbor on the other side of the interface. Since this neighbor is an internal point, it has $\phi<0$. The distance to the interface is the distance to the neighboring grid point $(\Delta y)$ minus the distance from that grid point to the interface, which gives this formula. It is best to use only the $\phi$-value inside the body, since it is less likely to be distorted.
b The interface crosses two of the lines, and these two lines make out a corner of the $2 \times 2$ grid around $(i, j)$. In this case we use the shortest distance to the straight line between the two
points of intersection. The distance $d$ is given by the formula

$$
\begin{equation*}
\left(\frac{d}{s}\right)^{2}+\left(\frac{d}{t}\right)^{2}=1 \tag{17}
\end{equation*}
$$

As long as $s^{2}+t^{2} \neq 0$ this equation can be solved, and the positive solution is

$$
\begin{equation*}
d=\frac{s t}{\sqrt{s^{2}+t^{2}}} \tag{18}
\end{equation*}
$$

If we have $s^{2}+t^{2}=0$, then $s=t=0$, so it is obvious that the distance to the interface is $d=0$.
c The interface crosses three lines. We construct the two straight lines between the points of intersection, and use the shortest distance to either of these two lines, given by

$$
\begin{equation*}
\left(\frac{d}{\min (s 1, s 2)}\right)^{2}+\left(\frac{d}{t}\right)^{2}=1 \tag{19}
\end{equation*}
$$

d The interface crosses two lines. These lines are on opposite sides of the point $(i, j)$. In this case, we use the shortest of the two distances, so $d=\min (s 1, s 2)$.
These formulae can be extended to three dimensions, where the possible cases are more numerous. In 3D, the central point has two additional neighbors. This means there are more variations in addition to the cases considered above. This is not considered in detail here.

### 3.3.3. Extrapolation

After the interior of the locphi array has been filled, the ghost cells must be filled before we can reinitialize the local $\phi$. Two ways of doing this are illustrated in Figure 4. A first approach is to use linear extrapolation, which should work well since $\phi$ is a linear function in 1D. However, it turns out that this does not work. A fundamental property of the reinitialization equation (7) is that its characteristics originate at the interface $\phi=0$. This is why the present method (and the SLM) works - we only need a few cells directly next to the interface to have the correct value of $\phi$, and reinitialization will fix the rest. It also means that reinitialization will never move the position of the interface, which is a desirable property in general.

The problem with linear extrapolation occurs when we extrapolate starting on the opposite side of the kink from the interface. In this case, the values of the local $\phi$ are tending towards 0 from above, which means that extrapolation can reintroduce the other body (which we removed in the first place). When this happens, reinitialization cannot fix the values beyond the kink, since it cannot move the interface reintroduced by extrapolation. A straightforward alternative is to use a zeroth-order extrapolation. This means simply copying the values along the edges into the ghost cells. It is obvious that this will never cross $\phi=0$, so reinitialization works as intended.

The difference between these two is shown in Figure 4. In (a), a zoom in on the global level set of a droplet touching a pool is shown. In (b), the local level set of the lower body (the pool) is shown after extraction and explicit reconstruction. Here, the values on the edges are not


Figure 4: Extraction, extrapolation and reinitialization of the local level set is shown, for the lower body in Figure (a). Red indicates a negative value, blue a positive value, and white indicates zero. The green lines indicate kinks in the level set function, and the black lines are the zero level sets. A detailed explanation of the figures is given in Section 3.3.3. (Figure best viewed in color.)
set, indicated in grey. In (c), the same is shown after first-order extrapolation, and in (d) after zeroth-order extrapolation. In (e), the first-order extrapolated $\phi$ is shown reinitialized, and in (f) the zeroth-order extrapolated $\phi$ is shown reinitialized. Note in particular that in (e), a kink still exists after the entire procedure (green line), so the geometric quantities calculated would still be wrong if the derivatives cross the kink.

The corner cells on the boundaries must also be set. Here, these all get the value from the corresponding corner of the internal grid.


Figure 5: Why we reinitialize from a lower level set: At the lower level set, indicated by the dotted line, values of e.g. $\nabla \phi$ are more accurate at the grid point which is closest to the grey line than for the zero level set. The grey line indicates the local level-set function $\phi$. The dashed lines indicate $\nabla \phi$ calculated using central differences.

### 3.3.4. Reinitialization

When the extracted local level-set has been extrapolated, it must then be reinitialized before the geometric quantities are calculated. This is essential in order to have good values of the level-set function outside the interface. The entire LOLEX method hinges on the fact that reinitialization restores the local level-set to a signed distance function, so that ordinary discretizations will not give errors. This is not entirely straightforward, however.

When reinitializing, we require at least some points on either side of the interface with decent $\phi$-values, i.e. $\phi$ being the signed distance to the interface. In addition to this, we need to know the smeared sign function, and most crucially, the normal vectors at the interface. Thus we are faced with a bootstrapping problem: accurate normal vectors are required in order to accurately calculate the normal vectors. This is only a problem when the global interfaces are very close; when there is a moderate distance (i.e. more than one grid point between the interfaces), the normal vectors can be calculated at the interface using the local level-set.

The solution to this conundrum is to exploit the redundant information which is stored in the level-set function. To illustrate this redundancy, imagine that you are walking along a normal vector to the interface. At each grid point you pass, you are told the current distance to the interface. As long as you do not pass any kinks, this information is redundant: using the value at the first grid point you pass, you can calculate the value at the next grid point, and the one after that, given that you know the grid spacing.

What this means for the present case is that we have information inside the current body that we can use. Most importantly, we can calculate the normal vectors without problem for internal points. This means that we can reinitialize a level set different from $\phi=0$, e.g. $\phi=-0.8 \Delta x$, and get essentially the correct $\phi$ afterwards. We are not guaranteed to get exactly the correct $\phi$, but as we cannot obtain the correct $\phi$ anyway, we will settle for a good approximation. An illustration of this in 1D is shown in Figure 5, where the extracted local level-set function $\phi$ is shown in grey. Note that e.g. the value of $\nabla \phi$ at the grid point $0^{2}$, shown with a dashed line, is much closer to 1 than the value at the grid point $0^{1}$. When the lower level set is used, we momentarily move the interface further to the left in this figure, so the grid point $0^{2}$ is closest to the interface. It is obvious that we have a better chance of restoring a signed distance function with the correct location of the interface if we reinitialize from the lower level set.

The value of $-0.8 \Delta x$ used here gives the most accurate results. If the value is too close to
zero, the benefit of reinitializing from a lower level set is reduced. However, if the value is too large, we risk having this lower level set too close to the edges of the local domain, and we increase the potential error caused by reinitializing from a different level than zero.

Another problem solved by this is the fact that the values directly outside the zero level set may be incorrect in some cases. In particular, this happens when an outside grid cell is not flagged as dependent, but its value of $\phi$ still deviates from that dictated by a signed distance function. Tests have shown that this sometimes occurs, and that it distorts the reconstructed local level set.

Reinitializing from a different level may sound somewhat complicated to do, but the implicit formulation springs to the rescue again. To reinitialize from a lower level set, we simply add a positive constant to $\phi$ at every local grid point, call the reinitialization routine on this $\phi$, and then subtract the same constant from the reinitialized $\phi$. The effect of this is illustrated in Figure 6, which is an extreme case. Here, reinitialization of two very close bodies (concentric circles) has distorted the global level-set function close to and outside the interfaces. The reinitialized local level-set function is also wrong, but the one which is reinitialized from a lower level set gives a much smoother representation of the interface, which agrees with the contour lines further into the body. This smoother representation will, in turn, give a significantly more accurate curvature. A plot of the curvature calculated with and without this improvement is shown in Figure 7 for the concentric circles case; this global interface configuration can also be seen in Figure 10 further down. This plot shows the curvature along the inner circle. It is seen that the improvement is large, particularly in this case when two interfaces are close. The curvature calculated using the standard method is not shown, as it is outside the $y$-axis range in this figure.

While the curvature calculated using the LOLEX method is close to the analytical value, there is still a more or less constant error of $1-2 \%$. It turns out that this error is caused by the reinitialization of the local level set, as is indicated in this figure as well. The line captioned 'Forced LOLEX' shows the LOLEX method used on a single interface corresponding to the inner circle. Here, the level-set function is correct and the standard method gives an error for the single interface which is smaller than the line width in this figure. When we force the use of the LOLEX method, the only difference from the standard method is the extrapolation and reinitialization, meaning that these must be the culprits. To mitigate this, a more accurate reinitialization procedure could be used, e.g. the HCR method due to Hartmann et al. [15].

### 3.3.5. Parameters of the method

In the LOLEX method as presented here, there are a number of parameters that can be varied. An overview of these is given here, along with the values used presently, and sensible ranges, in Table 1.

After the local level sets have been extracted correctly, the standard discretizations can be used to calculate the normal vector and curvature. As the curvature and normal vector cannot be multiply defined at a single grid point, we must combine the information from different local level sets. To do this, we simply select the one corresponding to the interface which is closest to the central point.

As the present method uses reinitialization on a local grid for each grid point where it is used, the performance impact of the method could become large. To avoid this, the quality function $Q(\mathbf{x})$ is used to restrict the use of the method. In a typical falling drop simulation, the present method will only be used in a small percentage of the total number of time steps, and even then,


Figure 6: The LOLEX method on a global level set which is distorted due to reinitialization of very close bodies. The global bodies are two concentric circles. (a) Local $\phi$ before reinitialization. (b) Local $\phi$ reinitialized from $\phi=-0.8 \Delta x$. (c) Local $\phi$ reinitialized from $\phi=0.0$. The black square indicates the boundary to the ghost cells, and the red square indicates the $3 \times 3$ central points that are used in the final curvature calculation.


Figure 7: Lineplots of the curvature along the interface when reinitializing from both the zero level set and a lower level set. Also shown are the curvature calculated when forcing use of the LOLEX method on a single interface, and the analytical curvature.

Table 1: Parameters used in the LOLEX method, along with values used and sensible ranges.

| Parameter | Value | Sensible range |
| :--- | ---: | :---: |
| Local grid size | 7 | $5-11$ |
| Gradient threshold $\eta$ | 0.005 | $0.01-0.001$ |
| 2D discard threshold | 25 | (given ilmax $=7$ etc.) |
| 3D discard threshold | 122 | (given ilmax=7 etc.) |
| Reinit. level set | $-0.8 \Delta x$ | $-1.0 \Delta x$ to $-0.5 \Delta x$ |

it will typically not be used for all points along the interface. This means the computational cost of the present method has a low impact on the total runtime of a simulation.

### 3.4. Summary

In this section the presently used LOLEX method has been described in detail. The method is used for grid points where the level-set function deviates from being a signed distance function, where it extracts one or more local level sets, removes any kinks in these by use of reinitialization, and finally uses these local level sets to calculate the curvature and normal vectors. The values corresponding to the interface which is closest to the current grid point is used.

The method is motivated in that it is more general than the previous method by Salac and Lu [11], handling bodies which fold back onto themselves, and it extends more easily to 3D than the previous methods by Macklin and Lowengrub [4, 10] and by Lervåg [12, 13], which use curve-fitting schemes. The parameters of the method are given in Table 1. Results, both for static and dynamic simulations, are given in the next sections.

## 4. Geometric results

In order to test the LOLEX method, some static interface configurations were used that replicate typical situations occurring in simulations of droplet collisions.

### 4.1. Circles and straight interfaces

The first test case consists of three circles and a straight-lined interface, where two of the circles and the straight-lined interface are joined together. The results for this case are shown in Figure 8 for the LOLEX method, the SLM, and the standard method. In this figure, the interfaces are shown as black lines, and the color indicates the curvature. The background curvature of 0 is indicated in white, blue indicates a negative curvature and red indicates a positive curvature. The figure illustrates that the standard method produces positive unphysical curvatures several places, both between the circles and the straight interface and between circles. The Salac and Lu method remediates the situation somewhat, but still has problems where the circle folds back onto the straight interface, and at the bottom of the middle circle, which is particularly close to the straight interface. The LOLEX method produces positive curvatures only where they are expected and needed.


Figure 8: Comparison of curvature calculation methods for circles and straight interfaces. The color indicates the curvature; white is zero, blue is negative and red is positive.

### 4.2. Droplet falling onto a pool

In order to compare the behavior of the LOLEX and the standard method for different interface separations, a test case was considered which mimics a droplet falling onto a pool. In this case, a 0.2 m diameter circle and a horizontal line were initialized in a $1 \mathrm{~m} \times 1 \mathrm{~m}$ domain. The separation between the circle and the line was varied from $3.6 \Delta x$ down to $0 \Delta x$ in increments of $0.1 \Delta x$. For each separation, the curvature was calculated at all points within the narrow band close to the interfaces, and the supremum-norm $\|\kappa\|_{\infty}$ of the curvature values was calculated. This was done using the standard and the LOLEX method, for grid resolutions of $64 \times 64$, $256 \times 256$ and $1024 \times 1024$. The analytical curvature is 10 for the circle and 0 for the line, so the supremum norm should be close to 10. The results are shown in Figure 9.


Figure 9: Supremum norm of the curvature for decreasing interface separation. Dashed lines: results using the standard method. Solid lines: results using the LOLEX method. The lines are shaded lighter with increasing grid resolution. The analytical curvature of the circle is 10 .

As is seen in this figure, the standard method returns the value used in regularizing the curvature, $\|k\|_{\infty}=\frac{1}{\Delta x}$, when the interface separation becomes smaller than about $2.4 \Delta x$. Increasing the grid resolution does not improve the situation. Note that the $y$ axis in this plot is logarithmic. Meanwhile, the LOLEX method gives decent values close to the analytical value of 10 all the way up to when the interfaces merge, which happens at a separation of $0.2 \Delta x$. It is seen that the small deviations for the LOLEX method are reduced when the grid resolution is increased.

In addition to the curvature, accurate normal vectors close to the interface are desirable in level-set simulations. The importance in reinitialization has been suggested above, coming from the fact that normal vectors are used in finding the upwind direction. Normal vectors are equally important in calculating the extension velocity, where an error would lead to the interface not moving according to the flow.

### 4.3. Concentric circles

In order to compare the proposed method to the standard method, a geometric test case was considered which replicates the demands of simulating merging interfaces. The calculated normal vectors are compared both to the standard central-differences discretization, to a directional-differences discretization as described in [4], and to the curve-fitting method of Lervåg [13].

In this test case, two concentric circles were initialized, as if we had a thin ring of fluid 1 inside fluid 2. The width of this ring was $1.6 \Delta x$. This test case is interesting, since it reveals grid effects or anisotropies. It also replicates the situation of a thin film that forms between a droplet and a pool for cases where the droplet deforms the pool surface before merging. This has been observed experimentally, see e.g. [34]. The results for all four methods are shown in Figure 10.


Figure 10: Comparison of normal vector calculations using different methods.
In this figure it is seen that the directional difference method is not much better than the central difference method. This is partly what prompted the use of curve fitting methods;

Macklin and Lowengrub initially used directional differences and additional grid refinement in [4], but switched to curve-fitting methods in [10]. As is seen in Figure 10 (c), curve fitting methods (the method by Lervåg is used here) give the correct result. In (d), we see that the LOLEX method also gives the correct result. It is impossible to distinguish the results in (c) and (d) without overlaying the figures and zooming in a lot. The difference is too small to have any impact on the simulation results.

As pointed out several times already, the main advantage of the present LOLEX method over methods employing curve fitting is that it scales easily to 3 D . This is because the present method retains the implicitness of the level-set method. A 3D extension of the Macklin and Lowengrub method, on the other hand, would fit a local surface to the point of interest, as they indicate in [10]. Curvature estimation in 3D based on local surface fitting has long been a topic of research in computer vision, see [35] for a review of various methods including the use biquadratic surfaces and of splines. The conclusion of [35] is that these methods are very sensitive to numerical noise (in their context, sensor noise). In the current case, noise is to be expected, as can be seen in Figure 6 (b). Due to this fact, methods in computer vision that avoid local surface fitting and calculate only the sign of the curvature have been introduced, since this quantity can be calculated more reliably[36]. This is not a viable alternative in two-phase flow simulations as considered here.

## 4.4. $3 D$ bubble above a plane

A curvature calculation using the LOLEX method on a 3D case is shown in Figure 11. In this case, a bubble is placed above a plane, with distance $1.2 \Delta x$ at the closest. The grid is $50 \times 50 \times 50$, and the bubble radius is $12.5 \Delta x$. The surfaces are colored according to the curvature (interpolated to the surface). In Figure 11 (a), the standard method is used. In 3D, this is the 27 -point stencil given by Kang et al. [19]. In Figure 11 (b), the LOLEX method is used to extract the local level sets, and the curvature is then calculated using the same 27 -point stencil on these local level sets. It is seen that the LOLEX method performs much better than the standard discretization in areas where the bubble and plane are in close proximity. Note that the plane is not shown here, only the bubble. The kink in the global $\phi$ is below the bubble.

Comparing to the analytical curvature, which in this case is -10 for the spherical bubble, it is seen that the standard discretization performs well away from kinks, where the variation in curvature is at most $\pm 0.2 \%$. Close to the kink, the standard discretization has errors of $\pm 80 \%$, seen as green and dark blue bands in Figure 11 (a). The LOLEX method has the same variation as the standard method away from kinks, while the variation is $\pm 2 \%$ close to the kink, seen as light blue spots in Figure 11 (b). Thus it is seen that the LOLEX method gives an error which is an order of magnitude lower than the standard method close to kinks in the level-set function. There is still a small error of the same size as reported above in 2D, which is again probably caused by reinitialization. A deviation of this magnitude is unlikely to have a large impact on simulations, in contrast to the errors from the standard discretization.

To the knowledge of the authors, improved calculation of geometric quantities for a pure level-set formulation in three spatial dimensions that handles general topologies have not been reported before in the literature. Salac and Lu report results of 3 D simulations in [11], but it is not known how (or if) they handle problems like that illustrated in Figure 2, i.e. a body folding back onto itself. They also do not discuss the problem of needing good normal vectors at the interface in order to solve the reinitialization equation.

Given the current state of developments toward petascale supercomputers, and particularly the rapid evolution in GPU-accelerated solvers, dynamic 3D level-set simulations of colliding


Figure 11: 3D bubble above a plane (not shown). Comparison of the standard curvature discretization (a) and the LOLEX method (b). The surfaces are colored according to the curvature, and the standard method is seen to give large errors close to the kink in the level-set function (which is below the sphere), seen as green and dark blue bands.
bodies are going to become more and more common. As this happens, a method such as the present one will be necessary in order to get trustworthy results for situations where accurate curvature is important.

## 5. Dynamic results

As discussed previously, the case of a single droplet of liquid falling onto a pool of the same liquid, either through gas or another liquid, has been widely studied. Thus it is a good benchmark on which to test the proposed method, since detailed experimental results are available.

When considering this case, the main dichotomy is between a droplet falling through gas and a droplet falling through liquid. We will consider both cases here, since both are interesting from an industry standpoint. These two cases present different challenges to numerical simulations. The liquid-in-gas case has a high density difference between the two fluids, which is known to be a difficult case. Sussman et al. have studied this problem, and have produced good results using a hybrid LSM-VOF method [17]. The liquid-in-liquid case, on the other hand, can be time-consuming to simulate due to the viscous term in the CFL-criterion used here [19], but is not challenging with respect to density differences.

### 5.1. Decane droplet in water merging with decane pool

The simulation discussed here consider two immiscible liquids, where a droplet of the heaviest liquid is placed in the lightest liquid above a pool of the heaviest liquid. In the experimental work by Chen et al. [37], the droplet is made to rest on the pool, and then merging happens after some time. The heavy liquid is water, and the light liquid is a mix of $20 \%$ polybutene in decane. The droplet diameter is 1.1 mm . As the droplet and interface are brought into proximity, a thin film is formed between them. This thin film drains, and after some time the film ruptures and the droplet merges with the interface. In the Chen et al. experiments, the merging happens at the central point, but off-center merging has also been reported for larger droplets [38].

A simulation was performed with the same fluid properties and droplet dimension as reported by Chen et al. The computational domain was $6 \times 6 \mathrm{~mm}$, the grid was $400 \times 400$, and


Figure 12: A 1.1 mm diameter water droplet merging with a water pool. The ambient fluid is $20 \%$ polybutene in decane. Snapshots are taken $542 \mu$ s apart, the arrow indicates the capillary wave, and the horizontal lines indicate the top of the bubble in the first frame. Figure (a) is the experimental result, reprinted with permission from [37], copyright 2006 American Institute of Physics. Figure (b) is the simulation result.
the CFL-number was 0.8 . The results are shown in Figure 12. The agreement between the simulation and experimental results is very good.

In this simulation, the point of merging is decided mainly by grid effects when the droplet deforms the interface forming a thin film. With the present method, we must simply hope that precisely what happens at the time of merging does not significantly affect the following behaviour. Comparing Figure 12 (a) and (b) indicates that in this case the precise mechanisms of merging are not very important, as the numerical and experimental results agree very nicely. To accurately capture the thin film behaviour, the grid resolution would have to be extremely fine.


Figure 13: Water droplet in a mixture of polybutene and decane, about to merge with a water pool. Comparison of the pressure field using the LOLEX method and the standard method at $t=0.007 \mathrm{~s}$.

Hodgson and Lee [39] report that the width of the thin film between a droplet and a pool for the water-toluene system they study is four orders of magnitude smaller than the droplet diameter, i.e. around 100 nanometers. It is possible that an adaptive grid could be able to resolve such a thin film, but since there is no analog to the Knudsen number for liquids, it is not immediately clear whether the continuum description of the Navier-Stokes equations still holds at this length scale.

Comparing the LOLEX method and the standard method on this case, the standard method gives a more oscillatory pressure field around the contact point, as seen in Figure 13. This increased pressure inside the thin film delays the rupture of the film, seen as a slightly increased width of the film in Figure 13 (b).

### 5.2. Water droplet falling through air onto a water pool

Considering the case of a liquid in gas, a simulation was performed of a 0.18 mm diameter water droplet falling through air at $0.29 \mathrm{~m} / \mathrm{s}$ and impacting a deep pool of water. Experimental results for this case due to Zhao, Brunsvold and Munkejord are found in [40]. These results indicate that a partial coalescence occurs, but the high-speed camera used was not fast enough to capture all the details of the partial coalescence process.

The simulation was performed using axisymmetry. The computational domain was $0.7 \mathrm{~mm} \times 0.7 \mathrm{~mm}$, resolved using a $401 \times 401$ Cartesian grid. The CFL number was 0.25 . The LOLEX method was used for curvature and normal vector calculation. A comparison of the experimental and simulation results are shown in Figure 14.

The time intervals between frames for the experimental and simulation results do not match in this figure. The intervals between the second and third frames are the ones that match best,


Figure 14: Experimental results (top) and simulation results (bottom) for a 0.18 mm water droplet falling through air and impacting a deep pool of water at $0.29 \mathrm{~m} / \mathrm{s}$. Figure (a) is reprinted from [40], Copyright (2011), with permission from Elsevier.
suggesting that the behaviour of the thin air film that forms between the droplet and the pool before coalescence is the major source of this discrepancy. The grid used in the simulation is unable to resolve the thin film. It is not clear that an increased grid resolution would amend this, as the continuum approximation may not be valid for the thin air film. The width of this film is not known from experiments.

As an order-of-magnitude estimate, we can use the results by Hodgson and Lee [39]. They report that the width of the thin film between a droplet and a pool before merging, for the water-toluene system they study, is around $L=100$ nanometers. Since the mean free path in air at room temperature and atmospheric pressure is around $\lambda=66$ nanometers [41], the Knudsen number is $K n=\frac{\lambda}{L} \approx 0.7 \nless 1$, which would imply that the continuum description is no longer valid.

Nevertheless, the simulation is able to correctly predict the partial coalescence, and the simulation agrees well with experiments on the size of the daughter droplet produced. In the experiments, this daughter droplet subsequently bounces on the pool of water. The simulation is unable to predict this, again due to the thin air film formed, and shows the daughter droplet merging with the water pool instead.

A comparison between the LOLEX method and the standard method is shown in Figures 15 and 16. These figures show a section through the droplets just before collision and just when the neck is at its tallest, respectively. The pressure field is plotted as colored contours. The LOLEX method is plotted on the left side and the standard method is plotted on the right side.

It is seen from these figures that the curvature errors produced by the standard method give rise to significant oscillations in the pressure; note in particular the interleaved red and blue patches where the pressure changes sign. As the reinitialization is performed more frequently, the oscillations persist, and are even found inside the pool below the droplet.

An important effect of this erroneous pressure is a loss of kinetic energy, which can be seen in Figure 16, where the neck is clearly shorter with the standard method. It is also seen that more frequent reinitialization leads to a higher loss of kinetic energy. As some authors have noted [42], the height of the neck and the dynamics of the capillary waves are important factors for the partial coalescence mechanism.

The LOLEX method is not significantly affected by the amount of reinitialization, and gives a more sensible pressure field in both cases. It should be noted that the pressure difference across the droplet interface in Figure 15 is about 2500 Pa , which is very large, caused by the very small droplet diameter.


Figure 15: Water droplet falling onto a pool, just before the interfaces merge. Comparison between the LOLEX method and the standard method. The pressure field is shown as colored contours.

## 6. Concluding remarks

In the present work we have proposed a new method for calculating the curvature and normal vectors of an interface represented by a level-set function, and which gives accurate results before, during and after topological changes in the interface. The method is compared to the standard method for geometric test cases, where the analytical curvature is known, and it is seen that in areas where the standard method gives errors of around $100 \%$, the proposed method gives errors of around 1-2 \%. The method is easily extended to 3D, as is demonstrated, where the same reduction in error is seen. The method is then employed in simulations of twophase flow where a droplet merges with a pool. Here it is seen that the standard method gives rise to unphysical pressure oscillations before merging, which affect the subsequent capillary


Figure 16: Water droplet falling onto a pool, when the neck reaches its highest position. Comparison between the LOLEX method and the standard method. The pressure field is shown as colored contours.
waves, while the proposed method fares much better. The results of the simulations using the proposed method are compared to experimental results both for a liquid-in-liquid case, where the agreement is very good, and for a more demanding liquid-in-gas case where the agreement is qualitative, reproducing the partial coalescence behaviour.
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#### Abstract

In recent work, Li et al. (Comm. Math. Sci. (2009) 7:81-107) developed a firstorder accurate diffuse-domain method (DDM1) for solving partial differential equations in complex, dynamic geometries with Dirichlet, Neumann and Robin boundary conditions. Here, we extend this approach and develop higher order accurate diffuse-domain approximations focusing on Neumann and Robin boundary conditions. The diffuse-domain method uses an implicit representation of the geometry, where the sharp boundary is replaced by a diffuse layer, the equations are reformulated on a larger regular domain and the boundary conditions are incorporated via singular source terms. The resulting PDE is shown to converge asymptotically to the original problem. The present contribution is to include higher-order corrections to the diffuse formulation in order to obtain a second-order accurate approximation. Our analysis shows that the second-order DDM (DDM2) converges asymptotically with second-order to the original problem. The DDM2 system is then investigated numerically and the results are compared with those from the DDM1 system for selected cases with both Neumann and Robin boundary conditions. Two different approximations for the boundary conditions are also compared, which correspond to different diffuse-interface surface delta functions. The results indicate that the global accuracy and convergence of DDM2 is better than DDM1, although both DDM1 and DDM2 generally perform well and the global convergence rate is around two for each. The choice of boundary-condition approximation is also important for rapid global convergence and high accuracy. Approximating the surface delta function by the modulus of the gradient of the phase-field function yields more accurate and robust results than an alternative approximation of the surface delta function based on a scaled version of the squared modulus.
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## 1. Introduction

There are many problems in computational physics that involve solving partial differential equations (PDEs) in complex geometries. Examples include fluid flows in complicated systems, vein networks in plant leaves, and tumors in human bodies. Standard solution methods for PDEs in complex domains typically involve triangulation and unstructured grids. This rules out coarse-scale discretizations and thus efficient geometric multi-level solutions. Also, mesh generation for three-dimensional complex geometries remains a challenge, in particular if we allow the geometry to evolve with time.

In the past several years, there has been much effort put into the development of numerical methods for solving partial differential equations in complex domains. However, most of these methods typically require non-standard tools not frequently available in standard finite element and finite difference software packages. Examples of such approaches include the extended and composite finite element methods (e.g., $[29,10,22,11,30,48,6,3]$ ), immersed interface methods (e.g., [37, 39, 53, 40, 58]), matched interface and boundary methods (e.g., [65, 62, 61, 60, 64]), modified finite volume/embedded boundary/cut-cell methods/ghost-fluid methods (e.g., [25, 33, 19, $23,24,32,42,63,43,8,41,57,44,7])$. In another approach, known as the fictitious domain method (e.g., [26, 27, 49, 31]), the original system is either augmented with

[^7]equations for Lagrange multipliers to enforce the boundary conditions, or the penalty method is used to enforce the boundary conditions weakly.

Here, we follow an alternate approach and use the diffuse domain method for simulating PDEs in complex, non-standard domains. In this approach, the domain is represented implicitly by a phase-field function, which is an approximation of the characteristic function of the domain. The domain boundary is replaced by a narrow diffuse interface layer such that the phase field function rapidly transitions from one inside the domain to zero in the exterior of the domain. The boundary of the domain can thus be represented as an isosurface of the phase field function. The PDE is then reformulated on a larger, regular domain with additional source terms that approximate the boundary conditions. This diffuse domain method does not require any modification of standard finite element or finite difference software. Although uniform grids can be used, local grid refinement near domain boundaries improves efficiency and enables the use of smaller interface thicknesses than are achievable using uniform grids. A related approach involves the level-set method [46, 52, 45] to describe the implicitly embedded surface and to obtain the appropriate surface operators (e.g., [28]).

The diffuse domain method (DDM) was introduced by Kockelkoren et al. [35] to study diffusion inside a cell with zero Neumann boundary conditions at the cell boundary (a similar approach was also used by $[4,5]$ using spectral methods). The DDM was later used to simulate electrical waves in the heart [20], and in Levine and Rappel [36] to simulate membrane-bound Turing patterns using bulk diffusion coupled to an ODE on the membrane surface. More recently, diffuse-interface methods have been developed for solving PDEs on stationary surfaces [50], evolving surfaces $[9,13,14,17,16,15]$, for solving PDEs in complex evolving domains with Dirichlet, Neumann and Robin boundary conditions by Li et al. [38] and by Teigen et al. [55] who modeled bulk-surface coupling. The DDM was also used by Aland et al. [1] to simulate incompressible two-phase flows in complex domains in 2D and 3D, and by Teigen et al. [56] to study two-phase flows with soluble surfactants.

The method of matched asymptotic expansions can be used to show that a given DDM formulation converges to the correct sharp-interface problem. As shown by Li et al. [38], there exist several approximations to the physical boundary conditions that converge asymptotically to the correct sharp-interface problem. Li et al. present some numerical convergence results for a few selected problems. However they do not perform any quantitative comparison between the different boundary-condition approximations. Recently, Reuter et al. [51] reformulated the DDM using an integral equation solver and demonstrated that their generalized DDM, with appropriate choices of approximate surface delta functions, converges with first order accuracy in the diffuse-interface width for solutions of the Poisson equation with Dirichlet boundary conditions.

The current versions of the DDM were developed such that they converge asymptotically to the sharp-interface problems with first order in the diffuse interface width. Inspired by the work of Karma and Rappel [34] and Almgren [2], who incorporated second-order corrections in their phase field models of crystal growth and by the work of Folch et al. [21] who added second-order corrections in phase field models of advection, the present article aims to further generalize the DDM by deriving corrections that give asymptotically second-order approximations to the sharp-interface problem in the diffuse interface width. The second-order DDM (DDM2) is then compared to the first-order DDM (DDM1) from Li et al. [38] on a set of test cases.

In addition, the present work considers a more quantitative comparison of two different boundary condition approximations derived in [38]. The first approximation uses the modulus of the gradient of the phase-field function, and the second approximation uses a scaled version of the squared modulus. The former is shown to be more natural when considering the second-order extension.

Although the DDM is applicable to transient problems and geometries that evolve with time, we will in this article only consider stationary problems. However, our approach applies to transient problems in the same way as shown in [38].

The outline of the paper is as follows. In Section 2 we introduce the diffuse-domain method and derive the second-order corrections. In Section 3 the numerical methods are described, and in Section 4 the test cases are introduced and numerical results are presented and discussed. We finally give some concluding remarks in Section 5.

## 2. The diffuse-domain method

The main idea of the diffuse-domain method (DDM) is to extend PDEs that are defined inside complex and possibly time-dependent domains into larger, regular domains. As a model problem, we will consider the Poisson equation in a domain $D$,

$$
\begin{equation*}
\boldsymbol{\Delta} u=f \tag{2.1}
\end{equation*}
$$

with Neumann or Robin boundary conditions. As shown in Li et al. [38], the results for the Poisson equation can be used directly to obtain diffuse-domain methods for more general second-order partial differential equations in evolving domains.

The DDM is defined in a larger domain $\Omega \supset D$ as

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)+B C=\phi f \tag{2.2}
\end{equation*}
$$

see Figure 2.1. Here $\phi$ approximates the characteristic function of $D$,

$$
\chi_{D}= \begin{cases}1 & \text { if } x \in D  \tag{2.3}\\ 0 & \text { if } x \notin D\end{cases}
$$

and $B C$ is chosen to approximate the physical boundary condition, cf. [38], which typically involves diffuse-interface approximations of the surface delta function. A standard approximation of the characteristic function is the phase-field function,

$$
\begin{equation*}
\chi_{D} \simeq \phi(\boldsymbol{x}, t)=\frac{1}{2}\left(1-\tanh \left(\frac{3 r(\boldsymbol{x}, t)}{\epsilon}\right)\right) . \tag{2.4}
\end{equation*}
$$

Here $\epsilon$ is the interface thickness and $r(\boldsymbol{x}, t)$ is the signed-distance function with respect to $\partial D$, which is taken to be negative inside $D$.

For a number of different choices of approximations for the boundary conditions, as detailed in [38], the standard DDM is shown to converge asymptotically to the sharp-interface equation when $\epsilon$ is decreased by use of the method of matched asymptotic expansions. In the following, the DDM will be extended to include corrections that give second-order asymptotic convergence in $\epsilon$, for Robin and Neumann boundary conditions.

### 2.1. Asymptotic analysis

To show asymptotic convergence, we need to consider the expansions of the diffuse-domain variables in powers of the interface thickness $\epsilon$ in regions close to and far from the interface. These will be called inner and outer expansions, respectively.


Figure 2.1. A complex domain $D$ covered by a larger, regular domain $\Omega$.

The two expansions are then matched in a region where both are valid. See Figure 2.2 and [47].

The outer expansion for the variable $u(\boldsymbol{x} ; \epsilon)$ is simply

$$
\begin{equation*}
u(\boldsymbol{x} ; \epsilon)=u^{(0)}(\boldsymbol{x})+\epsilon u^{(1)}(\boldsymbol{x})+\epsilon^{2} u^{(2)}(\boldsymbol{x})+\cdots . \tag{2.5}
\end{equation*}
$$

The outer expansion of an equation is then found by inserting the expanded variables into the equation.

The inner expansion is found by introducing a local coordinate system near the interface $\partial D$,

$$
\begin{equation*}
\boldsymbol{x}(s, z ; \epsilon)=\boldsymbol{X}(\boldsymbol{s} ; \epsilon)+\epsilon z \boldsymbol{n}(s ; \epsilon), \tag{2.6}
\end{equation*}
$$

where $\boldsymbol{X}(\boldsymbol{s} ; \epsilon)$ is a parametrization of the interface, $\boldsymbol{n}(\boldsymbol{s} ; \epsilon)$ is the interface normal vector that points out of $D, z$ is the stretched variable

$$
\begin{equation*}
z=\frac{r(\boldsymbol{x})}{\epsilon} . \tag{2.7}
\end{equation*}
$$



Figure 2.2. A sketch of the regions used for the matched asymptotic expansions. The inner region is marked with a light gray color and the outer region with a slightly darker gray color. The overlapping region is marked with the darkest gray color.
and $r$ is the signed distance from the point $\boldsymbol{x}$ to $\partial D$, where $r$ is taken to be negative inside $D$. In the local coordinate system, the derivatives become

$$
\begin{align*}
& \boldsymbol{\nabla}=\frac{1}{\epsilon} \boldsymbol{n} \partial_{z}+\boldsymbol{\nabla}_{\mathrm{s}},  \tag{2.8}\\
& \boldsymbol{\Delta}=\frac{1}{\epsilon^{2}} \partial_{z z}+\frac{1}{\epsilon} \kappa \partial_{z}+\boldsymbol{\Delta}_{\mathrm{s}} \tag{2.9}
\end{align*}
$$

where $\kappa \equiv \boldsymbol{\nabla}_{\mathbf{S}} \cdot \boldsymbol{n}$ is the curvature of the interface. The inner variable $\hat{u}(z, \boldsymbol{s} ; \epsilon)$ is now given by

$$
\begin{equation*}
\hat{u}(z, \boldsymbol{s} ; \epsilon) \equiv u(\boldsymbol{x} ; \epsilon)=u(\boldsymbol{X}(\boldsymbol{s} ; \epsilon)+\epsilon z \boldsymbol{n}(\boldsymbol{s} ; \epsilon) ; \epsilon), \tag{2.10}
\end{equation*}
$$

and the inner expansion is

$$
\begin{equation*}
\hat{u}(z, s ; \epsilon)=\hat{u}^{(0)}(z, s)+\epsilon \hat{u}^{(1)}(z, s)+\epsilon^{2} \hat{u}^{(2)}(z, s)+\cdots . \tag{2.11}
\end{equation*}
$$

To obtain the matching conditions, we assume that there is a region of overlap where both the expansions are valid. In this region, the solutions have to match. In particular, if we evaluate the outer expansion in the inner coordinates, this must match the limits of the inner solutions away from the interface, that is

$$
\begin{equation*}
u(\boldsymbol{X}+\epsilon z \boldsymbol{n} ; \epsilon) \simeq \hat{u}(z, \boldsymbol{s} ; \epsilon) \tag{2.12}
\end{equation*}
$$

Insert the expansions into Eqs. (2.5) and (2.11) to get

$$
\begin{align*}
u^{(0)}(\boldsymbol{X}+\epsilon z \boldsymbol{n}) & +\epsilon u^{(1)}(\boldsymbol{X}+\epsilon z \boldsymbol{n})+\epsilon^{2} u^{(2)}(\boldsymbol{X}+\epsilon z \boldsymbol{n})+\cdots \\
& \simeq \hat{u}^{(0)}(z, s)+\epsilon \hat{u}^{(1)}(z, \boldsymbol{s})+\epsilon^{2} \hat{u}^{(2)}(z, \boldsymbol{s})+\cdots \tag{2.13}
\end{align*}
$$

The terms on the left-hand side can be expanded as a Taylor series,

$$
\begin{equation*}
u^{(k)}(\boldsymbol{X}+\epsilon z \boldsymbol{n})=u^{(k)}(\boldsymbol{s})+\epsilon z \boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(k)}(\boldsymbol{s})+\frac{\epsilon^{2} z^{2}}{2} \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{\nabla} u^{(k)}(\boldsymbol{s}) \cdot \boldsymbol{n}+\cdots, \tag{2.14}
\end{equation*}
$$

where $k \in \mathbb{N}$ and $u^{(k)}(s) \equiv u^{(k)}(\boldsymbol{X}(s ; \epsilon))$. Now we end up with the matching equation

$$
\begin{align*}
u^{(0)}(\boldsymbol{s})+ & \epsilon\left(u^{(1)}(\boldsymbol{s})+z \boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(0)}(\boldsymbol{s})\right) \\
+ & \epsilon^{2}\left(u^{(2)}(\boldsymbol{s})+z \boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1)}(\boldsymbol{s})+\frac{z^{2}}{2} \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{\nabla} u u^{(0)}(\boldsymbol{s}) \cdot \boldsymbol{n}\right)  \tag{2.15}\\
& +\cdots \simeq \hat{u}^{(0)}(z, \boldsymbol{s})+\epsilon \hat{u}^{(1)}(z, \boldsymbol{s})+\epsilon^{2} \hat{u}^{(2)}(z, \boldsymbol{s})+\cdots,
\end{align*}
$$

which must hold when the interface width is decreased, that is $\epsilon \rightarrow 0$. In the matching region it is required that $\epsilon z=\mathcal{O}(1)$. If we consider $\epsilon$ to be fixed and let $z \rightarrow \pm \infty$, we get the following asymptotic matching conditions:

$$
\begin{equation*}
\lim _{z \rightarrow \pm \infty} \hat{u}^{(0)}(z, s)=u^{(0) \pm}(s) \tag{2.16}
\end{equation*}
$$

and as $z \rightarrow \pm \infty$,

$$
\begin{align*}
\hat{u}^{(1)}(z, \boldsymbol{s})= & u^{(1) \pm}(\boldsymbol{s})+z \boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(0) \pm}(\boldsymbol{s})+o(1),  \tag{2.17}\\
\hat{u}^{(2)}(z, \boldsymbol{s})= & u^{(2) \pm}(\boldsymbol{s})+z \boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1) \pm}(\boldsymbol{s}) \\
& +\frac{z^{2}}{2} \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{\nabla} u^{(0) \pm}(\boldsymbol{s}) \cdot \boldsymbol{n}+o(1) . \tag{2.18}
\end{align*}
$$

Here $o(1)$ means that the expressions approach equality when $z \rightarrow \pm \infty$. That is, $o(1)$ is defined such that if some function $f(z)=o(1)$, then we have $\lim _{z \rightarrow \pm \infty} f(z)=0$.

### 2.2. Poisson equation with Robin boundary conditions

Now we are ready to consider the Poisson equation with Robin boundary conditions,

$$
\begin{array}{rlrl}
\boldsymbol{\Delta} u & =f & \text { in } D,  \tag{2.19}\\
\boldsymbol{n} \cdot \boldsymbol{\nabla} u & =k(u-g) & & \text { on } \partial D .
\end{array}
$$

Consider a general DDM approximation,

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)+\frac{1}{\epsilon^{2}} \psi=\phi f \tag{2.20}
\end{equation*}
$$

where $\psi$ is a correction term we will choose and the scaling factor $1 / \epsilon^{2}$ is taken for later convenience. If we assume that $\psi$ is local to the interface (e.g., vanishes to all orders in $\epsilon$ away from $\partial D$ ) and that $f$ is independent of $\epsilon$ (e.g., extended smoothly in the normal direction out of $D$ ), then the outer solution to this equation when $z \rightarrow-\infty$ satisfies

$$
\begin{align*}
& \boldsymbol{\Delta} u^{(0)}=f,  \tag{2.21}\\
& \boldsymbol{\Delta} u^{(1)}=0,  \tag{2.22}\\
& \boldsymbol{\Delta} u^{(k)}=0, \quad k=2,3, \ldots \tag{2.23}
\end{align*}
$$

The goal is to determine $\psi$ such that $u^{(0)}$ satisfies (2.19) and $u^{(1)}=0$ so that the outer expansion $u \approx u^{(0)}+\epsilon^{2} u^{(2)}+\ldots$ and therefore the DDM is asymptotically second-order accurate.

### 2.2.1. Matching conditions

Before we determine $\psi$, we will develop a higher-order matching condition based on Eqs. (2.17) and (2.18) that will match a Robin boundary condition for $u^{(1)}$. First we take the derivative of Eq. (2.18) with respect to $z$ and subtract $k$ times Eq. (2.17), which gives

$$
\begin{equation*}
\hat{u}_{z}^{(2)}-k \hat{u}^{(1)}=-k u^{(1)}-k z \boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(0)}+\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1)}+z \boldsymbol{n} \cdot \boldsymbol{\nabla} \nabla u^{(0)} \cdot \boldsymbol{n} . \tag{2.24}
\end{equation*}
$$

Keep the terms that make up a Robin condition for $u^{(1)}$ on the left-hand side, and move the rest to the right-hand side, that is

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1)}-k u^{(1)}=\hat{u}_{z}^{(2)}-k \hat{u}^{(1)}+k z \boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(0)}-z \boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{\nabla} u^{(0)} \cdot \boldsymbol{n} . \tag{2.25}
\end{equation*}
$$

### 2.2.2. Inner expansions

Now consider the inner expansion of Eq. (2.20),

$$
\begin{equation*}
\frac{1}{\epsilon^{2}}\left(\phi \hat{u}_{z}\right)_{z}+\frac{1}{\epsilon} \kappa \phi \hat{u}_{z}+\phi \boldsymbol{\Delta}_{\mathrm{s}} \hat{u}+\frac{1}{\epsilon^{2}} \hat{\psi}=\phi \hat{f} \tag{2.26}
\end{equation*}
$$

Expand $\hat{u}, \hat{f}$ and $\hat{\psi}$ in powers of $\epsilon$, to get

$$
\begin{align*}
& \frac{1}{\epsilon^{2}}\left(\phi \hat{u}_{z}^{(0)}\right)_{z}+\frac{1}{\epsilon}\left(\phi \hat{u}_{z}^{(1)}\right)_{z}+\left(\phi \hat{u}_{z}^{(2)}\right)_{z}+\frac{1}{\epsilon} \kappa \phi \hat{u}_{z}^{(0)}+\kappa \phi \hat{u}_{z}^{(1)} \\
& +\phi \boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}+\frac{1}{\epsilon^{2}} \hat{\psi}^{(0)}+\frac{1}{\epsilon} \hat{\psi}^{(1)}+\hat{\psi}^{(2)}=\phi \hat{f}^{(0)}+\mathcal{O}(\epsilon) . \tag{2.27}
\end{align*}
$$

and then collect the leading order terms. The lowest power of $\epsilon$ gives

$$
\begin{equation*}
\left(\phi \hat{u}_{z}^{(0)}\right)_{z}=-\hat{\psi}^{(0)} \tag{2.28}
\end{equation*}
$$

if we let $\hat{\psi}^{(0)}=0$ we obtain $\hat{u}_{z}^{(0)}=0$. The next order terms then give

$$
\begin{equation*}
\left(\phi \hat{u}_{z}^{(1)}\right)_{z}=-\hat{\psi}^{(1)} \tag{2.29}
\end{equation*}
$$

and by use of integration and the partial derivative with respect to $z$ of the matching condition (2.17), we get

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(0)}=\int_{-\infty}^{\infty} \hat{\psi}^{(1)} \mathrm{d} z \tag{2.30}
\end{equation*}
$$

To get the desired boundary condition for $u^{(0)}$, we need that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \hat{\psi}^{(1)} \mathrm{d} z=k\left(u^{(0)}-g\right) \tag{2.31}
\end{equation*}
$$

which is satisfied if we assume that $g$ is extended constant in the normal direction and if we choose

$$
\begin{equation*}
\hat{\psi}^{(1)}=-\phi_{z} k\left(\hat{u}^{(0)}-\hat{g}\right) . \tag{2.32}
\end{equation*}
$$

Thus we have that $u^{(0)}$ satisfies

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(0)}=k\left(u^{(0)}-g\right) \tag{2.33}
\end{equation*}
$$

in the limit $z \rightarrow-\infty$. This shows that we have achieved first-order asymptotic convergence. We note that there exist other choices, for instance

$$
\begin{equation*}
\hat{\psi}^{(1)}=\phi_{z}^{2} k\left(\hat{u}^{(0)}-\hat{g}\right) \tag{2.34}
\end{equation*}
$$

It turns out, however, that the first choice (2.32) appears to be necessary in order to obtain the second-order correction. This is because the choice of $\psi$ constrains both $\hat{\psi}^{(1)}$ and $\hat{\psi}^{(2)}$. This will become more apparent later.

Note that if we integrate Eq. (2.29), we get

$$
\begin{equation*}
\phi \hat{u}_{z}^{(1)}=\phi k\left(\hat{u}^{(0)}-\hat{g}\right)+C, \tag{2.35}
\end{equation*}
$$

where $C=0$ follows when we take the limit $z \rightarrow \infty$ and use the matching condition (2.17). Thus

$$
\begin{equation*}
\hat{u}_{z}^{(1)}=k\left(\hat{u}^{(0)}-\hat{g}\right) \tag{2.36}
\end{equation*}
$$

which will be useful later.
Now consider the zeroth order terms,

$$
\begin{equation*}
\left(\phi \hat{u}_{z}^{(2)}\right)_{z}=\phi \hat{f}-\kappa \phi \hat{u}_{z}^{(1)}-\phi \boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}-\hat{\psi}^{(2)} \tag{2.37}
\end{equation*}
$$

We will use that $u^{(0)}$ satisfies Eq. (2.19), that is

$$
\begin{align*}
\boldsymbol{\Delta} u^{(0)} & =f & \text { in } D \\
\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(0)} & =k\left(u^{(0)}-g\right) & \text { on } \partial D \tag{2.38}
\end{align*}
$$

We note that the Laplacian can be decomposed into normal and tangential components as

$$
\begin{equation*}
\boldsymbol{\Delta} u=\boldsymbol{n} \cdot \boldsymbol{\nabla} \boldsymbol{\nabla} u \cdot \boldsymbol{n}+\kappa \boldsymbol{n} \cdot \boldsymbol{\nabla} u+\boldsymbol{\Delta}_{\mathrm{s}} u \tag{2.39}
\end{equation*}
$$

which can be shown by writing the gradient vector as $\boldsymbol{\nabla}=\boldsymbol{n} \boldsymbol{n} \cdot \boldsymbol{\nabla}+\boldsymbol{\nabla}_{\mathrm{s}}$. We can therefore write

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{\nabla} \nabla u^{(0)} \cdot \boldsymbol{n}=f-\kappa \boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(0)}-\boldsymbol{\Delta}_{\mathrm{s}} u^{(0)}=\hat{f}^{(0)}-\kappa \boldsymbol{n} \cdot \boldsymbol{\nabla} \hat{u}^{(0)}-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)} \tag{2.40}
\end{equation*}
$$

where the last equality is valid in the matching region when we take the limit $z \rightarrow-\infty$. If we insert this into the matching condition (2.25), we get

$$
\begin{align*}
& \boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1)}-k u^{(1)} \\
& \quad=\hat{u}_{z}^{(2)}-k \hat{u}^{(1)}-z\left(\hat{f}^{(0)}-\kappa k\left(\hat{u}^{(0)}-\hat{g}\right)-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}-k^{2}\left(\hat{u}^{(0)}-\hat{g}\right)\right) . \tag{2.41}
\end{align*}
$$

If we now subtract

$$
\begin{equation*}
\left(\phi k \hat{u}^{(1)}+z \phi\left(\hat{f}-\kappa k\left(\hat{u}^{(0)}-\hat{g}\right)-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}-k^{2}\left(\hat{u}^{(0)}-\hat{g}\right)\right)\right)_{z} \tag{2.42}
\end{equation*}
$$

from both sides of Eq. (2.37), we get

$$
\begin{align*}
\left(\phi \hat{u}_{z}^{(2)}-\phi k \hat{u}^{(1)}-z \phi\right. & \left.\left(\hat{f}-\kappa k\left(\hat{u}^{(0)}-\hat{g}\right)-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}-k^{2}\left(\hat{u}^{(0)}-\hat{g}\right)\right)\right)_{z} \\
=\phi & \phi \hat{f}-\kappa \phi \hat{u}_{z}^{(1)}-\phi \boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}-\hat{\psi}^{(2)}-\left(k \phi \hat{u}^{(1)}\right)_{z} \\
& \quad-\left(z \phi\left(\hat{f}-\kappa k\left(\hat{u}^{(0)}-\hat{g}\right)-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}-k^{2}\left(\hat{u}^{(0)}-\hat{g}\right)\right)\right)_{z} . \tag{2.43}
\end{align*}
$$

Here we recognize that the matching condition (2.41) can be used on the left-hand side if we integrate. To get the desired boundary condition for $u^{(1)}$, we wish to find $\hat{\psi}^{(2)}$ such that the right-hand side of Eq. (2.43) is zero. Some of the terms cancel directly, so we are left with

$$
\begin{align*}
\hat{\psi}^{(2)}=-k \phi_{z} \hat{u}^{(1)}-k \phi \hat{u}_{z}^{(1)}-\kappa \phi \hat{u}_{z}^{(1)} & +\phi(k+\kappa) k\left(\hat{u}^{(0)}-\hat{g}\right) \\
& -z \phi_{z}\left(\hat{f}-(k+\kappa) k\left(\hat{u}^{(0)}-\hat{g}\right)-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}\right) . \tag{2.44}
\end{align*}
$$

Finally insert Eq. (2.36) to get

$$
\begin{equation*}
\hat{\psi}^{(2)}=-k \phi_{z} \hat{u}^{(1)}-z \phi_{z}\left(\hat{f}-(k+\kappa) k\left(\hat{u}^{(0)}-\hat{g}\right)-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}\right) . \tag{2.45}
\end{equation*}
$$

Now we integrate Eq. (2.43) and use the matching condition (2.41), which yields the boundary condition,

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1)}=k u^{(1)} . \tag{2.46}
\end{equation*}
$$

Thus since $u^{(1)}$ satisfies Eqs. (2.22) and (2.46), we conclude that $u^{(1)}=0$, as desired.
It remains to find $\psi$ in Eq. (2.20) that corresponds to $\hat{\psi}$. It is straightforward to see that

$$
\begin{align*}
& \frac{1}{\epsilon^{2}} \hat{\psi}=\frac{1}{\epsilon^{2}} \hat{\psi}^{(0)}+\frac{1}{\epsilon} \hat{\psi}^{(1)}+\hat{\psi}^{(2)}+\mathcal{O}(\epsilon) \\
& \simeq-\frac{1}{\epsilon} \phi_{z} k\left(\hat{u}^{(0)}-\hat{g}\right)  \tag{2.47}\\
&-\phi_{z} k \hat{u}^{(1)}-z \phi_{z}\left(\hat{f}-(k+\kappa) k\left(\hat{u}^{(0)}-\hat{g}\right)-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}\right)
\end{align*}
$$

corresponds to an inner expansion of

$$
\begin{equation*}
\frac{1}{\epsilon^{2}} \psi=-(\boldsymbol{n} \cdot \boldsymbol{\nabla} \phi) k(u-g)-r \boldsymbol{n} \cdot \boldsymbol{\nabla} \phi\left(f-(\kappa+k) k(u-g)-\boldsymbol{\Delta}_{\mathbf{s}} u\right) . \tag{2.48}
\end{equation*}
$$

Here we notice the connection between $\hat{\psi}^{(2)}$ and $\hat{\psi}^{(1)}$ in that the first term of $\hat{\psi}^{(2)}$ is the second term of the expansion of the corresponding outer term of $\hat{\psi}^{(1)}$.

To summarize, we have shown that

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)-(\boldsymbol{n} \cdot \boldsymbol{\nabla} \phi) k(u-g)-r \boldsymbol{n} \cdot \boldsymbol{\nabla} \phi\left(f-(\kappa+k) k(u-g)-\boldsymbol{\Delta}_{\mathbf{s}} u\right)=\phi f \tag{2.49}
\end{equation*}
$$

gives an asymptotically second-order approximation to the corresponding sharpinterface problem (2.19).
Remark 2.1. If we calculate the normal vector as

$$
\begin{equation*}
\boldsymbol{n}=-\frac{\boldsymbol{\nabla} \phi}{|\boldsymbol{\nabla} \phi|}, \tag{2.50}
\end{equation*}
$$

then

$$
\boldsymbol{n} \cdot \boldsymbol{\nabla} \phi=-|\boldsymbol{\nabla} \phi|
$$

and Eq. (2.49) becomes

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)+|\boldsymbol{\nabla} \phi|\left(k(u-g)+r\left(f-(\kappa+k) k(u-g)-\boldsymbol{\Delta}_{s} u\right)\right)=\phi f \tag{2.51}
\end{equation*}
$$

which is a second-order version of an approximation considered in [38].
REMARK 2.2. If we chose to use the alternative approximation of the boundary condition, we would get the following DDM equation,

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)+\epsilon|\boldsymbol{\nabla} \phi|^{2} k(u-g)-r \boldsymbol{n} \cdot \boldsymbol{\nabla} \phi\left(f-(\kappa+k) k(u-g)-\boldsymbol{\Delta}_{s} u\right)=\phi f . \tag{2.52}
\end{equation*}
$$

The zeroth order terms of the inner expansion would then give

$$
\begin{align*}
\left(\phi \hat{u}_{z}^{(2)}-\phi k \hat{u}^{(1)}-z \phi(\hat{f}-\kappa k\right. & \left(\hat{u}^{(0)}-\hat{g}\right) \\
& \left.\left.-\boldsymbol{\Delta}_{s} \hat{u}^{(0)}-k^{2}\left(\hat{u}^{(0)}-\hat{g}\right)\right)\right)_{z}=k \hat{u}^{(1)}\left(\phi_{z}^{2}-\phi_{z}\right), \tag{2.53}
\end{align*}
$$

where the integral of the right-hand side is no longer zero. Thus we no longer obtain the desired boundary condition for $u^{(1)}$.

### 2.3. Reaction-diffusion equation with Neumann boundary conditions

Since the Poisson equation with Neumann boundary conditions does not have a unique solution, we instead consider the steady reaction-diffusion equation with Neumann boundary conditions,

$$
\begin{array}{rr}
\boldsymbol{\Delta} u-u & =f \quad \text { in } D, \\
\boldsymbol{n} \cdot \boldsymbol{\nabla} u & =g \quad \text { on } \partial D . \tag{2.54}
\end{array}
$$

Again we consider a general DDM approximation,

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)-\phi u+\frac{1}{\epsilon^{2}} \psi=\phi f . \tag{2.55}
\end{equation*}
$$

Under the same conditions on $\psi$ as in the previous section, the outer solution now satisfies

$$
\begin{align*}
\boldsymbol{\Delta} u^{(0)}-u^{(0)} & =f  \tag{2.56}\\
\boldsymbol{\Delta} u^{(k)}-u^{(k)} & =0, \quad k=1,2,3, \ldots \tag{2.57}
\end{align*}
$$

and as before the goal is to find $\psi$ such that $u^{(0)}$ satisfies Eq. (2.54) and $u^{(1)}=0$.

### 2.3.1. Matching conditions

To construct the boundary condition for $u^{(1)}$, we consider the derivative of the matching condition (2.18),

$$
\begin{equation*}
\hat{u}_{z}^{(2)}(z, s)=\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1)}(s)+z \boldsymbol{n} \cdot \boldsymbol{\nabla} \nabla u^{(0)}(s) \cdot \boldsymbol{n} . \tag{2.58}
\end{equation*}
$$

### 2.3.2. Inner expansions

The inner expansion of Eq. (2.55) is

$$
\begin{equation*}
\frac{1}{\epsilon^{2}}\left(\phi \hat{u}_{z}\right)_{z}+\frac{1}{\epsilon} \kappa \phi \hat{u}_{z}+\phi \boldsymbol{\Delta}_{\mathrm{s}} \hat{u}-\phi \hat{u}+\frac{1}{\epsilon^{2}} \hat{\psi}=\phi \hat{f} \tag{2.59}
\end{equation*}
$$

and based on the previous derivation we now choose directly $\hat{\psi}^{(0)}=0$ to get $\hat{u}_{z}^{(0)}=0$. To get the desired boundary condition for $u^{(0)}$, we need

$$
\begin{equation*}
\int_{-\infty}^{\infty} \hat{\psi}^{(1)} \mathrm{d} z=g \tag{2.60}
\end{equation*}
$$

Again there are several choices, and as before we choose

$$
\begin{equation*}
\hat{\psi}^{(1)}=-\phi_{z} \hat{g}, \tag{2.61}
\end{equation*}
$$

so that

$$
\begin{equation*}
\phi \hat{u}_{z}^{(1)}=\phi \hat{g} . \tag{2.62}
\end{equation*}
$$

Finally, the zeroth order terms are

$$
\begin{equation*}
\left(\phi \hat{u}_{z}^{(2)}\right)_{z}+\phi \kappa \hat{u}_{z}^{(1)}+\phi \boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}-\phi \hat{u}^{(0)}+\hat{\psi}^{(2)}=\phi \hat{f}^{(0)} . \tag{2.63}
\end{equation*}
$$

In a similar manner as before, we use that $u^{(0)}$ satisfies Eq. (2.54), which gives

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{\nabla} \nabla u^{(0)} \cdot \boldsymbol{n}=f^{(0)}-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} u^{(0)}+u^{(0)} \tag{2.64}
\end{equation*}
$$

If we insert this into the matching condition (2.58), we get

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{\nabla} u^{(1)}=\hat{u}_{z}^{(2)}-z\left(\hat{f}^{(0)}-\kappa \hat{g}-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}+\hat{u}^{(0)}\right) . \tag{2.65}
\end{equation*}
$$

Now we subtract

$$
\begin{equation*}
\left(z \phi\left(\hat{f}^{(0)}-\kappa \hat{g}-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}+\hat{u}^{(0)}\right)\right)_{z} \tag{2.66}
\end{equation*}
$$

on both sides of Eq. (2.63) to get

$$
\begin{align*}
& \left(\phi \hat{u}_{z}^{(2)}-z \phi\left(\hat{f}^{(0)}-\kappa \hat{g}-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}+\hat{u}^{(0)}\right)\right)_{z}  \tag{2.67}\\
& \quad=\phi \kappa\left(\hat{g}-\hat{u}_{z}^{(1)}\right)-z \phi_{z}\left(\hat{f}^{(0)}-\kappa \hat{g}-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}+\hat{u}^{(0)}\right)-\hat{\psi}^{(2)}
\end{align*}
$$

We let

$$
\begin{equation*}
\hat{\psi}^{(2)}=-z \phi_{z}\left(\hat{f}^{(0)}-\kappa \hat{g}-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}+\hat{u}^{(0)}\right) \tag{2.68}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left(\phi \hat{u}_{z}^{(2)}-z \phi\left(\hat{f}^{(0)}-\kappa \hat{g}-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}+\hat{u}^{(0)}\right)\right)_{z}=\phi \kappa\left(\hat{g}-\hat{u}_{z}^{(1)}\right)=0 \tag{2.69}
\end{equation*}
$$

where the last equality follows directly from Eq. (2.62). By integration and use of the matching condition (2.65), we then obtain the desired boundary condition,

$$
\begin{equation*}
\boldsymbol{n} \cdot \nabla u^{(1)}=0 . \tag{2.70}
\end{equation*}
$$

The correction is then

$$
\begin{equation*}
\frac{1}{\epsilon^{2}} \hat{\psi} \simeq-\frac{1}{\epsilon} \phi_{z} \hat{g}-z \phi_{z}\left(\hat{f}^{(0)}-\kappa \hat{g}-\boldsymbol{\Delta}_{\mathrm{s}} \hat{u}^{(0)}+\hat{u}^{(0)}\right) \tag{2.71}
\end{equation*}
$$

which corresponds to

$$
\begin{equation*}
\frac{1}{\epsilon^{2}} \psi=-(\boldsymbol{n} \cdot \boldsymbol{\nabla} \phi) g-r \boldsymbol{n} \cdot \boldsymbol{\nabla} \phi\left(f-\kappa g-\boldsymbol{\Delta}_{\mathbf{s}} u+u\right) \tag{2.72}
\end{equation*}
$$

and the second-order DDM equation becomes

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)-\phi u-(\boldsymbol{n} \cdot \boldsymbol{\nabla} \phi) g-r \boldsymbol{n} \cdot \boldsymbol{\nabla} \phi\left(f-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} u+u\right)=\phi f . \tag{2.73}
\end{equation*}
$$

Note that in this case, the choice of the first-order correction $\hat{\psi}^{(1)}$ is relatively independent of the second-order correction $\hat{\psi}^{(2)}$. The only requirement is that the first-order correction must be used to ensure that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \phi \kappa\left(\hat{g}-\hat{u}_{z}^{(1)}\right) \mathrm{d} z=0 \tag{2.74}
\end{equation*}
$$

For instance, if we instead of Eq. (2.61) choose

$$
\begin{equation*}
\hat{\psi}^{(1)}=\phi_{z}^{2} \hat{g}, \tag{2.75}
\end{equation*}
$$

then we get

$$
\begin{equation*}
\phi \hat{u}_{z}^{(1)}=\phi^{2}(3-2 \phi) \hat{g} . \tag{2.76}
\end{equation*}
$$

Now the integral must be evaluated, and the integrand is in this case

$$
\begin{equation*}
\phi \kappa\left(\hat{g}-\hat{u}_{z}^{(1)}\right)=\phi \kappa(\hat{g}-\phi(3-2 \phi) \hat{g})=\kappa \hat{g} \phi(\phi-1)(2 \phi-1) \tag{2.77}
\end{equation*}
$$

which becomes

$$
\begin{align*}
\int_{-\infty}^{\infty} \phi(\phi-1)(2 \phi-1) \mathrm{d} z & =\int_{1}^{0} \frac{\phi(\phi-1)(2 \phi-1)}{\phi_{z}} \mathrm{~d} \phi \\
& =\int_{1}^{0} \frac{\phi(\phi-1)(2 \phi-1)}{6 \phi(1-\phi)} \mathrm{d} \phi \\
& =\frac{1}{6} \int_{1}^{0}(2 \phi-1) \mathrm{d} \phi  \tag{2.78}\\
& =\frac{1}{6}\left[\phi^{2}-\phi\right]_{0}^{1} \\
& =0 .
\end{align*}
$$

This leads to an alternative second-order DDM,

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)-\phi u+\epsilon|\nabla \phi|^{2} g-r \boldsymbol{n} \cdot \boldsymbol{\nabla} \phi\left(f-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} u+u\right)=\phi f . \tag{2.79}
\end{equation*}
$$

### 2.4. Summary

Using $\boldsymbol{n}=-\boldsymbol{\nabla} \phi /|\boldsymbol{\nabla} \phi|$, we have shown that the DDM equation

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)+|\boldsymbol{\nabla} \phi| k(u-g)+r|\boldsymbol{\nabla} \phi|\left(f-(\kappa+k) k(u-g)-\boldsymbol{\Delta}_{\mathbf{s}} u\right)=\phi f \tag{2.80}
\end{equation*}
$$

converges asymptotically with second order to the Poisson equation with Robin boundary conditions,

$$
\begin{array}{rlrl}
\boldsymbol{\Delta} u & =f & \quad \text { in } D, \\
\boldsymbol{n} \cdot \boldsymbol{\nabla} u & =k(u-g) & & \text { on } \partial D . \tag{2.81}
\end{array}
$$

We have also shown that the DDM equations

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)-\phi u+|\boldsymbol{\nabla} \phi| g+r|\boldsymbol{\nabla} \phi|\left(f-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} u+u\right)=\phi f \tag{2.82}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)-\phi u+\epsilon|\boldsymbol{\nabla} \phi|^{2} g+r|\nabla \phi|\left(f-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} u+u\right)=\phi f \tag{2.83}
\end{equation*}
$$

both converge asymptotically with second order to the steady reaction-diffusion equation with Neumann boundary conditions,

$$
\begin{align*}
\boldsymbol{\Delta} u-u=f & \text { in } D \\
\boldsymbol{n} \cdot \boldsymbol{\nabla} u=g & \text { on } \partial D . \tag{2.84}
\end{align*}
$$

Note that in the higher-order correction formulas, the surface Laplacian has the opposite sign of the 2nd order elliptic operator $\nabla \cdot(\phi \nabla \cdot)$.

## 3. Discretizations and numerical methods

The equations are discretized with second-order central finite differences. The discrete system is solved using a multigrid method, where a red-black Gauss-Seidel type iterative method is used to relax the solutions (see [59]). The equations are solved in two-dimensions in a domain $\Omega=[-2,2]^{2}$ for all the test cases. Periodic boundary conditions are used on the domain boundaries $\partial \Omega$.

Since the phase-field function quickly tends to zero outside the physical domain $D$, it must be regularized in order to prevent the equations from becoming ill posed. We therefore use the modified phase-field function

$$
\begin{equation*}
\hat{\phi}=\tau+(1-\tau) \phi, \tag{3.1}
\end{equation*}
$$

where the regularization parameter is set to $\tau=10^{-6}$ unless otherwise specified. In addition, one should note that the chosen boundary condition for the computational domain, $\Omega$, should not interfere with the physical domain. Thus one has to make sure that the distance from the computational wall to the diffuse interface of $D$ is large enough not to affect the results.

As discussed earlier, the normal vector (and the curvature) can be calculated from the phase-field function as

$$
\begin{equation*}
\boldsymbol{n}=-\frac{\boldsymbol{\nabla} \phi}{|\boldsymbol{\nabla} \phi|} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa=-\boldsymbol{\nabla} \cdot \frac{\boldsymbol{\nabla} \phi}{|\boldsymbol{\nabla} \phi|} \tag{3.3}
\end{equation*}
$$

The surface Laplacian can be found from the identity

$$
\begin{equation*}
\boldsymbol{\Delta}_{\mathrm{s}} \equiv(I-\boldsymbol{n} \boldsymbol{n}) \boldsymbol{\nabla} \cdot(I-\boldsymbol{n} \boldsymbol{n}) \boldsymbol{\nabla} \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
(I-\boldsymbol{n} \boldsymbol{n}) \boldsymbol{\nabla} \equiv\left(\delta_{i j}-n_{i} n_{j}\right) \partial x_{i} . \tag{3.5}
\end{equation*}
$$

In 2D we get

$$
\begin{aligned}
\boldsymbol{\Delta}_{\mathrm{s}} u= & \left(n_{1} n_{2}\left(n_{1} n_{2}\right)_{x}+n_{1} n_{2}\left(n_{1}^{2}\right)_{y}-\left(1-n_{1}^{2}\right)\left(n_{1}^{2}\right)_{x}-\left(1-n_{2}^{2}\right)\left(n_{1} n_{2}\right)_{y}\right) u_{x} \\
& +\left(n_{1} n_{2}\left(n_{1} n_{2}\right)_{y}+n_{1} n_{2}\left(n_{2}^{2}\right)_{x}-\left(1-n_{2}^{2}\right)\left(n_{2}^{2}\right)_{y}-\left(1-n_{1}^{2}\right)\left(n_{1} n_{2}\right)_{x}\right) u_{y} \\
& +\left(\left(1-n_{1}^{2}\right)^{2}+n_{1}^{2} n_{2}^{2}\right) u_{x x} \\
& +\left(\left(1-n_{2}^{2}\right)^{2}+n_{1}^{2} n_{2}^{2}\right) u_{y y} \\
& -2 n_{1} n_{2}\left(\left(1-n_{1}^{2}\right)+\left(1-n_{2}^{2}\right)\right) u_{x y} .
\end{aligned}
$$

Below, we verify the accuracy of our numerical implementation on several test problems in which we manufacture a solution to the DDM approximations through particular choices of $f$. Interestingly, we find that when we include the surface Laplacian, we are unable to solve the discrete system. This is likely due to the fact that it has the opposite sign as the second-order elliptic operator $\boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} \cdot)$ in the bulk region. Thus, even though this term is confined to the interfacial region, it seems to prevent the convergence of our multigrid solver. We still consider the effect of this term, however, by using the surface Laplacian of the analytic solution in the DDM2 equations. The development of stable methods for the full DDM2 system are still under development.

## 4. Results

We next investigate the performance of the higher-order corrections, and compare them against the corresponding first-order approximations and the exact solution of the sharp-interface equations. We consider four different cases with Neumann boundary conditions and three different cases with Robin boundary conditions. For each case, we calculate and compare the error between the calculated solution $u$ and an analytic solution $u_{\text {an }}$ of the original PDE which is extended from $D$ into $\Omega$. The error is defined as

$$
\begin{equation*}
E_{\epsilon}=\frac{\left\|\phi\left(u_{\mathrm{an}}-u\right)\right\|_{2}}{\left\|\phi u_{\mathrm{an}}\right\|_{2}} \tag{4.1}
\end{equation*}
$$

where $\phi$ is used to restrict the error to the physical domain $D$. For a given $\epsilon$, the error is calculated by refining the grids until the error has converged. The convergence rate in $\epsilon$ as $\epsilon \rightarrow 0$ is calculated as

$$
\begin{equation*}
k=\log \left(\frac{E_{\epsilon_{i}}}{E_{\epsilon_{i-1}}}\right) / \log \left(\frac{\epsilon_{i}}{\epsilon_{i-1}}\right) \tag{4.2}
\end{equation*}
$$

for a decreasing sequence $\epsilon_{i}$.
In the derivation of the second-order corrections, it was argued that a specific choice of the approximation of the boundary condition for $u^{(0)}$ was more natural. In [38] it was remarked that could be significant differences in accuracy between the different boundary-condition approximations, although no quantitative comparison was
made. It is therefore of interest to investigate the performance of different approximations of the boundary condition. For the cases with Neumann boundary conditions, these are

$$
\begin{equation*}
\mathrm{BC} 1=|\boldsymbol{\nabla} \phi| g, \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{BC} 2=\epsilon|\boldsymbol{\nabla} \phi|^{2} g . \tag{4.4}
\end{equation*}
$$

The same comparison will be performed for the cases with Robin boundary conditions. However it should be remarked that BC 1 is required for the derivation of the second-order correction for the Robin boundary conditions to be fully valid while BC2 does not guarantee an asymptotically second-order method, as shown in Section 2.2.

### 4.1. Neumann boundary conditions

Consider the steady reaction-diffusion equation with Neumann boundary conditions,

$$
\begin{align*}
& \boldsymbol{\Delta} u-u=f \text { in } D \\
& \boldsymbol{n} \cdot \boldsymbol{\nabla} u=g  \tag{4.5}\\
& \text { on } \partial D .
\end{align*}
$$

In this section we will solve the first-order and second-order DDM approximations

$$
\begin{align*}
& \boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)-\phi u+\mathrm{BC}=\phi f,  \tag{4.6}\\
& \boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)-\phi u+\mathrm{BC}+r|\boldsymbol{\nabla} \phi|\left(f-\kappa g-\boldsymbol{\Delta}_{\mathrm{s}} u_{\mathrm{an}}+u\right)=\phi f, \tag{4.7}
\end{align*}
$$

denoted as DDM1 and DDM2, respectively. Here BC refers to either BC1 (4.3) or BC 2 (4.4), and as remarked above the surface Laplacian term is not solved, rather the surface Laplacian of the analytic solution is used and is treated as a known source term.

### 4.1.1. Case 1

Consider the case where $D$ is a circle of radius $R=1$ centered at $(0,0)$, and where the analytic solution to the reaction-diffusion equation in $D$ is

$$
\begin{equation*}
u_{\mathrm{an}}(x, y)=\frac{1}{4}\left(x^{2}+y^{2}\right) \tag{4.8}
\end{equation*}
$$

This corresponds to $f=1-\left(x^{2}+y^{2}\right) / 4, g=R / 2$, and $\boldsymbol{\Delta}_{\mathrm{s}} u_{\mathrm{an}}=0$. In this case, the curvature is $\kappa=1 / R$.

### 4.1.2. Case 2

Now consider the case where $D$ is the square $D=[-1,1]^{2}$. Again let the analytic solution in $D$ be

$$
\begin{equation*}
u_{\mathrm{an}}(x, y)=\frac{1}{4}\left(x^{2}+y^{2}\right) \tag{4.9}
\end{equation*}
$$

so that $f=1-\left(x^{2}+y^{2}\right) / 4, g=1 / 2$, and $\boldsymbol{\Delta}_{\mathrm{s}} u_{\mathrm{an}}=1 / 2$. In this case the curvature is zero almost everywhere. To see the effect of the surface Laplacian term, this case is also run once where the surface Laplacian term has been set to zero in Eqs. (4.6) and (4.7).

To initialize the square domain $D$, the signed-distance function is defined as

$$
r(x, y)= \begin{cases}|x|-1 & \text { if }|x| \geq|y|  \tag{4.10}\\ |y|-1 & \text { else }\end{cases}
$$

The phase-field function is then calculated directly from the signed-distance function in Eq. (2.4).

### 4.1.3. Case 3

Again let $D$ be the circle centered at $(0,0)$ with radius $R=1$, but now consider the case where the analytic solution is

$$
\begin{equation*}
u_{\mathrm{an}}(x, y)=y \sqrt{x^{2}+y^{2}} \tag{4.11}
\end{equation*}
$$

which corresponds to

$$
\begin{equation*}
f=\frac{3 y}{\sqrt{x^{2}+y^{2}}}-y \sqrt{x^{2}+y^{2}} \tag{4.12}
\end{equation*}
$$

$g=2 y$, and

$$
\begin{equation*}
\boldsymbol{\Delta}_{\mathrm{s}} u_{\mathrm{an}}=-\frac{y}{\sqrt{x^{2}+y^{2}}} \tag{4.13}
\end{equation*}
$$

Note that in the DDM equations, $g$ is extrapolated constantly in the normal direction off of the boundary $\partial D$. As in the previous case, we run this case also without the surface Laplacian term.

### 4.1.4. Case 4

For the final Neumann case we again let $D=[-1,1]^{2}$, and we consider the case where the analytic solution is

$$
\begin{equation*}
u_{\mathrm{an}}(x, y)=e^{r} \tag{4.14}
\end{equation*}
$$

where $r=\frac{x^{2}+y^{2}}{4}$. This corresponds to

$$
\begin{equation*}
f=r e^{r} \tag{4.15}
\end{equation*}
$$

The boundary function $g$ and the surface Laplacian of the analytic function along the boundary are

$$
\begin{align*}
g & =\frac{1}{2} e^{\frac{1+\xi^{2}}{4}}  \tag{4.16}\\
\boldsymbol{\Delta}_{\mathrm{s}} u_{\mathrm{an}} & =\frac{1}{4}\left(\xi^{2}+2\right) e^{\frac{1+\xi^{2}}{4}} \tag{4.17}
\end{align*}
$$

where $\xi \equiv x$ along the bottom and top boundaries, and $\xi \equiv y$ along the left and right boundaries.

### 4.1.5. Results

Figures 4.1 to 4.4 and Table 4.1 show convergence results where $\epsilon$ is reduced for Cases 1 to 4 with DDM1 and DDM2, and with BC 1 and BC 2 . The number of grid cells is $n=8192$ in each direction for all of the results. Although the DDM is most efficient when adaptive meshes are used, here we consider only uniform meshes to


Figure 4.1. Errors for the Neumann problem with respect to $\epsilon$ for Case 1, as labelled.
more easily control the discretization errors in order to focus on the errors in the DDM. When $\epsilon$ is small, the required refinement to obtain a converged result becomes large, and in particular for the simulations that used BC 2 we were not able to obtain fully converged results for the smallest values of $\epsilon$.

The results indicate that the difference between DDM1 and DDM2 is small, however DDM2 consistently performs better than DDM1. Interestingly, both DDM1 and DDM2 seem to converge with roughly second-order accuracy in $\epsilon$. Case 2 in particular shows a noticeable improvement of DDM2 over DDM1. Case 3 is the first case that has a nonconstant boundary condition, and the surface Laplacian of the analytic solution along the boundary is also nonconstant. An unexpected result for Case 3 is that DDM2 performs better if the surface Laplacian term is removed. One possible explanation to this is errors due to grid anisotropy. Therefore we also consider a fourth case, which again has a nonconstant boundary condition and nonconstant surface Laplacian of the analytic solution. Since the domain in this case is a square, the effect of grid anisotropy is lessened. Correspondingly DDM2 performs better when the surface Laplacian is included.

The difference between BC 1 and BC 2 is also noticable, especially with regard to the required amount of grid refinement that is needed to obtain a convergent result. Tables A. 1 to A. 11 in the Appendix show how each result for a given $\epsilon$ converges under grid refinement. These tables are used to generate the results in Table 4.1, and they show clearly that the convergence of the equations with respect to mesh size is much faster with BC 1 than with BC 2 .


Figure 4.2. Errors for the Neumann problem with respect to $\epsilon$ for Case 2, as labelled. Results where the surface-Laplacian term has been removed are also included as DDM2 BC1 2 and DDM2 BC2 2.


Figure 4.3. Errors for the Neumann problem with respect to $\epsilon$ for Case 3, as labelled. Results where the surface-Laplacian term has been removed are also included as DDM2 BC1 2 and DDM2 BC2 2.


Figure 4.4. Errors for the Neumann problem with respect to $\epsilon$ for Case 4, as labelled.

| $\epsilon$ | $\begin{aligned} & E \\ & \text { DDM1 BC1 } \end{aligned}$ | $k$ | E <br> DDM2 BC1 | $k$ | $\begin{aligned} & \text { E } \\ & \text { DDM1 BC2 } \end{aligned}$ | $k$ | $\begin{aligned} & \hline E \\ & \text { DDM2 BC2 } \end{aligned}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case 1 |  |  |  |  |  |  |  |  |
| 0.800 | $3.39 \times 10^{-1}$ |  | $4.77 \times 10^{-1}$ |  | $3.09 \times 10^{-1}$ |  | $3.23 \times 10^{-1}$ |  |
| 0.400 | $9.94 \times 10^{-2}$ | 1.8 | $1.12 \times 10^{-1}$ | 2.1 | $9.52 \times 10^{-2}$ | 1.7 | $8.77 \times 10^{-2}$ | 1.9 |
| 0.200 | $2.57 \times 10^{-2}$ | 2.0 | $2.68 \times 10^{-2}$ | 2.1 | $2.57 \times 10^{-2}$ | 1.9 | $2.25 \times 10^{-2}$ | 2.0 |
| 0.100 | $6.43 \times 10^{-3}$ | 2.0 | $6.51 \times 10^{-3}$ | 2.0 | $7.07 \times 10^{-3}$ | 1.9 | $5.64 \times 10^{-3}$ | 2.0 |
| 0.050 | $1.61 \times 10^{-3}$ | 2.0 | $1.59 \times 10^{-3}$ | 2.0 |  |  |  |  |
| 0.025 | $4.15 \times 10^{-4}$ | 2.0 | $3.87 \times 10^{-4}$ | 2.0 |  |  |  |  |
| Case 2 |  |  |  |  |  |  |  |  |
| 0.800 | $2.46 \times 10^{-1}$ |  | $1.96 \times 10^{-1}$ |  | $2.22 \times 10^{-1}$ |  | $3.53 \times 10^{-1}$ |  |
| 0.400 | $7.30 \times 10^{-2}$ | 1.8 | $2.58 \times 10^{-2}$ | 2.9 | $6.99 \times 10^{-2}$ | 1.7 | $5.10 \times 10^{-2}$ | 2.8 |
| 0.200 | $1.94 \times 10^{-2}$ | 1.9 | $5.21 \times 10^{-3}$ | 2.3 | $1.95 \times 10^{-2}$ | 1.8 | $1.08 \times 10^{-2}$ | 2.2 |
| 0.100 | $5.16 \times 10^{-3}$ | 1.9 | $1.20 \times 10^{-3}$ | 2.1 | $5.88 \times 10^{-3}$ | 1.7 | $2.99 \times 10^{-3}$ | 1.9 |
| 0.050 | $1.58 \times 10^{-3}$ | 1.7 | $3.70 \times 10^{-4}$ | 1.7 |  |  |  |  |
| Case 2 with no surface Laplacian term |  |  |  |  |  |  |  |  |
| 0.800 |  |  | $2.88 \times 10^{-1}$ |  |  |  | $1.70 \times 10^{-1}$ |  |
| 0.400 |  |  | $7.81 \times 10^{-2}$ | 1.9 |  |  | $6.06 \times 10^{-2}$ | 1.5 |
| 0.200 |  |  | $1.96 \times 10^{-2}$ | 2.0 |  |  | $1.70 \times 10^{-2}$ | 1.8 |
| 0.100 |  |  | $5.10 \times 10^{-3}$ | 1.9 |  |  | $4.39 \times 10^{-3}$ | 1.9 |
| 0.050 |  |  | $1.46 \times 10^{-3}$ | 1.8 |  |  |  |  |
| Case 3 |  |  |  |  |  |  |  |  |
| 0.800 | $1.27 \times 10^{-1}$ |  | $8.74 \times 10^{-2}$ |  | $1.18 \times 10^{-1}$ |  | $8.90 \times 10^{-2}$ |  |
| 0.400 | $3.12 \times 10^{-2}$ | 2.0 | $2.85 \times 10^{-2}$ | 1.6 | $2.82 \times 10^{-2}$ | 2.1 | $3.45 \times 10^{-2}$ | 1.4 |
| 0.200 | $7.48 \times 10^{-3}$ | 2.1 | $7.08 \times 10^{-3}$ | 2.0 | $8.13 \times 10^{-3}$ | 1.8 | $1.07 \times 10^{-3}$ | 1.7 |
| 0.100 | $1.81 \times 10^{-3}$ | 2.0 | $1.75 \times 10^{-3}$ | 2.0 | $2.79 \times 10^{-3}$ | 1.5 | $3.30 \times 10^{-3}$ | 1.7 |
| 0.050 | $4.48 \times 10^{-4}$ | 2.0 | $4.32 \times 10^{-4}$ | 2.0 |  |  |  |  |
| 0.025 | $1.15 \times 10^{-4}$ | 2.0 | $1.06 \times 10^{-4}$ | 2.0 |  |  |  |  |
| Case 3 with no surface Laplacian term |  |  |  |  |  |  |  |  |
| 0.800 |  |  | $3.16 \times 10^{-2}$ |  |  |  | $6.75 \times 10^{-2}$ |  |
| 0.400 |  |  | $1.28 \times 10^{-2}$ | 1.3 |  |  | $2.21 \times 10^{-2}$ | 1.6 |
| 0.200 |  |  | $3.40 \times 10^{-3}$ | 1.9 |  |  | $7.92 \times 10^{-3}$ | 1.5 |
| 0.100 |  |  | $8.58 \times 10^{-4}$ | 2.0 |  |  | $2.78 \times 10^{-3}$ | 1.5 |
| 0.050 |  |  | $2.12 \times 10^{-4}$ | 2.0 |  |  |  |  |
| 0.025 |  |  | $5.19 \times 10^{-5}$ | 2.0 |  |  |  |  |
| Case 4 |  |  |  |  |  |  |  |  |
| 0.800 | $1.71 \times 10^{-1}$ |  | $1.38 \times 10^{-1}$ |  | $1.74 \times 10^{-1}$ |  | $8.58 \times 10^{-2}$ |  |
| 0.400 | $4.42 \times 10^{-2}$ | 2.0 | $2.04 \times 10^{-2}$ | 2.8 | $4.61 \times 10^{-2}$ | 1.9 | $1.38 \times 10^{-2}$ | 2.6 |
| 0.200 | $1.14 \times 10^{-2}$ | 2.0 | $4.58 \times 10^{-3}$ | 2.2 | $1.20 \times 10^{-2}$ | 1.9 | $3.36 \times 10^{-3}$ | 2.0 |
| 0.100 | $2.95 \times 10^{-3}$ | 1.9 | $1.18 \times 10^{-3}$ | 2.0 | $3.27 \times 10^{-3}$ | 1.9 | $8.62 \times 10^{-4}$ | 2.0 |
| 0.050 | $8.23 \times 10^{-4}$ | 1.8 | $3.43 \times 10^{-4}$ | 1.8 |  |  |  |  |
| 0.025 | $2.88 \times 10^{-4}$ | 1.5 | $1.33 \times 10^{-4}$ | 1.4 |  |  |  |  |
| Case 4 with no surface Laplacian term |  |  |  |  |  |  |  |  |
| 0.800 |  |  | $3.39 \times 10^{-1}$ |  |  |  | $2.81 \times 10^{-1}$ |  |
| 0.400 |  |  | $5.51 \times 10^{-2}$ | 2.6 |  |  | $4.64 \times 10^{-2}$ | 2.6 |
| 0.200 |  |  | $1.24 \times 10^{-2}$ | 2.2 |  |  | $1.07 \times 10^{-2}$ | 2.1 |
| 0.100 |  |  | $3.09 \times 10^{-3}$ | 2.0 |  |  | $2.60 \times 10^{-3}$ | 2.0 |
| 0.050 |  |  | $8.20 \times 10^{-4}$ | 1.9 |  |  |  |  |
| 0.025 |  |  | $2.53 \times 10^{-4}$ | 1.7 |  |  |  |  |

Table 4.1. The error for the Neumann problem as a function of $\epsilon$ for all cases. All results are calculated with $n=8192$ in each direction on uniform grids. Blank results indicate that the solutions require even finer grids to converge.

### 4.2. Robin boundary conditions

Now consider the Poisson equation with Robin boundary conditions,

$$
\begin{array}{cl}
\boldsymbol{\Delta} u=f & \text { in } D, \\
\boldsymbol{n} \cdot \boldsymbol{\nabla} u=k(u-g) & \text { on } \partial D . \tag{4.18}
\end{array}
$$

As in the previous section, we solve the first-order and second-order DDM approximations

$$
\begin{align*}
& \boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)+B C=\phi f  \tag{4.19}\\
& \boldsymbol{\nabla} \cdot(\phi \boldsymbol{\nabla} u)+B C+r|\boldsymbol{\nabla} \phi|\left(f-(\kappa+k) k(u-g)-\boldsymbol{\Delta}_{\mathrm{s}} u_{\text {an }}\right)=\phi f \tag{4.20}
\end{align*}
$$

respectively, where $B C$ refers to either BC 1 or BC 2 ,

$$
\begin{align*}
& \mathrm{BC} 1=|\boldsymbol{\nabla} \phi| k(u-g),  \tag{4.21}\\
& \mathrm{BC} 2=\epsilon|\boldsymbol{\nabla} \phi|^{2} k(u-g) . \tag{4.22}
\end{align*}
$$

### 4.2.1. Case 1

Consider the case where $D$ is a circle of radius $R=1$ centered at $(0,0)$, and where the analytic solution to the Poisson equation in $D$ is

$$
\begin{equation*}
u_{\mathrm{an}}(x, y)=\frac{1}{4}\left(x^{2}+y^{2}\right) . \tag{4.23}
\end{equation*}
$$

This corresponds to $f=1-\left(x^{2}+y^{2}\right) / 4$,

$$
\begin{equation*}
g=\frac{1}{2}\left(\frac{1}{2}-\frac{1}{k}\right), \tag{4.24}
\end{equation*}
$$

and $\boldsymbol{\Delta}_{\mathrm{s}} u_{\mathrm{an}}=0$. We will consider the case when $k=-1$, thus $g=3 / 4$.

### 4.2.2. Case 2

Again let $D$ be the circle at $(0,0)$ with radius $R=1$, but now consider the case where the analytic solution is

$$
\begin{equation*}
u_{\mathrm{an}}(x, y)=y \sqrt{x^{2}+y^{2}} \tag{4.25}
\end{equation*}
$$

which corresponds to

$$
\begin{align*}
& f=\frac{3 y}{\sqrt{x^{2}+y^{2}}}  \tag{4.26}\\
& g=y\left(1-\frac{2}{k}\right) \tag{4.27}
\end{align*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Delta}_{\mathrm{s}} u_{\mathrm{an}}=-\frac{y}{\sqrt{x^{2}+y^{2}}} \tag{4.28}
\end{equation*}
$$

Again let $k=-1$ so that $g=3 y$. Similar to the Neumann case $3, g$ is extended constantly in the normal direction in the DDM equations.


Figure 4.5. Errors for the Robin problem with respect to $\epsilon$ for Case 1, as labelled.

### 4.2.3. Case 3

For the final Robin case we let $D=[-1,1]^{2}$, and we consider a case that corresponds to the Neumann Case 4 where the analytic solution is

$$
\begin{equation*}
u_{\mathrm{an}}(x, y)=e^{r}, \tag{4.29}
\end{equation*}
$$

where $r=\frac{x^{2}+y^{2}}{4}$. This corresponds to

$$
\begin{equation*}
f=(r+1) e^{r} . \tag{4.30}
\end{equation*}
$$

The boundary function $g$ and the surface Laplacian of the analytic function along the boundary are

$$
\begin{align*}
g & =\frac{3}{2} e^{\frac{1+\xi^{2}}{4}}  \tag{4.31}\\
\boldsymbol{\Delta}_{\mathrm{s}} u_{\mathrm{an}} & =\frac{1}{4}\left(\xi^{2}+2\right) e^{\frac{1+\xi^{2}}{4}}, \tag{4.32}
\end{align*}
$$

where $\xi \equiv x$ along the bottom and top boundaries, and $\xi \equiv y$ along the left and right boundaries.

### 4.2.4. Results

The convergence results are now presented in Figures 4.5 to 4.7 and Table 4.2. The grid convergence for each $\epsilon$ is presented in Tables A. 12 to A. 15 in the Appendix. Again the results indicate that DDM2 performs better than DDM1, although both methods are roughly second-order accurate, and that BC 1 gives better results than BC2.


Figure 4.6. Errors for the Robin problem with respect to $\epsilon$ for Case 2, as labelled.


Figure 4.7. Errors for the Robin problem with respect to $\epsilon$ for Case 3, as labelled.

| $\epsilon$ | $E$ <br> DDM1 BC1 |  | $E$ <br> DDM2 BC1 |  | $E$ <br> DDM1 BC2 |  | $E$ <br> DDM2 BC2 | $k$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Case 1 |  |  |  |  |  |  |  |  |  |
| 0.800 | $2.11 \times 10^{-1}$ |  | $1.20 \times 10^{-1}$ |  | $1.70 \times 10^{-1}$ |  | $2.44 \times 10^{-1}$ |  |  |
| 0.400 | $4.40 \times 10^{-2}$ | 2.3 | $2.72 \times 10^{-2}$ | 2.1 | $5.21 \times 10^{-2}$ | 1.7 | $4.79 \times 10^{-2}$ | 2.3 |  |
| 0.200 | $8.99 \times 10^{-3}$ | 2.3 | $6.42 \times 10^{-3}$ | 2.1 | $2.18 \times 10^{-2}$ | 1.3 | $8.26 \times 10^{-3}$ | 2.5 |  |
| 0.100 | $1.95 \times 10^{-3}$ | 2.2 | $1.57 \times 10^{-3}$ | 2.0 | $1.03 \times 10^{-2}$ | 1.1 | $6.01 \times 10^{-3}$ | 0.5 |  |
| 0.050 | $4.57 \times 10^{-4}$ | 2.1 | $3.79 \times 10^{-4}$ | 2.0 |  |  |  |  |  |
| 0.025 | $1.23 \times 10^{-4}$ | 1.9 | $8.59 \times 10^{-5}$ | 2.1 |  |  |  |  |  |
| Case 2 |  |  |  |  |  |  |  |  |  |
| 0.800 | $1.32 \times 10^{-1}$ |  | $2.75 \times 10^{-2}$ |  | $1.14 \times 10^{-1}$ |  | $9.80 \times 10^{-2}$ |  |  |
| 0.400 | $2.75 \times 10^{-2}$ | 2.3 | $8.77 \times 10^{-3}$ | 1.6 | $2.54 \times 10^{-2}$ | 2.2 | $3.03 \times 10^{-2}$ | 1.7 |  |
| 0.200 | $5.27 \times 10^{-3}$ | 2.4 | $2.20 \times 10^{-3}$ | 2.0 | $8.54 \times 10^{-3}$ | 1.6 | $8.10 \times 10^{-3}$ | 1.9 |  |
| 0.100 | $1.02 \times 10^{-3}$ | 2.4 | $5.47 \times 10^{-4}$ | 2.0 | $3.86 \times 10^{-3}$ | 1.1 | $3.05 \times 10^{-3}$ | 1.4 |  |
| 0.050 | $2.08 \times 10^{-4}$ | 2.3 | $1.35 \times 10^{-4}$ | 2.0 | $2.01 \times 10^{-3}$ | 0.9 | $1.69 \times 10^{-3}$ | 0.9 |  |
| 0.025 | $4.88 \times 10^{-5}$ | 2.1 | $3.43 \times 10^{-5}$ | 2.0 |  |  |  |  |  |
| Case 3 |  |  |  |  |  |  |  |  |  |
| 0.800 | $7.89 \times 10^{-2}$ |  | $3.61 \times 10^{-2}$ |  | $8.23 \times 10^{-2}$ |  | $7.05 \times 10^{-2}$ |  |  |
| 0.400 | $1.64 \times 10^{-2}$ | 2.3 | $7.42 \times 10^{-3}$ | 2.3 | $1.89 \times 10^{-2}$ | 2.2 | $9.22 \times 10^{-3}$ | 2.5 |  |
| 0.200 | $3.70 \times 10^{-3}$ | 2.2 | $1.74 \times 10^{-3}$ | 2.1 | $5.90 \times 10^{-3}$ | 1.7 | $2.97 \times 10^{-3}$ | 1.6 |  |
| 0.100 | $9.04 \times 10^{-4}$ | 2.0 | $4.52 \times 10^{-4}$ | 2.0 | $2.45 \times 10^{-3}$ | 1.3 | $1.54 \times 10^{-3}$ | 1.0 |  |
| 0.050 | $2.53 \times 10^{-4}$ | 1.8 | $1.44 \times 10^{-4}$ | 1.8 |  |  |  |  |  |
| 0.025 | $9.61 \times 10^{-5}$ | 1.4 | $7.16 \times 10^{-5}$ | 1.4 |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |

Table 4.2. The error for the Robin problem as a function of $\epsilon$ for all cases. All results are calculated with $n=8192$ in each direction on uniform grids, except for Case 3 with BC2, where the results are calculated with $n=4096$ in each direction. Blank results indicate that the solutions require even finer grids to converge.

## 5. Conclusion

We have derived an asymptotically second-order diffuse domain method (DDM) for the Poisson equation with Robin boundary conditions and for the steady diffusionequation with Neumann boundary conditions. The second-order DDM (DDM2) was tested for selected test cases and compared to the first-order DDM (DDM1) with two different approximations of the boundary condition, BC1, see Eqs. (4.3) and (4.21), and BC2, see Eqs. (4.4) and (4.22). Due to a problem with solving the full DDM2 equations, we instead solved the DDM2 equations using the surface Laplacian of the analytic solution in Eqs. (2.80), (2.82) and (2.83).

The results indicate that the global accuracy of DDM2 is better than that of DDM1. However, both methods generally perform well, and the global convergence rate is around 2 . It was shown that the choice of boundary condition had a significant impact on the accuracy: BC 1 generally performed much better than the alternative boundary condition BC 2 . Using DDM2 with BC 1 , we obtain a reliably second-order accurate method.

In future work, we plan to perform an explicit error analysis for the first and second order DDM-based schemes in order to better understand the convergence behaviour observed here. Further, this analysis should be also reveal why we have difficulties incorporating the surface Laplacian in the DDM equations and whether we can find an alternative numerical approach for handling this term.
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Appendix A. Convergence tables with respect to grid refinement.
This appendix gives a list of tables that shows convergence with respect to grid refinement for each test case and for each $\epsilon$. The tables are used to obtain the results that are presented in Section 4.

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $3.54 \times 10^{-1}$ |  | $5.16 \times 10^{-1}$ |  | $1.08 \times 10^{-1}$ |  | $2.00 \times 10^{-1}$ |  |
| 64 | $3.43 \times 10^{-1}$ | 0.0 | $4.83 \times 10^{-1}$ | 0.1 | $1.03 \times 10^{-1}$ | 0.1 | $1.26 \times 10^{-1}$ | 0.7 |
| 128 | $3.40 \times 10^{-1}$ | 0.0 | $4.77 \times 10^{-1}$ | 0.0 | $1.00 \times 10^{-1}$ | 0.0 | $1.15 \times 10^{-1}$ | 0.1 |
| 256 | $3.39 \times 10^{-1}$ | 0.0 | $4.76 \times 10^{-1}$ | 0.0 | $9.96 \times 10^{-2}$ | 0.0 | $1.13 \times 10^{-1}$ | 0.0 |
| 512 | $3.39 \times 10^{-1}$ | 0.0 | $4.76 \times 10^{-1}$ | 0.0 | $9.95 \times 10^{-2}$ | 0.0 | $1.12 \times 10^{-1}$ | 0.0 |
| 1024 | $3.39 \times 10^{-1}$ | 0.0 | $4.76 \times 10^{-1}$ | -0.0 | $9.94 \times 10^{-2}$ | 0.0 | $1.12 \times 10^{-1}$ | 0.0 |
| 2048 | $3.39 \times 10^{-1}$ | 0.0 | $4.76 \times 10^{-1}$ | -0.0 | $9.94 \times 10^{-2}$ | 0.0 | $1.12 \times 10^{-1}$ | 0.0 |
| 4096 | $3.39 \times 10^{-1}$ | 0.0 | $4.77 \times 10^{-1}$ | -0.0 | $9.94 \times 10^{-2}$ | 0.0 | $1.12 \times 10^{-1}$ | 0.0 |
| 8192 | $3.39 \times 10^{-1}$ | 0.0 | $4.77 \times 10^{-1}$ | -0.0 | $9.94 \times 10^{-2}$ | 0.0 | $1.12 \times 10^{-1}$ | 0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $3.38 \times 10^{-3}$ |  | $3.57 \times 10^{-1}$ |  | $1.03 \times 10^{-1}$ |  | $8.54 \times 10^{-1}$ |  |
| 64 | $2.37 \times 10^{-2}$ | -2.8 | $8.09 \times 10^{-2}$ | 2.1 | $3.16 \times 10^{-2}$ | 1.7 | $2.92 \times 10^{-1}$ | 1.5 |
| 128 | $2.61 \times 10^{-2}$ | -0.1 | $3.32 \times 10^{-2}$ | 1.3 | $1.88 \times 10^{-3}$ | 4.1 | $5.14 \times 10^{-2}$ | 2.5 |
| 256 | $2.58 \times 10^{-2}$ | 0.0 | $2.77 \times 10^{-2}$ | 0.3 | $6.21 \times 10^{-3}$ | -1.7 | $1.10 \times 10^{-2}$ | 2.2 |
| 512 | $2.57 \times 10^{-2}$ | 0.0 | $2.69 \times 10^{-2}$ | 0.0 | $6.46 \times 10^{-3}$ | -0.1 | $7.00 \times 10^{-3}$ | 0.6 |
| 1024 | $2.57 \times 10^{-2}$ | 0.0 | $2.68 \times 10^{-2}$ | 0.0 | $6.44 \times 10^{-3}$ | 0.0 | $6.59 \times 10^{-3}$ | 0.1 |
| 2048 | $2.57 \times 10^{-2}$ | 0.0 | $2.68 \times 10^{-2}$ | 0.0 | $6.43 \times 10^{-3}$ | 0.0 | $6.52 \times 10^{-3}$ | 0.0 |
| 4096 | $2.57 \times 10^{-2}$ | 0.0 | $2.68 \times 10^{-2}$ | 0.0 | $6.43 \times 10^{-3}$ | 0.0 | $6.51 \times 10^{-3}$ | 0.0 |
| 8192 | $2.57 \times 10^{-2}$ | 0.0 | $2.68 \times 10^{-2}$ | 0.0 | $6.43 \times 10^{-3}$ | 0.0 | $6.51 \times 10^{-3}$ | 0.0 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $1.62 \times 10^{-1}$ |  | 1.31 |  | $1.80 \times 10^{-1}$ |  | 1.44 |  |
| 64 | $1.27 \times 10^{-1}$ | 0.4 | $8.10 \times 10^{-1}$ | 0.7 | $2.09 \times 10^{-1}$ | -0.2 | 1.14 | 0.3 |
| 128 | $3.83 \times 10^{-2}$ | 1.7 | $2.77 \times 10^{-1}$ | 1.5 | $1.31 \times 10^{-1}$ | 0.7 | $7.53 \times 10^{-1}$ | 0.6 |
| 256 | $3.55 \times 10^{-3}$ | 3.4 | $4.34 \times 10^{-2}$ | 2.7 | $3.99 \times 10^{-2}$ | 1.7 | $2.70 \times 10^{-1}$ | 1.5 |
| 512 | $1.24 \times 10^{-3}$ | 1.5 | $5.39 \times 10^{-3}$ | 3.0 | $4.87 \times 10^{-3}$ | 3.0 | $4.11 \times 10^{-2}$ | 2.7 |
| 1024 | $1.60 \times 10^{-3}$ | -0.4 | $1.93 \times 10^{-3}$ | 1.5 | $1.67 \times 10^{-5}$ | 8.2 | $3.94 \times 10^{-3}$ | 3.4 |
| 2048 | $1.62 \times 10^{-3}$ | -0.0 | $1.63 \times 10^{-3}$ | 0.2 | $3.90 \times 10^{-4}$ | -4.5 | $6.60 \times 10^{-4}$ | 2.6 |
| 4096 | $1.62 \times 10^{-3}$ | 0.0 | $1.60 \times 10^{-3}$ | 0.0 | $4.14 \times 10^{-4}$ | -0.1 | $4.10 \times 10^{-4}$ | 0.7 |
| 8192 | $1.61 \times 10^{-3}$ | 0.0 | $1.59 \times 10^{-3}$ | 0.0 | $4.15 \times 10^{-4}$ | -0.0 | $3.87 \times 10^{-4}$ | 0.1 |

Table A.1. Grid convergence for Neumann Case 1 with BC1 (4.3).

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM } 1}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $5.94 \times 10^{-1}$ |  | $4.55 \times 10^{-2}$ |  | 1.11 |  | $8.99 \times 10^{-1}$ |  |
| 64 | $3.83 \times 10^{-1}$ | 0.6 | $2.42 \times 10^{-1}$ | -2.4 | $3.96 \times 10^{-1}$ | 1.5 | $2.17 \times 10^{-1}$ | 2.1 |
| 128 | $3.27 \times 10^{-1}$ | 0.2 | $3.02 \times 10^{-1}$ | -0.3 | $1.74 \times 10^{-1}$ | 1.2 | $2.01 \times 10^{-2}$ | 3.4 |
| 256 | $3.13 \times 10^{-1}$ | 0.1 | $3.17 \times 10^{-1}$ | -0.1 | $1.15 \times 10^{-1}$ | 0.6 | $6.80 \times 10^{-2}$ | -1.8 |
| 512 | $3.10 \times 10^{-1}$ | 0.0 | $3.21 \times 10^{-1}$ | -0.0 | $1.00 \times 10^{-1}$ | 0.2 | $8.28 \times 10^{-2}$ | -0.3 |
| 1024 | $3.09 \times 10^{-1}$ | 0.0 | $3.22 \times 10^{-1}$ | -0.0 | $9.64 \times 10^{-2}$ | 0.1 | $8.65 \times 10^{-2}$ | -0.1 |
| 2048 | $3.09 \times 10^{-1}$ | 0.0 | $3.23 \times 10^{-1}$ | -0.0 | $9.54 \times 10^{-2}$ | 0.0 | $8.74 \times 10^{-2}$ | -0.0 |
| 4096 | $3.09 \times 10^{-1}$ | 0.0 | $3.23 \times 10^{-1}$ | -0.0 | $9.52 \times 10^{-2}$ | 0.0 | $8.76 \times 10^{-2}$ | -0.0 |
| 8192 | $3.09 \times 10^{-1}$ | 0.0 | $3.23 \times 10^{-1}$ | -0.0 | $9.52 \times 10^{-2}$ | 0.0 | $8.77 \times 10^{-2}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | 2.50 |  | 2.21 |  | 4.14 |  | 3.48 |  |
| 64 | 1.03 | 1.3 | $9.43 \times 10^{-1}$ | 1.2 | 2.44 | 0.8 | 2.19 | 0.7 |
| 128 | $3.23 \times 10^{-1}$ | 1.7 | $2.74 \times 10^{-1}$ | 1.8 | $9.90 \times 10^{-1}$ | 1.3 | $9.42 \times 10^{-1}$ | 1.2 |
| 256 | $1.03 \times 10^{-1}$ | 1.6 | $5.74 \times 10^{-2}$ | 2.3 | $2.99 \times 10^{-1}$ | 1.7 | $2.84 \times 10^{-1}$ | 1.7 |
| 512 | $4.50 \times 10^{-2}$ | 1.2 | $7.67 \times 10^{-3}$ | 2.9 | $8.32 \times 10^{-2}$ | 1.8 | $7.15 \times 10^{-2}$ | 2.0 |
| 1024 | $3.04 \times 10^{-2}$ | 0.6 | $1.79 \times 10^{-2}$ | -1.2 | $2.59 \times 10^{-2}$ | 1.7 | $1.45 \times 10^{-2}$ | 2.3 |
| 2048 | $2.68 \times 10^{-2}$ | 0.2 | $2.14 \times 10^{-2}$ | -0.3 | $1.15 \times 10^{-2}$ | 1.2 | $2.77 \times 10^{-3}$ | 2.4 |
| 4096 | $2.59 \times 10^{-2}$ | 0.0 | $2.22 \times 10^{-2}$ | -0.1 | $7.93 \times 10^{-3}$ | 0.5 | $4.87 \times 10^{-3}$ | -0.8 |
| 8192 | $2.57 \times 10^{-2}$ | 0.0 | $2.25 \times 10^{-2}$ | -0.0 | $7.07 \times 10^{-3}$ | 0.2 | $5.64 \times 10^{-3}$ | -0.2 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | 5.33 |  | 4.35 |  | 5.96 |  | 4.98 |  |
| 64 | 4.08 | 0.4 | 3.42 | 0.3 | 5.33 | 0.2 | 4.45 | 0.2 |
| 128 | 2.42 | 0.8 | 2.19 | 0.6 | 4.12 | 0.4 | 3.51 | 0.3 |
| 256 | $9.74 \times 10^{-1}$ | 1.3 | $9.35 \times 10^{-1}$ | 1.2 | 2.41 | 0.8 | 2.18 | 0.7 |
| 512 | $2.91 \times 10^{-1}$ | 1.7 | $2.85 \times 10^{-1}$ | 1.7 | $9.67 \times 10^{-1}$ | 1.3 | $9.31 \times 10^{-1}$ | 1.2 |
| 1024 | $7.76 \times 10^{-2}$ | 1.9 | $7.45 \times 10^{-2}$ | 1.9 | $2.88 \times 10^{-1}$ | 1.7 | $2.84 \times 10^{-1}$ | 1.7 |
| 2048 | $2.09 \times 10^{-2}$ | 1.9 | $1.80 \times 10^{-2}$ | 2.1 | $7.59 \times 10^{-2}$ | 1.9 | $7.50 \times 10^{-2}$ | 1.9 |
| 4096 | $6.49 \times 10^{-3}$ | 1.7 | $3.68 \times 10^{-3}$ | 2.3 | $1.95 \times 10^{-2}$ | 2.0 | $1.88 \times 10^{-2}$ | 2.0 |
| 8192 | $2.96 \times 10^{-3}$ | 1.1 | $9.87 \times 10^{-4}$ | 1.9 | $5.22 \times 10^{-3}$ | 1.9 | $4.51 \times 10^{-3}$ | 2.1 |

Table A.2. Grid convergence for Neumann Case 1 with BC2 (4.21).

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $3.37 \times 10^{-1}$ |  | $1.18 \times 10^{-1}$ |  | $1.75 \times 10^{-1}$ |  | $7.33 \times 10^{-2}$ |  |
| 64 | $2.89 \times 10^{-1}$ | 0.2 | $1.50 \times 10^{-1}$ | -0.4 | $1.22 \times 10^{-1}$ | 0.5 | $3.35 \times 10^{-2}$ | 1.1 |
| 128 | $2.67 \times 10^{-1}$ | 0.1 | $1.70 \times 10^{-1}$ | -0.2 | $9.69 \times 10^{-2}$ | 0.3 | $2.18 \times 10^{-2}$ | 0.6 |
| 256 | $2.56 \times 10^{-1}$ | 0.1 | $1.83 \times 10^{-1}$ | -0.1 | $8.46 \times 10^{-2}$ | 0.2 | $2.17 \times 10^{-2}$ | 0.0 |
| 512 | $2.51 \times 10^{-1}$ | 0.0 | $1.90 \times 10^{-1}$ | -0.1 | $7.86 \times 10^{-2}$ | 0.1 | $2.34 \times 10^{-2}$ | -0.1 |
| 1024 | $2.48 \times 10^{-1}$ | 0.0 | $1.93 \times 10^{-1}$ | -0.0 | $7.56 \times 10^{-2}$ | 0.1 | $2.46 \times 10^{-2}$ | -0.1 |
| 2048 | $2.47 \times 10^{-1}$ | 0.0 | $1.95 \times 10^{-1}$ | -0.0 | $7.41 \times 10^{-2}$ | 0.0 | $2.53 \times 10^{-2}$ | -0.0 |
| 4096 | $2.46 \times 10^{-1}$ | 0.0 | $1.96 \times 10^{-1}$ | -0.0 | $7.34 \times 10^{-2}$ | 0.0 | $2.56 \times 10^{-2}$ | -0.0 |
| 8192 | $2.46 \times 10^{-1}$ | 0.0 | $1.96 \times 10^{-1}$ | -0.0 | $7.30 \times 10^{-2}$ | 0.0 | $2.58 \times 10^{-2}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $1.20 \times 10^{-1}$ |  | $7.59 \times 10^{-2}$ |  | $9.97 \times 10^{-2}$ |  | $7.78 \times 10^{-2}$ |  |
| 64 | $6.93 \times 10^{-2}$ | 0.8 | $3.57 \times 10^{-2}$ | 1.1 | $5.41 \times 10^{-2}$ | 0.9 | $3.60 \times 10^{-2}$ | 1.1 |
| 128 | $4.37 \times 10^{-2}$ | 0.7 | $1.72 \times 10^{-2}$ | 1.1 | $2.94 \times 10^{-2}$ | 0.9 | $1.75 \times 10^{-2}$ | 1.0 |
| 256 | $3.12 \times 10^{-2}$ | 0.5 | $8.82 \times 10^{-3}$ | 1.0 | $1.70 \times 10^{-2}$ | 0.8 | $8.62 \times 10^{-3}$ | 1.0 |
| 512 | $2.51 \times 10^{-2}$ | 0.3 | $5.67 \times 10^{-3}$ | 0.6 | $1.09 \times 10^{-2}$ | 0.6 | $4.29 \times 10^{-3}$ | 1.0 |
| 1024 | $2.20 \times 10^{-2}$ | 0.2 | $4.99 \times 10^{-3}$ | 0.2 | $7.81 \times 10^{-3}$ | 0.5 | $2.27 \times 10^{-3}$ | 0.9 |
| 2048 | $2.05 \times 10^{-2}$ | 0.1 | $5.02 \times 10^{-3}$ | -0.0 | $6.29 \times 10^{-3}$ | 0.3 | $1.47 \times 10^{-3}$ | 0.6 |
| 4096 | $1.97 \times 10^{-2}$ | 0.1 | $5.13 \times 10^{-3}$ | -0.0 | $5.53 \times 10^{-3}$ | 0.2 | $1.24 \times 10^{-3}$ | 0.2 |
| 8192 | $1.94 \times 10^{-2}$ | 0.0 | $5.21 \times 10^{-3}$ | -0.0 | $5.16 \times 10^{-3}$ | 0.1 | $1.20 \times 10^{-3}$ | 0.0 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $9.58 \times 10^{-2}$ |  | $1.16 \times 10^{-1}$ |  | $9.57 \times 10^{-2}$ |  | $1.16 \times 10^{-1}$ |  |
| 64 | $4.87 \times 10^{-2}$ | 1.0 | $3.68 \times 10^{-2}$ | 1.7 | $4.77 \times 10^{-2}$ | 1.0 | $5.57 \times 10^{-2}$ | 1.1 |
| 128 | $2.55 \times 10^{-2}$ | 0.9 | $1.75 \times 10^{-2}$ | 1.1 | $2.41 \times 10^{-2}$ | 1.0 | $1.80 \times 10^{-2}$ | 1.6 |
| 256 | $1.33 \times 10^{-2}$ | 0.9 | $8.62 \times 10^{-3}$ | 1.0 | $1.23 \times 10^{-2}$ | 1.0 | $8.63 \times 10^{-3}$ | 1.1 |
| 512 | $7.24 \times 10^{-3}$ | 0.9 | $4.26 \times 10^{-3}$ | 1.0 | $6.32 \times 10^{-3}$ | 1.0 | $4.25 \times 10^{-3}$ | 1.0 |
| 1024 | $4.21 \times 10^{-3}$ | 0.8 | $2.12 \times 10^{-3}$ | 1.0 | $3.31 \times 10^{-3}$ | 0.9 | $2.11 \times 10^{-3}$ | 1.0 |
| 2048 | $2.71 \times 10^{-3}$ | 0.6 | $1.07 \times 10^{-3}$ | 1.0 | $1.81 \times 10^{-3}$ | 0.9 | $1.05 \times 10^{-3}$ | 1.0 |
| 4096 | $1.96 \times 10^{-3}$ | 0.5 | $5.73 \times 10^{-4}$ | 0.9 | $1.06 \times 10^{-3}$ | 0.8 | $5.20 \times 10^{-4}$ | 1.0 |
| 8192 | $1.58 \times 10^{-3}$ | 0.3 | $3.70 \times 10^{-4}$ | 0.6 | $6.83 \times 10^{-4}$ | 0.6 | $2.60 \times 10^{-4}$ | 1.0 |

Table A.3. Grid convergence for Neumann Case 2 with BC1 (4.3).

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM } 2}$ | $k$ | $E_{\text {DDM } 1}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $5.98 \times 10^{-1}$ |  | $6.00 \times 10^{-1}$ |  | 1.10 |  | $9.56 \times 10^{-1}$ |  |
| 64 | $3.54 \times 10^{-1}$ | 0.8 | $4.03 \times 10^{-1}$ | 0.6 | $4.25 \times 10^{-1}$ | 1.4 | $3.28 \times 10^{-1}$ | 1.5 |
| 128 | $2.72 \times 10^{-1}$ | 0.4 | $3.57 \times 10^{-1}$ | 0.2 | $1.83 \times 10^{-1}$ | 1.2 | $1.19 \times 10^{-1}$ | 1.5 |
| 256 | $2.43 \times 10^{-1}$ | 0.2 | $3.50 \times 10^{-1}$ | 0.0 | $1.08 \times 10^{-1}$ | 0.8 | $6.62 \times 10^{-2}$ | 0.8 |
| 512 | $2.31 \times 10^{-1}$ | 0.1 | $3.51 \times 10^{-1}$ | -0.0 | $8.37 \times 10^{-2}$ | 0.4 | $5.44 \times 10^{-2}$ | 0.3 |
| 1024 | $2.26 \times 10^{-1}$ | 0.0 | $3.52 \times 10^{-1}$ | -0.0 | $7.53 \times 10^{-2}$ | 0.2 | $5.17 \times 10^{-2}$ | 0.1 |
| 2048 | $2.24 \times 10^{-1}$ | 0.0 | $3.52 \times 10^{-1}$ | -0.0 | $7.20 \times 10^{-2}$ | 0.1 | $5.12 \times 10^{-2}$ | 0.0 |
| 4096 | $2.23 \times 10^{-1}$ | 0.0 | $3.53 \times 10^{-1}$ | -0.0 | $7.06 \times 10^{-2}$ | 0.0 | $5.10 \times 10^{-2}$ | 0.0 |
| 8192 | $2.22 \times 10^{-1}$ | 0.0 | $3.53 \times 10^{-1}$ | -0.0 | $6.99 \times 10^{-2}$ | 0.0 | $5.10 \times 10^{-2}$ | 0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | 2.11 |  | 1.97 |  | 3.19 |  | 3.04 |  |
| 64 | 1.00 | 1.1 | $9.18 \times 10^{-1}$ | 1.1 | 2.05 | 0.6 | 1.98 | 0.6 |
| 128 | $3.41 \times 10^{-1}$ | 1.6 | $2.91 \times 10^{-1}$ | 1.7 | $9.47 \times 10^{-1}$ | 1.1 | $9.05 \times 10^{-1}$ | 1.1 |
| 256 | $1.14 \times 10^{-1}$ | 1.6 | $8.24 \times 10^{-2}$ | 1.8 | $3.05 \times 10^{-1}$ | 1.6 | $2.82 \times 10^{-1}$ | 1.7 |
| 512 | $4.77 \times 10^{-2}$ | 1.3 | $2.68 \times 10^{-2}$ | 1.6 | $8.94 \times 10^{-2}$ | 1.8 | $7.59 \times 10^{-2}$ | 1.9 |
| 1024 | $2.85 \times 10^{-2}$ | 0.7 | $1.40 \times 10^{-2}$ | 0.9 | $2.87 \times 10^{-2}$ | 1.6 | $2.03 \times 10^{-2}$ | 1.9 |
| 2048 | $2.25 \times 10^{-2}$ | 0.3 | $1.15 \times 10^{-2}$ | 0.3 | $1.21 \times 10^{-2}$ | 1.2 | $6.48 \times 10^{-3}$ | 1.6 |
| 4096 | $2.04 \times 10^{-2}$ | 0.1 | $1.09 \times 10^{-2}$ | 0.1 | $7.34 \times 10^{-3}$ | 0.7 | $3.52 \times 10^{-3}$ | 0.9 |
| 8192 | $1.95 \times 10^{-2}$ | 0.1 | $1.08 \times 10^{-2}$ | 0.0 | $5.88 \times 10^{-3}$ | 0.3 | $2.99 \times 10^{-3}$ | 0.2 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | 4.10 |  | 3.92 |  | 4.61 |  | 4.43 |  |
| 64 | 3.17 | 0.4 | 3.09 | 0.3 | 4.08 | 0.2 | 3.99 | 0.2 |
| 128 | 2.02 | 0.6 | 1.98 | 0.6 | 3.16 | 0.4 | 3.12 | 0.4 |
| 256 | $9.20 \times 10^{-1}$ | 1.1 | $8.99 \times 10^{-1}$ | 1.1 | 2.00 | 0.7 | 1.98 | 0.7 |
| 512 | $2.89 \times 10^{-1}$ | 1.7 | $2.79 \times 10^{-1}$ | 1.7 | $9.06 \times 10^{-1}$ | 1.1 | $8.96 \times 10^{-1}$ | 1.1 |
| 1024 | $8.02 \times 10^{-2}$ | 1.9 | $7.42 \times 10^{-2}$ | 1.9 | $2.82 \times 10^{-1}$ | 1.7 | $2.77 \times 10^{-1}$ | 1.7 |
| 2048 | $2.25 \times 10^{-2}$ | 1.8 | $1.91 \times 10^{-2}$ | 2.0 | $7.64 \times 10^{-2}$ | 1.9 | $7.36 \times 10^{-2}$ | 1.9 |
| 4096 | $7.19 \times 10^{-3}$ | 1.6 | $5.05 \times 10^{-3}$ | 1.9 | $2.02 \times 10^{-2}$ | 1.9 | $1.88 \times 10^{-2}$ | 2.0 |
| 8192 | $3.07 \times 10^{-3}$ | 1.2 | $1.66 \times 10^{-3}$ | 1.6 | $5.63 \times 10^{-3}$ | 1.8 | $4.77 \times 10^{-3}$ | 2.0 |

Table A.4. Grid convergence for Neumann Case 2 with BC2 (4.21).

| $n$ | $E_{\text {DDM } 2 \mathrm{BC} 1}$ | $k$ | $E_{\text {DDM2 }}$ BC2 | $k$ | $E_{\text {DDM } 2 \mathrm{BC} 1}$ | $k$ | $E_{\text {DDM2 }}$ BC2 | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $4.03 \times 10^{-1}$ |  | $1.51 \times 10^{-1}$ |  | $1.81 \times 10^{-1}$ |  | $8.46 \times 10^{-1}$ |  |
| 64 | $3.37 \times 10^{-1}$ | 0.3 | $1.25 \times 10^{-1}$ | 0.3 | $1.22 \times 10^{-1}$ | 0.6 | $2.33 \times 10^{-1}$ | 1.9 |
| 128 | $3.12 \times 10^{-1}$ | 0.1 | $1.61 \times 10^{-1}$ | -0.4 | $9.86 \times 10^{-2}$ | 0.3 | $3.71 \times 10^{-2}$ | 2.6 |
| 256 | $2.99 \times 10^{-1}$ | 0.1 | $1.70 \times 10^{-1}$ | -0.1 | $8.78 \times 10^{-2}$ | 0.2 | $4.51 \times 10^{-2}$ | -0.3 |
| 512 | $2.93 \times 10^{-1}$ | 0.0 | $1.71 \times 10^{-1}$ | -0.0 | $8.27 \times 10^{-2}$ | 0.1 | $5.67 \times 10^{-2}$ | -0.3 |
| 1024 | $2.90 \times 10^{-1}$ | 0.0 | $1.71 \times 10^{-1}$ | 0.0 | $8.02 \times 10^{-2}$ | 0.0 | $5.97 \times 10^{-2}$ | -0.1 |
| 2048 | $2.89 \times 10^{-1}$ | 0.0 | $1.71 \times 10^{-1}$ | 0.0 | $7.90 \times 10^{-2}$ | 0.0 | $6.04 \times 10^{-2}$ | -0.0 |
| 4096 | $2.88 \times 10^{-1}$ | 0.0 | $1.70 \times 10^{-1}$ | 0.0 | $7.84 \times 10^{-2}$ | 0.0 | $6.06 \times 10^{-2}$ | -0.0 |
| 8192 | $2.88 \times 10^{-1}$ | 0.0 | $1.70 \times 10^{-1}$ | 0.0 | $7.81 \times 10^{-2}$ | 0.0 | $6.06 \times 10^{-2}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $1.10 \times 10^{-1}$ |  | 1.94 |  | $8.92 \times 10^{-2}$ |  | 3.04 |  |
| 64 | $6.00 \times 10^{-2}$ | 0.9 | $8.94 \times 10^{-1}$ | 1.1 | $4.39 \times 10^{-2}$ | 1.0 | 1.97 | 0.6 |
| 128 | $3.83 \times 10^{-2}$ | 0.6 | $2.69 \times 10^{-1}$ | 1.7 | $2.33 \times 10^{-2}$ | 0.9 | $9.00 \times 10^{-1}$ | 1.1 |
| 256 | $2.85 \times 10^{-2}$ | 0.4 | $6.19 \times 10^{-2}$ | 2.1 | $1.37 \times 10^{-2}$ | 0.8 | $2.77 \times 10^{-1}$ | 1.7 |
| 512 | $2.38 \times 10^{-2}$ | 0.3 | $1.02 \times 10^{-2}$ | 2.6 | $9.18 \times 10^{-3}$ | 0.6 | $7.10 \times 10^{-2}$ | 2.0 |
| 1024 | $2.16 \times 10^{-2}$ | 0.1 | $1.32 \times 10^{-2}$ | -0.4 | $6.98 \times 10^{-3}$ | 0.4 | $1.55 \times 10^{-2}$ | 2.2 |
| 2048 | $2.04 \times 10^{-2}$ | 0.1 | $1.60 \times 10^{-2}$ | -0.3 | $5.90 \times 10^{-3}$ | 0.2 | $2.95 \times 10^{-3}$ | 2.4 |
| 4096 | $1.99 \times 10^{-2}$ | 0.0 | $1.68 \times 10^{-2}$ | -0.1 | $5.36 \times 10^{-3}$ | 0.1 | $3.74 \times 10^{-3}$ | -0.3 |
| 8192 | $1.96 \times 10^{-2}$ | 0.0 | $1.70 \times 10^{-2}$ | -0.0 | $5.10 \times 10^{-3}$ | 0.1 | $4.39 \times 10^{-3}$ | -0.2 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $1.24 \times 10^{-1}$ |  | 3.91 |  | $1.24 \times 10^{-1}$ |  | 4.43 |  |
| 64 | $3.94 \times 10^{-2}$ | 1.6 | 3.09 | 0.3 | $5.74 \times 10^{-2}$ | 1.1 | 3.99 | 0.2 |
| 128 | $1.94 \times 10^{-2}$ | 1.0 | 1.98 | 0.6 | $1.86 \times 10^{-2}$ | 1.6 | 3.12 | 0.4 |
| 256 | $1.00 \times 10^{-2}$ | 1.0 | $8.98 \times 10^{-1}$ | 1.1 | $9.09 \times 10^{-3}$ | 1.0 | 1.98 | 0.7 |
| 512 | $5.52 \times 10^{-3}$ | 0.9 | $2.77 \times 10^{-1}$ | 1.7 | $4.59 \times 10^{-3}$ | 1.0 | $8.96 \times 10^{-1}$ | 1.1 |
| 1024 | $3.33 \times 10^{-3}$ | 0.7 | $7.30 \times 10^{-2}$ | 1.9 | $2.42 \times 10^{-3}$ | 0.9 | $2.77 \times 10^{-1}$ | 1.7 |
| 2048 | $2.26 \times 10^{-3}$ | 0.6 | $1.79 \times 10^{-2}$ | 2.0 | $1.35 \times 10^{-3}$ | 0.8 | $7.33 \times 10^{-2}$ | 1.9 |
| 4096 | $1.73 \times 10^{-3}$ | 0.4 | $3.88 \times 10^{-3}$ | 2.2 | $8.18 \times 10^{-4}$ | 0.7 | $1.85 \times 10^{-2}$ | 2.0 |
| 8192 | $1.46 \times 10^{-3}$ | 0.2 | $9.06 \times 10^{-4}$ | 2.1 | $5.54 \times 10^{-4}$ | 0.6 | $4.47 \times 10^{-3}$ | 2.0 |

Table A.5. Grid convergence for Neumann Case 2 with BC1 (4.3) and BC2 (4.21) with no surface Laplacian term.

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $1.33 \times 10^{-1}$ |  | $9.44 \times 10^{-2}$ |  | $3.50 \times 10^{-2}$ |  | $5.25 \times 10^{-2}$ |  |
| 64 | $1.29 \times 10^{-1}$ | 0.0 | $8.89 \times 10^{-2}$ | 0.1 | $3.24 \times 10^{-2}$ | 0.1 | $3.24 \times 10^{-2}$ | 0.7 |
| 128 | $1.28 \times 10^{-1}$ | 0.0 | $8.77 \times 10^{-2}$ | 0.0 | $3.15 \times 10^{-2}$ | 0.0 | $2.93 \times 10^{-2}$ | 0.1 |
| 256 | $1.28 \times 10^{-1}$ | 0.0 | $8.75 \times 10^{-2}$ | 0.0 | $3.12 \times 10^{-2}$ | 0.0 | $2.87 \times 10^{-2}$ | 0.0 |
| 512 | $1.27 \times 10^{-1}$ | 0.0 | $8.75 \times 10^{-2}$ | 0.0 | $3.12 \times 10^{-2}$ | 0.0 | $2.86 \times 10^{-2}$ | 0.0 |
| 1024 | $1.27 \times 10^{-1}$ | 0.0 | $8.74 \times 10^{-2}$ | 0.0 | $3.12 \times 10^{-2}$ | 0.0 | $2.85 \times 10^{-2}$ | 0.0 |
| 2048 | $1.27 \times 10^{-1}$ | 0.0 | $8.74 \times 10^{-2}$ | 0.0 | $3.12 \times 10^{-2}$ | 0.0 | $2.85 \times 10^{-2}$ | 0.0 |
| 4096 | $1.27 \times 10^{-1}$ | 0.0 | $8.74 \times 10^{-2}$ | -0.0 | $3.12 \times 10^{-2}$ | 0.0 | $2.85 \times 10^{-2}$ | 0.0 |
| 8192 | $1.27 \times 10^{-1}$ | 0.0 | $8.74 \times 10^{-2}$ | 0.0 | $3.12 \times 10^{-2}$ | 0.0 | $2.85 \times 10^{-2}$ | 0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $3.00 \times 10^{-3}$ |  | $9.62 \times 10^{-2}$ |  | $2.80 \times 10^{-2}$ |  | $2.31 \times 10^{-1}$ |  |
| 64 | $7.38 \times 10^{-3}$ | -1.3 | $2.19 \times 10^{-2}$ | 2.1 | $8.33 \times 10^{-3}$ | 1.8 | $7.93 \times 10^{-2}$ | 1.5 |
| 128 | $7.71 \times 10^{-3}$ | -0.1 | $8.89 \times 10^{-3}$ | 1.3 | $7.43 \times 10^{-4}$ | 3.5 | $1.40 \times 10^{-2}$ | 2.5 |
| 256 | $7.56 \times 10^{-3}$ | 0.0 | $7.36 \times 10^{-3}$ | 0.3 | $1.78 \times 10^{-3}$ | -1.3 | $2.99 \times 10^{-3}$ | 2.2 |
| 512 | $7.50 \times 10^{-3}$ | 0.0 | $7.14 \times 10^{-3}$ | 0.0 | $1.83 \times 10^{-3}$ | -0.0 | $1.89 \times 10^{-3}$ | 0.7 |
| 1024 | $7.49 \times 10^{-3}$ | 0.0 | $7.10 \times 10^{-3}$ | 0.0 | $1.82 \times 10^{-3}$ | 0.0 | $1.77 \times 10^{-3}$ | 0.1 |
| 2048 | $7.49 \times 10^{-3}$ | 0.0 | $7.09 \times 10^{-3}$ | 0.0 | $1.81 \times 10^{-3}$ | 0.0 | $1.76 \times 10^{-3}$ | 0.0 |
| 4096 | $7.48 \times 10^{-3}$ | 0.0 | $7.08 \times 10^{-3}$ | 0.0 | $1.81 \times 10^{-3}$ | 0.0 | $1.75 \times 10^{-3}$ | 0.0 |
| 8192 | $7.48 \times 10^{-3}$ | 0.0 | $7.08 \times 10^{-3}$ | 0.0 | $1.81 \times 10^{-3}$ | 0.0 | $1.75 \times 10^{-3}$ | 0.0 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $4.72 \times 10^{-2}$ |  | $3.61 \times 10^{-1}$ |  | $5.43 \times 10^{-2}$ |  | $4.01 \times 10^{-1}$ |  |
| 64 | $3.50 \times 10^{-2}$ | 0.4 | $2.21 \times 10^{-1}$ | 0.7 | $5.88 \times 10^{-2}$ | -0.1 | $3.13 \times 10^{-1}$ | 0.4 |
| 128 | $1.04 \times 10^{-2}$ | 1.7 | $7.53 \times 10^{-2}$ | 1.6 | $3.61 \times 10^{-2}$ | 0.7 | $2.06 \times 10^{-1}$ | 0.6 |
| 256 | $9.47 \times 10^{-4}$ | 3.5 | $1.18 \times 10^{-2}$ | 2.7 | $1.09 \times 10^{-2}$ | 1.7 | $7.37 \times 10^{-2}$ | 1.5 |
| 512 | $3.54 \times 10^{-4}$ | 1.4 | $1.47 \times 10^{-3}$ | 3.0 | $1.33 \times 10^{-3}$ | 3.0 | $1.12 \times 10^{-2}$ | 2.7 |
| 1024 | $4.46 \times 10^{-4}$ | -0.3 | $5.25 \times 10^{-4}$ | 1.5 | $1.79 \times 10^{-5}$ | 6.2 | $1.08 \times 10^{-3}$ | 3.4 |
| 2048 | $4.49 \times 10^{-4}$ | -0.0 | $4.43 \times 10^{-4}$ | 0.2 | $1.08 \times 10^{-4}$ | -2.6 | $1.81 \times 10^{-4}$ | 2.6 |
| 4096 | $4.48 \times 10^{-4}$ | 0.0 | $4.34 \times 10^{-4}$ | 0.0 | $1.15 \times 10^{-4}$ | -0.1 | $1.12 \times 10^{-4}$ | 0.7 |
| 8192 | $4.48 \times 10^{-4}$ | 0.0 | $4.32 \times 10^{-4}$ | 0.0 | $1.15 \times 10^{-4}$ | -0.0 | $1.06 \times 10^{-4}$ | 0.1 |

Table A.6. Grid convergence for Neumann Case 3 with BC1 (4.3).

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $1.85 \times 10^{-1}$ |  | $4.56 \times 10^{-2}$ |  | $2.92 \times 10^{-1}$ |  | $2.25 \times 10^{-1}$ |  |
| 64 | $1.34 \times 10^{-1}$ | 0.5 | $7.22 \times 10^{-2}$ | -0.7 | $1.02 \times 10^{-1}$ | 1.5 | $5.18 \times 10^{-2}$ | 2.1 |
| 128 | $1.22 \times 10^{-1}$ | 0.1 | $8.46 \times 10^{-2}$ | -0.2 | $4.55 \times 10^{-2}$ | 1.2 | $1.99 \times 10^{-2}$ | 1.4 |
| 256 | $1.19 \times 10^{-1}$ | 0.0 | $8.79 \times 10^{-2}$ | -0.1 | $3.21 \times 10^{-2}$ | 0.5 | $3.02 \times 10^{-2}$ | -0.6 |
| 512 | $1.19 \times 10^{-1}$ | 0.0 | $8.87 \times 10^{-2}$ | -0.0 | $2.91 \times 10^{-2}$ | 0.1 | $3.34 \times 10^{-2}$ | -0.1 |
| 1024 | $1.18 \times 10^{-1}$ | 0.0 | $8.89 \times 10^{-2}$ | -0.0 | $2.84 \times 10^{-2}$ | 0.0 | $3.43 \times 10^{-2}$ | -0.0 |
| 2048 | $1.18 \times 10^{-1}$ | 0.0 | $8.90 \times 10^{-2}$ | -0.0 | $2.82 \times 10^{-2}$ | 0.0 | $3.45 \times 10^{-2}$ | -0.0 |
| 4096 | $1.18 \times 10^{-1}$ | 0.0 | $8.90 \times 10^{-2}$ | -0.0 | $2.82 \times 10^{-2}$ | 0.0 | $3.45 \times 10^{-2}$ | -0.0 |
| 8192 | $1.18 \times 10^{-1}$ | 0.0 | $8.90 \times 10^{-2}$ | -0.0 | $2.82 \times 10^{-2}$ | 0.0 | $3.45 \times 10^{-2}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $6.69 \times 10^{-1}$ |  | $5.83 \times 10^{-1}$ |  | $1.13 \times 10^{-0}$ |  | $9.36 \times 10^{-1}$ |  |
| 64 | $2.73 \times 10^{-1}$ | 1.3 | $2.48 \times 10^{-1}$ | 1.2 | $6.59 \times 10^{-1}$ | 0.8 | $5.90 \times 10^{-1}$ | 0.7 |
| 128 | $8.48 \times 10^{-2}$ | 1.7 | $7.09 \times 10^{-2}$ | 1.8 | $2.67 \times 10^{-1}$ | 1.3 | $2.53 \times 10^{-1}$ | 1.2 |
| 256 | $2.65 \times 10^{-2}$ | 1.7 | $1.47 \times 10^{-2}$ | 2.3 | $8.03 \times 10^{-2}$ | 1.7 | $7.61 \times 10^{-2}$ | 1.7 |
| 512 | $1.20 \times 10^{-2}$ | 1.1 | $7.63 \times 10^{-3}$ | 0.9 | $2.21 \times 10^{-2}$ | 1.9 | $1.89 \times 10^{-2}$ | 2.0 |
| 1024 | $8.94 \times 10^{-3}$ | 0.4 | $9.73 \times 10^{-3}$ | -0.4 | $6.87 \times 10^{-3}$ | 1.7 | $4.20 \times 10^{-3}$ | 2.2 |
| 2048 | $8.31 \times 10^{-3}$ | 0.1 | $1.04 \times 10^{-2}$ | -0.1 | $3.51 \times 10^{-3}$ | 1.0 | $2.77 \times 10^{-3}$ | 0.6 |
| 4096 | $8.16 \times 10^{-3}$ | 0.0 | $1.06 \times 10^{-2}$ | -0.0 | $2.91 \times 10^{-3}$ | 0.3 | $3.16 \times 10^{-3}$ | -0.2 |
| 8192 | $8.13 \times 10^{-3}$ | 0.0 | $1.07 \times 10^{-2}$ | -0.0 | $2.79 \times 10^{-3}$ | 0.1 | $3.30 \times 10^{-3}$ | -0.1 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $1.47 \times 10^{-0}$ |  | $1.18 \times 10^{-0}$ |  | $1.67 \times 10^{-0}$ |  | $1.36 \times 10^{-0}$ |  |
| 64 | $1.11 \times 10^{-0}$ | 0.4 | $9.28 \times 10^{-1}$ | 0.3 | $1.46 \times 10^{-0}$ | 0.2 | $1.21 \times 10^{-0}$ | 0.2 |
| 128 | $6.58 \times 10^{-1}$ | 0.8 | $5.94 \times 10^{-1}$ | 0.6 | $1.12 \times 10^{-0}$ | 0.4 | $9.56 \times 10^{-1}$ | 0.3 |
| 256 | $2.64 \times 10^{-1}$ | 1.3 | $2.54 \times 10^{-1}$ | 1.2 | $6.56 \times 10^{-1}$ | 0.8 | $5.93 \times 10^{-1}$ | 0.7 |
| 512 | $7.89 \times 10^{-2}$ | 1.7 | $7.72 \times 10^{-2}$ | 1.7 | $2.63 \times 10^{-1}$ | 1.3 | $2.54 \times 10^{-1}$ | 1.2 |
| 1024 | $2.10 \times 10^{-2}$ | 1.9 | $2.01 \times 10^{-2}$ | 1.9 | $7.85 \times 10^{-2}$ | 1.7 | $7.74 \times 10^{-2}$ | 1.7 |
| 2048 | $5.60 \times 10^{-3}$ | 1.9 | $4.82 \times 10^{-3}$ | 2.1 | $2.07 \times 10^{-2}$ | 1.9 | $2.04 \times 10^{-2}$ | 1.9 |
| 4096 | $1.85 \times 10^{-3}$ | 1.6 | $1.27 \times 10^{-3}$ | 1.9 | $5.30 \times 10^{-3}$ | 2.0 | $5.10 \times 10^{-3}$ | 2.0 |
| 8192 | $1.12 \times 10^{-3}$ | 0.7 | $9.85 \times 10^{-4}$ | 0.4 | $1.43 \times 10^{-3}$ | 1.9 | $1.24 \times 10^{-3}$ | 2.0 |

Table A.7. Grid convergence for Neumann Case 3 with BC2 (4.21).

| $n$ | $E_{\text {DDM } 2 \mathrm{BC} 1}$ | $k$ | $E_{\text {DDM } 2 \mathrm{BC} 2}$ | $k$ | $E_{\text {DDM } 2 \mathrm{BC} 1}$ | $k$ | $E_{\text {DDM } 2 \mathrm{BC} 2}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $3.07 \times 10^{-2}$ |  | $1.06 \times 10^{-1}$ |  | $3.20 \times 10^{-2}$ |  | $2.46 \times 10^{-1}$ |  |
| 64 | $3.13 \times 10^{-2}$ | -0.0 | $7.08 \times 10^{-2}$ | 0.6 | $1.53 \times 10^{-2}$ | 1.1 | $6.88 \times 10^{-2}$ | 1.8 |
| 128 | $3.15 \times 10^{-2}$ | -0.0 | $6.77 \times 10^{-2}$ | 0.1 | $1.32 \times 10^{-2}$ | 0.2 | $1.99 \times 10^{-2}$ | 1.8 |
| 256 | $3.16 \times 10^{-2}$ | -0.0 | $6.75 \times 10^{-2}$ | 0.0 | $1.29 \times 10^{-2}$ | 0.0 | $1.95 \times 10^{-2}$ | 0.0 |
| 512 | $3.16 \times 10^{-2}$ | -0.0 | $6.75 \times 10^{-2}$ | 0.0 | $1.28 \times 10^{-2}$ | 0.0 | $2.13 \times 10^{-2}$ | -0.1 |
| 1024 | $3.16 \times 10^{-2}$ | -0.0 | $6.75 \times 10^{-2}$ | 0.0 | $1.28 \times 10^{-2}$ | 0.0 | $2.19 \times 10^{-2}$ | -0.0 |
| 2048 | $3.16 \times 10^{-2}$ | -0.0 | $6.75 \times 10^{-2}$ | -0.0 | $1.28 \times 10^{-2}$ | 0.0 | $2.20 \times 10^{-2}$ | -0.0 |
| 4096 | $3.16 \times 10^{-2}$ | -0.0 | $6.75 \times 10^{-2}$ | 0.0 | $1.28 \times 10^{-2}$ | 0.0 | $2.20 \times 10^{-2}$ | -0.0 |
| 8192 | $3.16 \times 10^{-2}$ | 0.0 | $6.75 \times 10^{-2}$ | -0.0 | $1.28 \times 10^{-2}$ | 0.0 | $2.21 \times 10^{-2}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $8.92 \times 10^{-2}$ |  | $5.90 \times 10^{-1}$ |  | $2.25 \times 10^{-1}$ |  | $9.43 \times 10^{-1}$ |  |
| 64 | $1.74 \times 10^{-2}$ | 2.4 | $2.53 \times 10^{-1}$ | 1.2 | $7.77 \times 10^{-2}$ | 1.5 | $5.92 \times 10^{-1}$ | 0.7 |
| 128 | $4.93 \times 10^{-3}$ | 1.8 | $7.48 \times 10^{-2}$ | 1.8 | $1.29 \times 10^{-2}$ | 2.6 | $2.54 \times 10^{-1}$ | 1.2 |
| 256 | $3.60 \times 10^{-3}$ | 0.5 | $1.81 \times 10^{-2}$ | 2.1 | $2.04 \times 10^{-3}$ | 2.7 | $7.70 \times 10^{-2}$ | 1.7 |
| 512 | $3.43 \times 10^{-3}$ | 0.1 | $6.91 \times 10^{-3}$ | 1.4 | $9.80 \times 10^{-4}$ | 1.1 | $1.98 \times 10^{-2}$ | 2.0 |
| 1024 | $3.41 \times 10^{-3}$ | 0.0 | $7.33 \times 10^{-3}$ | -0.1 | $8.76 \times 10^{-4}$ | 0.2 | $4.89 \times 10^{-3}$ | 2.0 |
| 2048 | $3.40 \times 10^{-3}$ | 0.0 | $7.76 \times 10^{-3}$ | -0.1 | $8.61 \times 10^{-4}$ | 0.0 | $2.60 \times 10^{-3}$ | 0.9 |
| 4096 | $3.40 \times 10^{-3}$ | 0.0 | $7.88 \times 10^{-3}$ | -0.0 | $8.58 \times 10^{-4}$ | 0.0 | $2.70 \times 10^{-3}$ | -0.1 |
| 8192 | $3.40 \times 10^{-3}$ | 0.0 | $7.92 \times 10^{-3}$ | -0.0 | $8.58 \times 10^{-4}$ | 0.0 | $2.78 \times 10^{-3}$ | -0.0 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $3.49 \times 10^{-1}$ |  | 1.19 |  | $3.84 \times 10^{-1}$ |  | 1.37 |  |
| 64 | $2.20 \times 10^{-1}$ | 0.7 | $9.29 \times 10^{-1}$ | 0.4 | $3.10 \times 10^{-1}$ | 0.3 | 1.21 | 0.2 |
| 128 | $7.49 \times 10^{-2}$ | 1.6 | $5.95 \times 10^{-1}$ | 0.6 | $2.05 \times 10^{-1}$ | 0.6 | $9.57 \times 10^{-1}$ | 0.3 |
| 256 | $1.16 \times 10^{-2}$ | 2.7 | $2.54 \times 10^{-1}$ | 1.2 | $7.36 \times 10^{-2}$ | 1.5 | $5.93 \times 10^{-1}$ | 0.7 |
| 512 | $1.24 \times 10^{-3}$ | 3.2 | $7.75 \times 10^{-2}$ | 1.7 | $1.12 \times 10^{-2}$ | 2.7 | $2.54 \times 10^{-1}$ | 1.2 |
| 1024 | $3.02 \times 10^{-4}$ | 2.0 | $2.03 \times 10^{-2}$ | 1.9 | $1.02 \times 10^{-3}$ | 3.5 | $7.75 \times 10^{-2}$ | 1.7 |
| 2048 | $2.23 \times 10^{-4}$ | 0.4 | $5.04 \times 10^{-3}$ | 2.0 | $1.26 \times 10^{-4}$ | 3.0 | $2.05 \times 10^{-2}$ | 1.9 |
| 4096 | $2.14 \times 10^{-4}$ | 0.1 | $1.41 \times 10^{-3}$ | 1.8 | $5.80 \times 10^{-5}$ | 1.1 | $5.16 \times 10^{-3}$ | 2.0 |
| 8192 | $2.12 \times 10^{-4}$ | 0.0 | $9.54 \times 10^{-4}$ | 0.6 | $5.19 \times 10^{-5}$ | 0.2 | $1.29 \times 10^{-3}$ | 2.0 |

Table A.8. Grid convergence for Neumann Case 3 with BC1 (4.3) and BC2 (4.21) with no surface Laplacian term.

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $1.97 \times 10^{-1}$ |  | $1.77 \times 10^{-1}$ |  | $7.09 \times 10^{-2}$ |  | $5.79 \times 10^{-2}$ |  |
| 64 | $1.83 \times 10^{-1}$ | 0.1 | $1.48 \times 10^{-1}$ | 0.3 | $5.70 \times 10^{-2}$ | 0.3 | $3.42 \times 10^{-2}$ | 0.8 |
| 128 | $1.77 \times 10^{-1}$ | 0.1 | $1.42 \times 10^{-1}$ | 0.1 | $5.04 \times 10^{-2}$ | 0.2 | $2.62 \times 10^{-2}$ | 0.4 |
| 256 | $1.74 \times 10^{-1}$ | 0.0 | $1.39 \times 10^{-1}$ | 0.0 | $4.72 \times 10^{-2}$ | 0.1 | $2.30 \times 10^{-2}$ | 0.2 |
| 512 | $1.72 \times 10^{-1}$ | 0.0 | $1.38 \times 10^{-1}$ | 0.0 | $4.56 \times 10^{-2}$ | 0.0 | $2.16 \times 10^{-2}$ | 0.1 |
| 1024 | $1.72 \times 10^{-1}$ | 0.0 | $1.38 \times 10^{-1}$ | 0.0 | $4.49 \times 10^{-2}$ | 0.0 | $2.10 \times 10^{-2}$ | 0.0 |
| 2048 | $1.71 \times 10^{-1}$ | 0.0 | $1.38 \times 10^{-1}$ | 0.0 | $4.45 \times 10^{-2}$ | 0.0 | $2.07 \times 10^{-2}$ | 0.0 |
| 4096 | $1.71 \times 10^{-1}$ | 0.0 | $1.38 \times 10^{-1}$ | 0.0 | $4.43 \times 10^{-2}$ | 0.0 | $2.05 \times 10^{-2}$ | 0.0 |
| 8192 | $1.71 \times 10^{-1}$ | 0.0 | $1.38 \times 10^{-1}$ | 0.0 | $4.42 \times 10^{-2}$ | 0.0 | $2.04 \times 10^{-2}$ | 0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $3.74 \times 10^{-2}$ |  | $3.79 \times 10^{-2}$ |  | $2.60 \times 10^{-2}$ |  | $3.35 \times 10^{-2}$ |  |
| 64 | $2.45 \times 10^{-2}$ | 0.6 | $1.74 \times 10^{-2}$ | 1.1 | $1.59 \times 10^{-2}$ | 0.7 | $1.39 \times 10^{-2}$ | 1.3 |
| 128 | $1.77 \times 10^{-2}$ | 0.5 | $9.93 \times 10^{-3}$ | 0.8 | $9.40 \times 10^{-3}$ | 0.8 | $6.58 \times 10^{-3}$ | 1.1 |
| 256 | $1.45 \times 10^{-2}$ | 0.3 | $6.96 \times 10^{-3}$ | 0.5 | $6.09 \times 10^{-3}$ | 0.6 | $3.60 \times 10^{-3}$ | 0.9 |
| 512 | $1.29 \times 10^{-2}$ | 0.2 | $5.67 \times 10^{-3}$ | 0.3 | $4.46 \times 10^{-3}$ | 0.4 | $2.28 \times 10^{-3}$ | 0.7 |
| 1024 | $1.21 \times 10^{-2}$ | 0.1 | $5.07 \times 10^{-3}$ | 0.2 | $3.66 \times 10^{-3}$ | 0.3 | $1.68 \times 10^{-3}$ | 0.4 |
| 2048 | $1.17 \times 10^{-2}$ | 0.0 | $4.79 \times 10^{-3}$ | 0.1 | $3.25 \times 10^{-3}$ | 0.2 | $1.39 \times 10^{-3}$ | 0.3 |
| 4096 | $1.15 \times 10^{-2}$ | 0.0 | $4.65 \times 10^{-3}$ | 0.0 | $3.05 \times 10^{-3}$ | 0.1 | $1.25 \times 10^{-3}$ | 0.2 |
| 8192 | $1.14 \times 10^{-2}$ | 0.0 | $4.58 \times 10^{-3}$ | 0.0 | $2.95 \times 10^{-3}$ | 0.0 | $1.18 \times 10^{-3}$ | 0.1 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $2.39 \times 10^{-2}$ |  | $4.33 \times 10^{-2}$ |  | $2.39 \times 10^{-2}$ |  | $4.33 \times 10^{-2}$ |  |
| 64 | $1.30 \times 10^{-2}$ | 0.9 | $1.31 \times 10^{-2}$ | 1.7 | $1.25 \times 10^{-2}$ | 0.9 | $1.81 \times 10^{-2}$ | 1.3 |
| 128 | $7.22 \times 10^{-3}$ | 0.8 | $5.76 \times 10^{-3}$ | 1.2 | $6.49 \times 10^{-3}$ | 0.9 | $5.64 \times 10^{-3}$ | 1.7 |
| 256 | $3.98 \times 10^{-3}$ | 0.9 | $2.79 \times 10^{-3}$ | 1.0 | $3.43 \times 10^{-3}$ | 0.9 | $2.59 \times 10^{-3}$ | 1.1 |
| 512 | $2.34 \times 10^{-3}$ | 0.8 | $1.46 \times 10^{-3}$ | 0.9 | $1.81 \times 10^{-3}$ | 0.9 | $1.26 \times 10^{-3}$ | 1.0 |
| 1024 | $1.53 \times 10^{-3}$ | 0.6 | $8.48 \times 10^{-4}$ | 0.8 | $9.97 \times 10^{-4}$ | 0.9 | $6.46 \times 10^{-4}$ | 1.0 |
| 2048 | $1.13 \times 10^{-3}$ | 0.4 | $5.55 \times 10^{-4}$ | 0.6 | $5.91 \times 10^{-4}$ | 0.8 | $3.50 \times 10^{-4}$ | 0.9 |
| 4096 | $9.24 \times 10^{-4}$ | 0.3 | $4.12 \times 10^{-4}$ | 0.4 | $3.89 \times 10^{-4}$ | 0.6 | $2.05 \times 10^{-4}$ | 0.8 |
| 8192 | $8.23 \times 10^{-4}$ | 0.2 | $3.43 \times 10^{-4}$ | 0.3 | $2.88 \times 10^{-4}$ | 0.4 | $1.33 \times 10^{-4}$ | 0.6 |

Table A.9. Grid convergence for Neumann Case 4 with BC1 (4.3).

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $2.69 \times 10^{-1}$ |  | $4.48 \times 10^{-2}$ |  | $2.79 \times 10^{-1}$ |  | $1.74 \times 10^{-1}$ |  |
| 64 | $2.09 \times 10^{-1}$ | 0.4 | $7.16 \times 10^{-2}$ | -0.7 | $1.28 \times 10^{-1}$ | 1.1 | $4.94 \times 10^{-2}$ | 1.8 |
| 128 | $1.88 \times 10^{-1}$ | 0.2 | $8.18 \times 10^{-2}$ | -0.2 | $7.27 \times 10^{-2}$ | 0.8 | $1.02 \times 10^{-2}$ | 2.3 |
| 256 | $1.80 \times 10^{-1}$ | 0.1 | $8.44 \times 10^{-2}$ | -0.0 | $5.53 \times 10^{-2}$ | 0.4 | $1.11 \times 10^{-2}$ | -0.1 |
| 512 | $1.77 \times 10^{-1}$ | 0.0 | $8.51 \times 10^{-2}$ | -0.0 | $4.96 \times 10^{-2}$ | 0.2 | $1.31 \times 10^{-2}$ | -0.2 |
| 1024 | $1.75 \times 10^{-1}$ | 0.0 | $8.55 \times 10^{-2}$ | -0.0 | $4.75 \times 10^{-2}$ | 0.1 | $1.37 \times 10^{-2}$ | -0.1 |
| 2048 | $1.75 \times 10^{-1}$ | 0.0 | $8.57 \times 10^{-2}$ | -0.0 | $4.66 \times 10^{-2}$ | 0.0 | $1.38 \times 10^{-2}$ | -0.0 |
| 4096 | $1.74 \times 10^{-1}$ | 0.0 | $8.58 \times 10^{-2}$ | -0.0 | $4.63 \times 10^{-2}$ | 0.0 | $1.38 \times 10^{-2}$ | -0.0 |
| 8192 | $1.74 \times 10^{-1}$ | 0.0 | $8.58 \times 10^{-2}$ | -0.0 | $4.61 \times 10^{-2}$ | 0.0 | $1.38 \times 10^{-2}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $4.82 \times 10^{-1}$ |  | $4.19 \times 10^{-1}$ |  | $7.30 \times 10^{-1}$ |  | $6.78 \times 10^{-1}$ |  |
| 64 | $2.33 \times 10^{-1}$ | 1.1 | $1.96 \times 10^{-1}$ | 1.1 | $4.68 \times 10^{-1}$ | 0.6 | $4.41 \times 10^{-1}$ | 0.6 |
| 128 | $8.50 \times 10^{-2}$ | 1.5 | $5.98 \times 10^{-2}$ | 1.7 | $2.17 \times 10^{-1}$ | 1.1 | $2.02 \times 10^{-1}$ | 1.1 |
| 256 | $3.39 \times 10^{-2}$ | 1.3 | $1.43 \times 10^{-2}$ | 2.1 | $7.16 \times 10^{-2}$ | 1.6 | $6.24 \times 10^{-2}$ | 1.7 |
| 512 | $1.88 \times 10^{-2}$ | 0.9 | $2.88 \times 10^{-3}$ | 2.3 | $2.25 \times 10^{-2}$ | 1.7 | $1.62 \times 10^{-2}$ | 1.9 |
| 1024 | $1.43 \times 10^{-2}$ | 0.4 | $2.69 \times 10^{-3}$ | 0.1 | $8.65 \times 10^{-3}$ | 1.4 | $3.68 \times 10^{-3}$ | 2.1 |
| 2048 | $1.28 \times 10^{-2}$ | 0.2 | $3.18 \times 10^{-3}$ | -0.2 | $4.78 \times 10^{-3}$ | 0.9 | $7.71 \times 10^{-4}$ | 2.3 |
| 4096 | $1.23 \times 10^{-2}$ | 0.1 | $3.32 \times 10^{-3}$ | -0.1 | $3.64 \times 10^{-3}$ | 0.4 | $7.42 \times 10^{-4}$ | 0.1 |
| 8192 | $1.20 \times 10^{-2}$ | 0.0 | $3.36 \times 10^{-3}$ | -0.0 | $3.27 \times 10^{-3}$ | 0.2 | $8.62 \times 10^{-4}$ | -0.2 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $9.41 \times 10^{-1}$ |  | $8.81 \times 10^{-1}$ |  | 1.06 |  | 1.00 |  |
| 64 | $7.28 \times 10^{-1}$ | 0.4 | $7.04 \times 10^{-1}$ | 0.3 | $9.42 \times 10^{-1}$ | 0.2 | $9.13 \times 10^{-1}$ | 0.1 |
| 128 | $4.63 \times 10^{-1}$ | 0.7 | $4.50 \times 10^{-1}$ | 0.6 | $7.28 \times 10^{-1}$ | 0.4 | $7.16 \times 10^{-1}$ | 0.4 |
| 256 | $2.11 \times 10^{-1}$ | 1.1 | $2.05 \times 10^{-1}$ | 1.1 | $4.60 \times 10^{-1}$ | 0.7 | $4.55 \times 10^{-1}$ | 0.7 |
| 512 | $6.69 \times 10^{-2}$ | 1.7 | $6.32 \times 10^{-2}$ | 1.7 | $2.08 \times 10^{-1}$ | 1.1 | $2.06 \times 10^{-1}$ | 1.1 |
| 1024 | $1.90 \times 10^{-2}$ | 1.8 | $1.67 \times 10^{-2}$ | 1.9 | $6.51 \times 10^{-2}$ | 1.7 | $6.35 \times 10^{-2}$ | 1.7 |
| 2048 | $5.73 \times 10^{-3}$ | 1.7 | $4.13 \times 10^{-3}$ | 2.0 | $1.78 \times 10^{-2}$ | 1.9 | $1.68 \times 10^{-2}$ | 1.9 |
| 4096 | $2.19 \times 10^{-3}$ | 1.4 | $9.36 \times 10^{-4}$ | 2.1 | $4.83 \times 10^{-3}$ | 1.9 | $4.25 \times 10^{-3}$ | 2.0 |
| 8192 | $1.21 \times 10^{-3}$ | 0.8 | $2.25 \times 10^{-4}$ | 2.1 | $1.45 \times 10^{-3}$ | 1.7 | $1.04 \times 10^{-3}$ | 2.0 |

Table A.10. Grid convergence for Neumann Case 4 with BC2 (4.21).

| $n$ | $E_{\text {DDM } 2 \mathrm{BC} 1}$ | $k$ | $E_{\text {DDM } 2 \mathrm{BC} 2}$ | $k$ | $E_{\text {DDM } 2 \mathrm{BC} 1}$ | $k$ | $E_{\text {DDM } 2 \mathrm{BC} 2}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $3.76 \times 10^{-1}$ |  | $2.32 \times 10^{-1}$ |  | $9.97 \times 10^{-2}$ |  | $1.32 \times 10^{-1}$ |  |
| 64 | $3.44 \times 10^{-1}$ | 0.1 | $2.60 \times 10^{-1}$ | -0.2 | $7.05 \times 10^{-2}$ | 0.5 | $1.36 \times 10^{-2}$ | 3.3 |
| 128 | $3.39 \times 10^{-1}$ | 0.0 | $2.73 \times 10^{-1}$ | -0.1 | $6.13 \times 10^{-2}$ | 0.2 | $3.11 \times 10^{-2}$ | -1.2 |
| 256 | $3.38 \times 10^{-1}$ | 0.0 | $2.77 \times 10^{-1}$ | -0.0 | $5.77 \times 10^{-2}$ | 0.1 | $4.25 \times 10^{-2}$ | -0.5 |
| 512 | $3.38 \times 10^{-1}$ | -0.0 | $2.79 \times 10^{-1}$ | -0.0 | $5.63 \times 10^{-2}$ | 0.0 | $4.54 \times 10^{-2}$ | -0.1 |
| 1024 | $3.38 \times 10^{-1}$ | -0.0 | $2.80 \times 10^{-1}$ | -0.0 | $5.56 \times 10^{-2}$ | 0.0 | $4.62 \times 10^{-2}$ | -0.0 |
| 2048 | $3.38 \times 10^{-1}$ | -0.0 | $2.81 \times 10^{-1}$ | -0.0 | $5.53 \times 10^{-2}$ | 0.0 | $4.63 \times 10^{-2}$ | -0.0 |
| 4096 | $3.39 \times 10^{-1}$ | -0.0 | $2.81 \times 10^{-1}$ | -0.0 | $5.51 \times 10^{-2}$ | 0.0 | $4.64 \times 10^{-2}$ | -0.0 |
| 8192 | $3.39 \times 10^{-1}$ | -0.0 | $2.81 \times 10^{-1}$ | -0.0 | $5.51 \times 10^{-2}$ | 0.0 | $4.64 \times 10^{-2}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $5.07 \times 10^{-2}$ |  | $4.07 \times 10^{-1}$ |  | $3.77 \times 10^{-2}$ |  | $6.74 \times 10^{-1}$ |  |
| 64 | $2.67 \times 10^{-2}$ | 0.9 | $1.87 \times 10^{-1}$ | 1.1 | $1.69 \times 10^{-2}$ | 1.2 | $4.38 \times 10^{-1}$ | 0.6 |
| 128 | $1.82 \times 10^{-2}$ | 0.6 | $5.15 \times 10^{-2}$ | 1.9 | $8.86 \times 10^{-3}$ | 0.9 | $2.00 \times 10^{-1}$ | 1.1 |
| 256 | $1.49 \times 10^{-2}$ | 0.3 | $6.46 \times 10^{-3}$ | 3.0 | $5.62 \times 10^{-3}$ | 0.7 | $6.04 \times 10^{-2}$ | 1.7 |
| 512 | $1.36 \times 10^{-2}$ | 0.1 | $6.60 \times 10^{-3}$ | -0.0 | $4.24 \times 10^{-3}$ | 0.4 | $1.42 \times 10^{-2}$ | 2.1 |
| 1024 | $1.29 \times 10^{-2}$ | 0.1 | $9.64 \times 10^{-3}$ | -0.5 | $3.61 \times 10^{-3}$ | 0.2 | $1.81 \times 10^{-3}$ | 3.0 |
| 2048 | $1.26 \times 10^{-2}$ | 0.0 | $1.04 \times 10^{-2}$ | -0.1 | $3.31 \times 10^{-3}$ | 0.1 | $1.65 \times 10^{-3}$ | 0.1 |
| 4096 | $1.25 \times 10^{-2}$ | 0.0 | $1.06 \times 10^{-2}$ | -0.0 | $3.16 \times 10^{-3}$ | 0.1 | $2.41 \times 10^{-3}$ | -0.5 |
| 8192 | $1.24 \times 10^{-2}$ | 0.0 | $1.07 \times 10^{-2}$ | -0.0 | $3.09 \times 10^{-3}$ | 0.0 | $2.60 \times 10^{-3}$ | -0.0 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $4.59 \times 10^{-2}$ |  | $8.79 \times 10^{-1}$ |  | $4.59 \times 10^{-2}$ |  | $9.97 \times 10^{-1}$ |  |
| 64 | $1.41 \times 10^{-2}$ | 1.7 | $7.03 \times 10^{-1}$ | 0.3 | $1.87 \times 10^{-2}$ | 1.3 | $9.13 \times 10^{-1}$ | 0.1 |
| 128 | $6.52 \times 10^{-3}$ | 1.1 | $4.50 \times 10^{-1}$ | 0.6 | $5.89 \times 10^{-3}$ | 1.7 | $7.16 \times 10^{-1}$ | 0.3 |
| 256 | $3.36 \times 10^{-3}$ | 1.0 | $2.04 \times 10^{-1}$ | 1.1 | $2.78 \times 10^{-3}$ | 1.1 | $4.54 \times 10^{-1}$ | 0.7 |
| 512 | $1.97 \times 10^{-3}$ | 0.8 | $6.27 \times 10^{-2}$ | 1.7 | $1.40 \times 10^{-3}$ | 1.0 | $2.05 \times 10^{-1}$ | 1.1 |
| 1024 | $1.34 \times 10^{-3}$ | 0.6 | $1.62 \times 10^{-2}$ | 2.0 | $7.73 \times 10^{-4}$ | 0.9 | $6.34 \times 10^{-2}$ | 1.7 |
| 2048 | $1.04 \times 10^{-3}$ | 0.4 | $3.65 \times 10^{-3}$ | 2.2 | $4.72 \times 10^{-4}$ | 0.7 | $1.67 \times 10^{-2}$ | 1.9 |
| 4096 | $8.92 \times 10^{-4}$ | 0.2 | $4.80 \times 10^{-4}$ | 2.9 | $3.26 \times 10^{-4}$ | 0.5 | $4.13 \times 10^{-3}$ | 2.0 |
| 8192 | $8.20 \times 10^{-4}$ | 0.1 | $4.27 \times 10^{-4}$ | 0.2 | $2.53 \times 10^{-4}$ | 0.4 | $9.24 \times 10^{-4}$ | 2.2 |

Table A.11. Grid convergence for Neumann Case 4 with BC1 (4.3) and BC2 (4.21) with no surface Laplacian term.

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $2.24 \times 10^{-1}$ |  | $1.21 \times 10^{-1}$ |  | $5.18 \times 10^{-2}$ |  | $4.35 \times 10^{-2}$ |  |
| 64 | $2.15 \times 10^{-1}$ | 0.1 | $1.20 \times 10^{-1}$ | 0.0 | $4.63 \times 10^{-2}$ | 0.2 | $2.90 \times 10^{-2}$ | 0.6 |
| 128 | $2.12 \times 10^{-1}$ | 0.0 | $1.20 \times 10^{-1}$ | 0.0 | $4.46 \times 10^{-2}$ | 0.1 | $2.74 \times 10^{-2}$ | 0.1 |
| 256 | $2.12 \times 10^{-1}$ | 0.0 | $1.20 \times 10^{-1}$ | -0.0 | $4.42 \times 10^{-2}$ | 0.0 | $2.72 \times 10^{-2}$ | 0.0 |
| 512 | $2.12 \times 10^{-1}$ | 0.0 | $1.20 \times 10^{-1}$ | 0.0 | $4.41 \times 10^{-2}$ | 0.0 | $2.72 \times 10^{-2}$ | 0.0 |
| 1024 | $2.11 \times 10^{-1}$ | 0.0 | $1.20 \times 10^{-1}$ | -0.0 | $4.40 \times 10^{-2}$ | 0.0 | $2.72 \times 10^{-2}$ | 0.0 |
| 2048 | $2.11 \times 10^{-1}$ | 0.0 | $1.20 \times 10^{-1}$ | -0.0 | $4.40 \times 10^{-2}$ | 0.0 | $2.72 \times 10^{-2}$ | 0.0 |
| 4096 | $2.11 \times 10^{-1}$ | 0.0 | $1.20 \times 10^{-1}$ | -0.0 | $4.40 \times 10^{-2}$ | 0.0 | $2.72 \times 10^{-2}$ | 0.0 |
| 8192 | $2.11 \times 10^{-1}$ | 0.0 | $1.20 \times 10^{-1}$ | 0.0 | $4.40 \times 10^{-2}$ | 0.0 | $2.72 \times 10^{-2}$ | 0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $5.97 \times 10^{-3}$ |  | $1.11 \times 10^{-1}$ |  |  |  |  |  |
| 64 | $8.67 \times 10^{-3}$ | -0.5 | $2.57 \times 10^{-2}$ | 2.1 | $1.64 \times 10^{-2}$ |  | $1.19 \times 10^{-1}$ |  |
| 128 | $9.31 \times 10^{-3}$ | -0.1 | $8.32 \times 10^{-3}$ | 1.6 | $8.97 \times 10^{-4}$ | 4.2 | $2.14 \times 10^{-2}$ | 2.5 |
| 256 | $9.11 \times 10^{-3}$ | 0.0 | $6.61 \times 10^{-3}$ | 0.3 | $1.86 \times 10^{-3}$ | -1.1 | $3.43 \times 10^{-3}$ | 2.6 |
| 512 | $9.02 \times 10^{-3}$ | 0.0 | $6.45 \times 10^{-3}$ | 0.0 | $1.96 \times 10^{-3}$ | -0.1 | $1.74 \times 10^{-3}$ | 1.0 |
| 1024 | $9.00 \times 10^{-3}$ | 0.0 | $6.43 \times 10^{-3}$ | 0.0 | $1.95 \times 10^{-3}$ | 0.0 | $1.59 \times 10^{-3}$ | 0.1 |
| 2048 | $8.99 \times 10^{-3}$ | 0.0 | $6.42 \times 10^{-3}$ | 0.0 | $1.95 \times 10^{-3}$ | 0.0 | $1.57 \times 10^{-3}$ | 0.0 |
| 4096 | $8.99 \times 10^{-3}$ | 0.0 | $6.42 \times 10^{-3}$ | 0.0 | $1.95 \times 10^{-3}$ | 0.0 | $1.57 \times 10^{-3}$ | 0.0 |
| 8192 | $8.99 \times 10^{-3}$ | 0.0 | $6.42 \times 10^{-3}$ | 0.0 | $1.95 \times 10^{-3}$ | 0.0 | $1.57 \times 10^{-3}$ | 0.0 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $4.54 \times 10^{-2}$ |  | $4.76 \times 10^{-1}$ |  | $3.52 \times 10^{-2}$ |  | $5.12 \times 10^{-1}$ |  |
| 64 | $5.93 \times 10^{-2}$ | -0.4 | $3.43 \times 10^{-1}$ | 0.5 | $9.37 \times 10^{-2}$ | -1.4 | $3.84 \times 10^{-1}$ | 0.4 |
| 128 | $1.92 \times 10^{-2}$ | 1.6 | $1.25 \times 10^{-1}$ | 1.5 | $6.30 \times 10^{-2}$ | 0.6 | $2.88 \times 10^{-1}$ | 0.4 |
| 256 | $2.13 \times 10^{-3}$ | 3.2 | $2.03 \times 10^{-2}$ | 2.6 | $1.98 \times 10^{-2}$ | 1.7 | $1.26 \times 10^{-1}$ | 1.2 |
| 512 | $2.84 \times 10^{-4}$ | 2.9 | $2.16 \times 10^{-3}$ | 3.2 | $2.52 \times 10^{-3}$ | 3.0 | $1.99 \times 10^{-2}$ | 2.7 |
| 1024 | $4.50 \times 10^{-4}$ | -0.7 | $5.28 \times 10^{-4}$ | 2.0 | $9.31 \times 10^{-5}$ | 4.8 | $1.82 \times 10^{-3}$ | 3.5 |
| 2048 | $4.58 \times 10^{-4}$ | -0.0 | $3.95 \times 10^{-4}$ | 0.4 | $1.11 \times 10^{-4}$ | -0.2 | $2.16 \times 10^{-4}$ | 3.1 |
| 4096 | $4.57 \times 10^{-4}$ | 0.0 | $3.81 \times 10^{-4}$ | 0.1 | $1.22 \times 10^{-4}$ | -0.1 | $9.63 \times 10^{-5}$ | 1.2 |
| 8192 | $4.57 \times 10^{-4}$ | 0.0 | $3.79 \times 10^{-4}$ | 0.0 | $1.23 \times 10^{-4}$ | -0.0 | $8.59 \times 10^{-5}$ | 0.2 |

Table A.12. Grid convergence for Robin Case 1 with BC1 (4.4).

| $n$ | $E_{\text {DDM } 1}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM } 1}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $3.26 \times 10^{-1}$ |  | $1.22 \times 10^{-1}$ |  | $6.66 \times 10^{-1}$ |  | $5.10 \times 10^{-1}$ |  |
| 64 | $2.07 \times 10^{-1}$ | 0.7 | $2.12 \times 10^{-1}$ | -0.8 | $2.13 \times 10^{-1}$ | 1.6 | $1.13 \times 10^{-1}$ | 2.2 |
| 128 | $1.79 \times 10^{-1}$ | 0.2 | $2.36 \times 10^{-1}$ | -0.2 | $9.18 \times 10^{-2}$ | 1.2 | $2.25 \times 10^{-2}$ | 2.3 |
| 256 | $1.72 \times 10^{-1}$ | 0.1 | $2.42 \times 10^{-1}$ | -0.0 | $6.18 \times 10^{-2}$ | 0.6 | $3.94 \times 10^{-2}$ | -0.8 |
| 512 | $1.70 \times 10^{-1}$ | 0.0 | $2.43 \times 10^{-1}$ | -0.0 | $5.45 \times 10^{-2}$ | 0.2 | $4.58 \times 10^{-2}$ | -0.2 |
| 1024 | $1.70 \times 10^{-1}$ | 0.0 | $2.44 \times 10^{-1}$ | -0.0 | $5.27 \times 10^{-2}$ | 0.0 | $4.74 \times 10^{-2}$ | -0.1 |
| 2048 | $1.70 \times 10^{-1}$ | 0.0 | $2.44 \times 10^{-1}$ | -0.0 | $5.23 \times 10^{-2}$ | 0.0 | $4.78 \times 10^{-2}$ | -0.0 |
| 4096 | $1.70 \times 10^{-1}$ | 0.0 | $2.44 \times 10^{-1}$ | -0.0 | $5.22 \times 10^{-2}$ | 0.0 | $4.79 \times 10^{-2}$ | -0.0 |
| 8192 | $1.70 \times 10^{-1}$ | 0.0 | $2.44 \times 10^{-1}$ | -0.0 | $5.21 \times 10^{-2}$ | 0.0 | $4.79 \times 10^{-2}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | 1.94 |  | 1.69 |  |  |  |  |  |
| 64 | $6.11 \times 10^{-1}$ | 1.7 | $5.62 \times 10^{-1}$ | 1.6 | 1.87 |  | 1.64 |  |
| 128 | $1.78 \times 10^{-1}$ | 1.8 | $1.55 \times 10^{-1}$ | 1.9 | $5.84 \times 10^{-1}$ | 1.7 | $5.57 \times 10^{-1}$ | 1.6 |
| 256 | $6.12 \times 10^{-2}$ | 1.5 | $4.08 \times 10^{-2}$ | 1.9 | $1.63 \times 10^{-1}$ | 1.8 | $1.57 \times 10^{-1}$ | 1.8 |
| 512 | $3.15 \times 10^{-2}$ | 1.0 | $1.32 \times 10^{-2}$ | 1.6 | $4.90 \times 10^{-2}$ | 1.7 | $4.42 \times 10^{-2}$ | 1.8 |
| 1024 | $2.41 \times 10^{-2}$ | 0.4 | $8.70 \times 10^{-3}$ | 0.6 | $1.99 \times 10^{-2}$ | 1.3 | $1.52 \times 10^{-2}$ | 1.5 |
| 2048 | $2.23 \times 10^{-2}$ | 0.1 | $8.30 \times 10^{-3}$ | 0.1 | $1.26 \times 10^{-2}$ | 0.7 | $8.12 \times 10^{-3}$ | 0.9 |
| 4096 | $2.19 \times 10^{-2}$ | 0.0 | $8.26 \times 10^{-3}$ | 0.0 | $1.08 \times 10^{-2}$ | 0.2 | $6.42 \times 10^{-3}$ | 0.3 |
| 8192 | $2.18 \times 10^{-2}$ | 0.0 | $8.26 \times 10^{-3}$ | 0.0 | $1.03 \times 10^{-2}$ | 0.1 | $6.01 \times 10^{-3}$ | 0.1 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 64 | 4.88 |  | 3.39 |  |  |  |  |  |
| 128 | 1.86 | 1.4 | 1.62 | 1.1 | 5.04 |  | 3.81 |  |
| 256 | $5.70 \times 10^{-1}$ | 1.7 | $5.47 \times 10^{-1}$ | 1.6 | 1.84 | 1.5 | 1.59 | 1.3 |
| 512 | $1.56 \times 10^{-1}$ | 1.9 | $1.53 \times 10^{-1}$ | 1.8 | $5.63 \times 10^{-1}$ | 1.7 | $5.41 \times 10^{-1}$ | 1.6 |
| 1024 | $4.34 \times 10^{-2}$ | 1.8 | $4.22 \times 10^{-2}$ | 1.9 | $1.52 \times 10^{-1}$ | 1.9 | $1.51 \times 10^{-1}$ | 1.8 |
| 2048 | $1.46 \times 10^{-2}$ | 1.6 | $1.34 \times 10^{-2}$ | 1.6 | $4.06 \times 10^{-2}$ | 1.9 | $4.03 \times 10^{-2}$ | 1.9 |
| 4096 | $7.36 \times 10^{-3}$ | 1.0 | $6.24 \times 10^{-3}$ | 1.1 | $1.20 \times 10^{-2}$ | 1.8 | $1.18 \times 10^{-2}$ | 1.8 |
| 8192 | $5.57 \times 10^{-3}$ | 0.4 | $4.46 \times 10^{-3}$ | 0.5 | $4.85 \times 10^{-3}$ | 1.3 | $4.57 \times 10^{-3}$ | 1.4 |

Table A.13. Grid convergence for Robin Case 1 with BC2 (4.22).

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $1.37 \times 10^{-1}$ |  | $2.73 \times 10^{-2}$ |  | $3.16 \times 10^{-2}$ |  | $1.78 \times 10^{-2}$ |  |
| 64 | $1.34 \times 10^{-1}$ | 0.0 | $2.73 \times 10^{-2}$ | 0.0 | $2.86 \times 10^{-2}$ | 0.1 | $9.98 \times 10^{-3}$ | 0.8 |
| 128 | $1.33 \times 10^{-1}$ | 0.0 | $2.74 \times 10^{-2}$ | -0.0 | $2.78 \times 10^{-2}$ | 0.0 | $8.95 \times 10^{-3}$ | 0.2 |
| 256 | $1.32 \times 10^{-1}$ | 0.0 | $2.75 \times 10^{-2}$ | -0.0 | $2.76 \times 10^{-2}$ | 0.0 | $8.80 \times 10^{-3}$ | 0.0 |
| 512 | $1.32 \times 10^{-1}$ | 0.0 | $2.75 \times 10^{-2}$ | 0.0 | $2.76 \times 10^{-2}$ | 0.0 | $8.78 \times 10^{-3}$ | 0.0 |
| 1024 | $1.32 \times 10^{-1}$ | 0.0 | $2.75 \times 10^{-2}$ | -0.0 | $2.75 \times 10^{-2}$ | 0.0 | $8.77 \times 10^{-3}$ | 0.0 |
| 2048 | $1.32 \times 10^{-1}$ | 0.0 | $2.75 \times 10^{-2}$ | -0.0 | $2.75 \times 10^{-2}$ | 0.0 | $8.77 \times 10^{-3}$ | 0.0 |
| 4096 | $1.32 \times 10^{-1}$ | 0.0 | $2.75 \times 10^{-2}$ | -0.0 | $2.75 \times 10^{-2}$ | 0.0 | $8.77 \times 10^{-3}$ | 0.0 |
| 8192 | $1.32 \times 10^{-1}$ | 0.0 | $2.75 \times 10^{-2}$ | 0.0 | $2.75 \times 10^{-2}$ | 0.0 | $8.77 \times 10^{-3}$ | 0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $5.54 \times 10^{-3}$ |  | $4.18 \times 10^{-2}$ |  |  |  |  |  |
| 64 | $5.62 \times 10^{-3}$ | -0.0 | $9.72 \times 10^{-3}$ | 2.1 | $5.52 \times 10^{-3}$ |  | $4.29 \times 10^{-2}$ |  |
| 128 | $5.46 \times 10^{-3}$ | 0.0 | $3.06 \times 10^{-3}$ | 1.7 | $7.81 \times 10^{-4}$ | 2.8 | $7.67 \times 10^{-3}$ | 2.5 |
| 256 | $5.33 \times 10^{-3}$ | 0.0 | $2.30 \times 10^{-3}$ | 0.4 | $1.02 \times 10^{-3}$ | -0.4 | $1.25 \times 10^{-3}$ | 2.6 |
| 512 | $5.29 \times 10^{-3}$ | 0.0 | $2.22 \times 10^{-3}$ | 0.1 | $1.03 \times 10^{-3}$ | -0.0 | $6.18 \times 10^{-4}$ | 1.0 |
| 1024 | $5.27 \times 10^{-3}$ | 0.0 | $2.20 \times 10^{-3}$ | 0.0 | $1.02 \times 10^{-3}$ | 0.0 | $5.57 \times 10^{-4}$ | 0.2 |
| 2048 | $5.27 \times 10^{-3}$ | 0.0 | $2.20 \times 10^{-3}$ | 0.0 | $1.02 \times 10^{-3}$ | 0.0 | $5.49 \times 10^{-4}$ | 0.0 |
| 4096 | $5.27 \times 10^{-3}$ | 0.0 | $2.20 \times 10^{-3}$ | 0.0 | $1.02 \times 10^{-3}$ | 0.0 | $5.48 \times 10^{-4}$ | 0.0 |
| 8192 | $5.27 \times 10^{-3}$ | 0.0 | $2.20 \times 10^{-3}$ | 0.0 | $1.02 \times 10^{-3}$ | 0.0 | $5.47 \times 10^{-4}$ | 0.0 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $1.79 \times 10^{-2}$ |  | $1.85 \times 10^{-1}$ |  |  |  |  |  |
| 64 | $2.13 \times 10^{-2}$ | -0.2 | $1.28 \times 10^{-1}$ | 0.5 |  |  |  |  |
| 128 | $6.75 \times 10^{-3}$ | 1.7 | $4.49 \times 10^{-2}$ | 1.5 | $2.26 \times 10^{-2}$ |  | $1.07 \times 10^{-1}$ |  |
| 256 | $7.41 \times 10^{-4}$ | 3.2 | $7.19 \times 10^{-3}$ | 2.6 | $7.04 \times 10^{-3}$ | 1.7 | $4.55 \times 10^{-2}$ | 1.2 |
| 512 | $1.67 \times 10^{-4}$ | 2.1 | $7.75 \times 10^{-4}$ | 3.2 | $8.89 \times 10^{-4}$ | 3.0 | $7.07 \times 10^{-3}$ | 2.7 |
| 1024 | $2.08 \times 10^{-4}$ | -0.3 | $1.91 \times 10^{-4}$ | 2.0 | $4.12 \times 10^{-5}$ | 4.4 | $6.46 \times 10^{-4}$ | 3.5 |
| 2048 | $2.09 \times 10^{-4}$ | -0.0 | $1.42 \times 10^{-4}$ | 0.4 | $4.54 \times 10^{-5}$ | -0.1 | $7.99 \times 10^{-5}$ | 3.0 |
| 4096 | $2.08 \times 10^{-4}$ | 0.0 | $1.36 \times 10^{-4}$ | 0.1 | $4.87 \times 10^{-5}$ | -0.1 | $3.79 \times 10^{-5}$ | 1.1 |
| 8192 | $2.08 \times 10^{-4}$ | 0.0 | $1.35 \times 10^{-4}$ | 0.0 | $4.88 \times 10^{-5}$ | -0.0 | $3.43 \times 10^{-5}$ | 0.1 |

Table A.14. Grid convergence for Robin Case 2 with BC1 (4.4).

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM } 1}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $1.51 \times 10^{-1}$ |  | $5.95 \times 10^{-2}$ |  | $2.07 \times 10^{-1}$ |  | $1.51 \times 10^{-1}$ |  |
| 64 | $1.22 \times 10^{-1}$ | 0.3 | $8.75 \times 10^{-2}$ | -0.6 | $7.03 \times 10^{-2}$ | 1.6 | $3.36 \times 10^{-2}$ | 2.2 |
| 128 | $1.16 \times 10^{-1}$ | 0.1 | $9.53 \times 10^{-2}$ | -0.1 | $3.44 \times 10^{-2}$ | 1.0 | $2.20 \times 10^{-2}$ | 0.6 |
| 256 | $1.14 \times 10^{-1}$ | 0.0 | $9.73 \times 10^{-2}$ | -0.0 | $2.72 \times 10^{-2}$ | 0.3 | $2.79 \times 10^{-2}$ | -0.3 |
| 512 | $1.14 \times 10^{-1}$ | 0.0 | $9.78 \times 10^{-2}$ | -0.0 | $2.58 \times 10^{-2}$ | 0.1 | $2.97 \times 10^{-2}$ | -0.1 |
| 1024 | $1.14 \times 10^{-1}$ | 0.0 | $9.79 \times 10^{-2}$ | -0.0 | $2.55 \times 10^{-2}$ | 0.0 | $3.02 \times 10^{-2}$ | -0.0 |
| 2048 | $1.14 \times 10^{-1}$ | 0.0 | $9.80 \times 10^{-2}$ | -0.0 | $2.54 \times 10^{-2}$ | 0.0 | $3.03 \times 10^{-2}$ | -0.0 |
| 4096 | $1.14 \times 10^{-1}$ | 0.0 | $9.80 \times 10^{-2}$ | -0.0 | $2.54 \times 10^{-2}$ | 0.0 | $3.03 \times 10^{-2}$ | -0.0 |
| 8192 | $1.14 \times 10^{-1}$ | 0.0 | $9.80 \times 10^{-2}$ | -0.0 | $2.54 \times 10^{-2}$ | 0.0 | $3.03 \times 10^{-2}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| $32$ | $5.28 \times 10^{-1}$ |  | $4.66 \times 10^{-1}$ |  |  |  |  |  |
| 64 | $1.93 \times 10^{-1}$ | 1.5 | $1.77 \times 10^{-1}$ | 1.4 | $5.17 \times 10^{-1}$ |  | $4.64 \times 10^{-1}$ |  |
| 128 | $5.87 \times 10^{-2}$ | 1.7 | $5.02 \times 10^{-2}$ | 1.8 | $1.88 \times 10^{-1}$ | 1.5 | $1.79 \times 10^{-1}$ | 1.4 |
| 256 | $2.02 \times 10^{-2}$ | 1.5 | $1.36 \times 10^{-2}$ | 1.9 | $5.52 \times 10^{-2}$ | 1.8 | $5.30 \times 10^{-2}$ | 1.8 |
| 512 | $1.10 \times 10^{-2}$ | 0.9 | $7.81 \times 10^{-3}$ | 0.8 | $1.66 \times 10^{-2}$ | 1.7 | $1.49 \times 10^{-2}$ | 1.8 |
| 1024 | $9.09 \times 10^{-3}$ | 0.3 | $7.89 \times 10^{-3}$ | -0.0 | $6.78 \times 10^{-3}$ | 1.3 | $5.36 \times 10^{-3}$ | 1.5 |
| 2048 | $8.66 \times 10^{-3}$ | 0.1 | $8.04 \times 10^{-3}$ | -0.0 | $4.50 \times 10^{-3}$ | 0.6 | $3.45 \times 10^{-3}$ | 0.6 |
| 4096 | $8.56 \times 10^{-3}$ | 0.0 | $8.09 \times 10^{-3}$ | -0.0 | $3.98 \times 10^{-3}$ | 0.2 | $3.12 \times 10^{-3}$ | 0.1 |
| 8192 | $8.54 \times 10^{-3}$ | 0.0 | $8.10 \times 10^{-3}$ | -0.0 | $3.86 \times 10^{-3}$ | 0.0 | $3.05 \times 10^{-3}$ | 0.0 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | 1.56 |  | 1.11 |  |  |  |  |  |
| 64 | 1.01 | 0.6 | $8.02 \times 10^{-1}$ | 0.5 | 1.53 |  | 1.27 |  |
| 128 | $5.16 \times 10^{-1}$ | 1.0 | $4.61 \times 10^{-1}$ | 0.8 | 1.03 | 0.6 | $8.68 \times 10^{-1}$ | 0.5 |
| 256 | $1.85 \times 10^{-1}$ | 1.5 | $1.78 \times 10^{-1}$ | 1.4 | $5.13 \times 10^{-1}$ | 1.0 | $4.58 \times 10^{-1}$ | 0.9 |
| 512 | $5.35 \times 10^{-2}$ | 1.8 | $5.26 \times 10^{-2}$ | 1.8 | $1.84 \times 10^{-1}$ | 1.5 | $1.77 \times 10^{-1}$ | 1.4 |
| 1024 | $1.50 \times 10^{-2}$ | 1.8 | $1.46 \times 10^{-2}$ | 1.8 | $5.25 \times 10^{-2}$ | 1.8 | $5.20 \times 10^{-2}$ | 1.8 |
| 2048 | $5.04 \times 10^{-3}$ | 1.6 | $4.65 \times 10^{-3}$ | 1.7 | $1.42 \times 10^{-2}$ | 1.9 | $1.41 \times 10^{-2}$ | 1.9 |
| 4096 | $2.59 \times 10^{-3}$ | 1.0 | $2.24 \times 10^{-3}$ | 1.1 | $4.21 \times 10^{-3}$ | 1.8 | $4.11 \times 10^{-3}$ | 1.8 |
| 8192 | $2.01 \times 10^{-3}$ | 0.4 | $1.69 \times 10^{-3}$ | 0.4 | $1.70 \times 10^{-3}$ | 1.3 | $1.60 \times 10^{-3}$ | 1.4 |

Table A.15. Grid convergence for Robin Case 2 with BC2 (4.22).

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $9.54 \times 10^{-2}$ |  | $4.57 \times 10^{-2}$ |  | $2.98 \times 10^{-2}$ |  | $1.87 \times 10^{-2}$ |  |
| 64 | $8.63 \times 10^{-2}$ | 0.1 | $4.01 \times 10^{-2}$ | 0.2 | $2.24 \times 10^{-2}$ | 0.4 | $1.25 \times 10^{-2}$ | 0.6 |
| 128 | $8.24 \times 10^{-2}$ | 0.1 | $3.75 \times 10^{-2}$ | 0.1 | $1.93 \times 10^{-2}$ | 0.2 | $9.76 \times 10^{-3}$ | 0.4 |
| 256 | $8.06 \times 10^{-2}$ | 0.0 | $3.67 \times 10^{-2}$ | 0.0 | $1.78 \times 10^{-2}$ | 0.1 | $8.52 \times 10^{-3}$ | 0.2 |
| 512 | $7.97 \times 10^{-2}$ | 0.0 | $3.64 \times 10^{-2}$ | 0.0 | $1.71 \times 10^{-2}$ | 0.1 | $7.92 \times 10^{-3}$ | 0.1 |
| 1024 | $7.92 \times 10^{-2}$ | 0.0 | $3.62 \times 10^{-2}$ | 0.0 | $1.67 \times 10^{-2}$ | 0.0 | $7.63 \times 10^{-3}$ | 0.1 |
| 2048 | $7.90 \times 10^{-2}$ | 0.0 | $3.61 \times 10^{-2}$ | 0.0 | $1.66 \times 10^{-2}$ | 0.0 | $7.49 \times 10^{-3}$ | 0.0 |
| 4096 | $7.89 \times 10^{-2}$ | 0.0 | $3.61 \times 10^{-2}$ | 0.0 | $1.65 \times 10^{-2}$ | 0.0 | $7.42 \times 10^{-3}$ | 0.0 |
| 8192 | $7.89 \times 10^{-2}$ | 0.0 | $3.60 \times 10^{-2}$ | 0.0 | $1.64 \times 10^{-2}$ | 0.0 | $7.38 \times 10^{-3}$ | 0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $1.56 \times 10^{-2}$ |  | $4.95 \times 10^{-3}$ |  | $1.14 \times 10^{-2}$ |  | $8.47 \times 10^{-3}$ |  |
| 64 | $9.30 \times 10^{-3}$ | 0.7 | $6.16 \times 10^{-3}$ | -0.3 | $6.28 \times 10^{-3}$ | 0.9 | $4.14 \times 10^{-3}$ | 1.0 |
| 128 | $6.33 \times 10^{-3}$ | 0.6 | $3.78 \times 10^{-3}$ | 0.7 | $3.49 \times 10^{-3}$ | 0.8 | $2.39 \times 10^{-3}$ | 0.8 |
| 256 | $4.96 \times 10^{-3}$ | 0.4 | $2.67 \times 10^{-3}$ | 0.5 | $2.14 \times 10^{-3}$ | 0.7 | $1.35 \times 10^{-3}$ | 0.8 |
| 512 | $4.30 \times 10^{-3}$ | 0.2 | $2.15 \times 10^{-3}$ | 0.3 | $1.49 \times 10^{-3}$ | 0.5 | $8.50 \times 10^{-4}$ | 0.7 |
| 1024 | $3.98 \times 10^{-3}$ | 0.1 | $1.90 \times 10^{-3}$ | 0.2 | $1.18 \times 10^{-3}$ | 0.3 | $6.12 \times 10^{-4}$ | 0.5 |
| 2048 | $3.82 \times 10^{-3}$ | 0.1 | $1.79 \times 10^{-3}$ | 0.1 | $1.02 \times 10^{-3}$ | 0.2 | $5.02 \times 10^{-4}$ | 0.3 |
| 4096 | $3.74 \times 10^{-3}$ | 0.0 | $1.74 \times 10^{-3}$ | 0.0 | $9.42 \times 10^{-4}$ | 0.1 | $4.52 \times 10^{-4}$ | 0.2 |
| 8192 | $3.70 \times 10^{-3}$ | 0.0 | $1.71 \times 10^{-3}$ | 0.0 | $9.04 \times 10^{-4}$ | 0.1 | $4.28 \times 10^{-4}$ | 0.1 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | $1.06 \times 10^{-2}$ |  | $1.31 \times 10^{-2}$ |  | $1.06 \times 10^{-2}$ |  | $1.31 \times 10^{-2}$ |  |
| 64 | $5.35 \times 10^{-3}$ | 1.0 | $3.97 \times 10^{-3}$ | 1.7 | $5.19 \times 10^{-3}$ | 1.0 | $6.06 \times 10^{-3}$ | 1.1 |
| 128 | $2.81 \times 10^{-3}$ | 0.9 | $1.95 \times 10^{-3}$ | 1.0 | $2.60 \times 10^{-3}$ | 1.0 | $1.91 \times 10^{-3}$ | 1.7 |
| 256 | $1.49 \times 10^{-3}$ | 0.9 | $1.04 \times 10^{-3}$ | 0.9 | $1.33 \times 10^{-3}$ | 1.0 | $9.33 \times 10^{-4}$ | 1.0 |
| 512 | $8.45 \times 10^{-4}$ | 0.8 | $5.50 \times 10^{-4}$ | 0.9 | $6.90 \times 10^{-4}$ | 1.0 | $4.74 \times 10^{-4}$ | 1.0 |
| 1024 | $5.27 \times 10^{-4}$ | 0.7 | $3.13 \times 10^{-4}$ | 0.8 | $3.71 \times 10^{-4}$ | 0.9 | $2.43 \times 10^{-4}$ | 1.0 |
| 2048 | $3.69 \times 10^{-4}$ | 0.5 | $1.98 \times 10^{-4}$ | 0.7 | $2.14 \times 10^{-4}$ | 0.8 | $1.28 \times 10^{-4}$ | 0.9 |
| 4096 | $2.91 \times 10^{-4}$ | 0.3 | $1.44 \times 10^{-4}$ | 0.5 | $1.35 \times 10^{-4}$ | 0.7 | $7.16 \times 10^{-5}$ | 0.8 |
| 8192 | $2.53 \times 10^{-4}$ | 0.2 | $1.19 \times 10^{-4}$ | 0.3 | $9.61 \times 10^{-5}$ | 0.5 | $4.46 \times 10^{-5}$ | 0.7 |

Table A.16. Grid convergence for Robin Case 3 with BC1 (4.4).

| $n$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ | $E_{\text {DDM1 }}$ | $k$ | $E_{\text {DDM2 }}$ | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=0.800$ |  |  |  |  | $\epsilon=0.400$ |  |  |  |
| 32 | $1.43 \times 10^{-1}$ |  | $3.54 \times 10^{-2}$ |  | $1.70 \times 10^{-1}$ |  | $1.02 \times 10^{-1}$ |  |
| 64 | $1.02 \times 10^{-1}$ | 0.5 | $4.94 \times 10^{-2}$ | -0.5 | $6.33 \times 10^{-2}$ | 1.4 | $2.69 \times 10^{-2}$ | 1.9 |
| 128 | $8.88 \times 10^{-2}$ | 0.2 | $5.37 \times 10^{-2}$ | -0.1 | $3.22 \times 10^{-2}$ | 1.0 | $9.21 \times 10^{-3}$ | 1.5 |
| 256 | $8.42 \times 10^{-2}$ | 0.1 | $5.74 \times 10^{-2}$ | -0.1 | $2.32 \times 10^{-2}$ | 0.5 | $8.56 \times 10^{-3}$ | 0.1 |
| 512 | $8.23 \times 10^{-2}$ | 0.0 | $7.05 \times 10^{-2}$ | -0.3 | $2.04 \times 10^{-2}$ | 0.2 | $8.88 \times 10^{-3}$ | -0.1 |
| 1024 |  |  |  |  | $1.94 \times 10^{-2}$ | 0.1 | $9.03 \times 10^{-3}$ | -0.0 |
| 2048 |  |  |  |  | $1.90 \times 10^{-2}$ | 0.0 | $9.15 \times 10^{-3}$ | -0.0 |
| 4096 |  |  |  |  | $1.89 \times 10^{-2}$ | 0.0 | $9.22 \times 10^{-3}$ | -0.0 |
| $\epsilon=0.200$ |  |  |  |  | $\epsilon=0.100$ |  |  |  |
| 32 | $4.00 \times 10^{-1}$ |  | $8.56 \times 10^{-1}$ |  | $9.52 \times 10^{-1}$ |  | $8.39 \times 10^{-1}$ |  |
| 64 | $1.42 \times 10^{-1}$ | 1.5 | $1.20 \times 10^{-1}$ | 2.8 | $3.84 \times 10^{-1}$ | 1.3 | $3.58 \times 10^{-1}$ | 1.2 |
| 128 | $4.41 \times 10^{-2}$ | 1.7 | $3.36 \times 10^{-2}$ | 1.8 | $1.31 \times 10^{-1}$ | 1.5 | $1.23 \times 10^{-1}$ | 1.5 |
| 256 | $1.65 \times 10^{-2}$ | 1.4 | $9.86 \times 10^{-3}$ | 1.8 | $3.79 \times 10^{-2}$ | 1.8 | $3.42 \times 10^{-2}$ | 1.8 |
| 512 | $8.96 \times 10^{-3}$ | 0.9 | $4.26 \times 10^{-3}$ | 1.2 | $1.18 \times 10^{-2}$ | 1.7 | $9.62 \times 10^{-3}$ | 1.8 |
| 1024 | $6.81 \times 10^{-3}$ | 0.4 | $3.19 \times 10^{-3}$ | 0.4 | $4.84 \times 10^{-3}$ | 1.3 | $3.39 \times 10^{-3}$ | 1.5 |
| 2048 | $6.14 \times 10^{-3}$ | 0.1 | $3.00 \times 10^{-3}$ | 0.1 | $2.98 \times 10^{-3}$ | 0.7 | $1.89 \times 10^{-3}$ | 0.8 |
| 4096 | $5.90 \times 10^{-3}$ | 0.1 | $2.97 \times 10^{-3}$ | 0.0 | $2.45 \times 10^{-3}$ | 0.3 | $1.54 \times 10^{-3}$ | 0.3 |
| $\epsilon=0.050$ |  |  |  |  | $\epsilon=0.025$ |  |  |  |
| 32 | 2.34 |  | 1.86 |  | $5.26 \times 10^{-0}$ |  | $3.63 \times 10^{-0}$ |  |
| 64 | $9.48 \times 10^{-1}$ | 1.3 | $8.89 \times 10^{-1}$ | 1.1 | $2.34 \times 10^{-0}$ | 1.2 | $2.09 \times 10^{-0}$ | 0.8 |
| 128 | $3.77 \times 10^{-1}$ | 1.3 | $3.65 \times 10^{-1}$ | 1.3 | $9.46 \times 10^{-1}$ | 1.3 | $9.16 \times 10^{-1}$ | 1.2 |
| 256 | $1.27 \times 10^{-1}$ | 1.6 | $1.24 \times 10^{-1}$ | 1.6 | $3.74 \times 10^{-1}$ | 1.3 | $3.68 \times 10^{-1}$ | 1.3 |
| 512 | $3.54 \times 10^{-2}$ | 1.8 | $3.39 \times 10^{-2}$ | 1.9 | $1.25 \times 10^{-1}$ | 1.6 | $1.24 \times 10^{-1}$ | 1.6 |
| 1024 | $9.96 \times 10^{-3}$ | 1.8 | $9.17 \times 10^{-3}$ | 1.9 | $3.43 \times 10^{-2}$ | 1.9 | $3.36 \times 10^{-2}$ | 1.9 |
| 2048 | $3.34 \times 10^{-3}$ | 1.6 | $2.85 \times 10^{-3}$ | 1.7 | $9.18 \times 10^{-3}$ | 1.9 | $8.85 \times 10^{-3}$ | 1.9 |
| 4096 | $1.61 \times 10^{-3}$ | 1.1 | $1.27 \times 10^{-3}$ | 1.2 | $2.70 \times 10^{-3}$ | 1.8 | $2.51 \times 10^{-3}$ | 1.8 |

Table A.17. Grid convergence for Robin Case 3 with BC2 (4.22).


[^0]:    *FLNG facilities do not yet exist, although a facility is under development by Royal Dutch Shell [68]. The construction of this facility was started in 2012, and the first drilling is stated to commence in 2013 [60].

[^1]:    *The method is called LM in the paper. Here CFDM is used, in order to be consistent with the rest of the thesis.

[^2]:    ${ }^{1}$ The marching-squares algorithm is an equivalent two-dimensional formulation of the well known marchingcubes algorithm presented in [10]. The algorithm was mainly developed for use in computer graphics.
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