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For dynamically sensitive marine structures orinestructures subjected to large
displacements the extreme response is often detednain the basis of short term time
domain simulation of extreme sea states usingrnkiga@mental contour line method.

A challenge with time-domain analysis is the reprgation of the sea spectrum. For linear
analysis and small displacements is common toasted=burier transform (FFT) of the sea
spectrum. In order to avoid repetition of the waistory several thousand of uniformly
spaced wave components may be needed. For nonlimeadomain simulations the
computational requirements of FFT will become ploghie. An alternative to FFT is to use a
few wave components based on equal area prindipls.implies that emphasis is placed on
the energy rich parts of the wave spectrum. Tieeracy of this method must be
demonstrated. Using the computer program USF@@&stshown in a previous master thesis
work that this method is quite good for floatingustures with eigenperiods far away from
the energy rich periods of the wave spectrum, é&g hccurate for structures with
eigenperiods in the range of 4-5 seconds. Thetsedapend also on whether the wave forces
are mass dominated or drag dominated. It has heggested that the accuracy may be
improved by increasing the subdivision of the wagectrum in the vicinity of the structure
eigenperiod(s).

In USFOS the built-in algorithm for realisationigegular seas states is based upon linear
wave theory and extrapolation of wave kinematicth&instantaneous sea surface (Wheeler
stretching). Improved accuracy is obtained by u€tgrder wave theory for surface
elevation Wheeler stretching of linear wave kineosato the surface, and the user may
specify the frequency components of the discretrggee spectrum in the input. Most correct
is to base wave kinematics completely dif @der theory. In USFOS pre-calculated wave
kinematics may be represented on a 3D grid andool&ion to actual structure coordinates.
It is of interest to compare these methods witheesto extreme response for dynamically
sensitive structures.



The following topics should be addressed in thggatovork:

1.

Familiarize with thevATLAB based open source code progranro for analysis of
stochastic time processes.

Familiarize with the scripting technique for autdim&onduction of repetitive
simulations with USFOS and post-processing of tegukfer
http://www.ivt.ntnu.no/imt/software/usfos:scripting

Perform time domain dynamic simulation of tensieg tower for offshore wind
turbine, thesway concept. Focus is placed on the wave kinematicsandtural
response of the tower subjected to waves withut®rte in idle position. Simulations
shall be carried out with both with constant freguiewidth and the equal area
method. The number of wave components shall bedari

Alternatively, simulations shall be carried outlwionstant frequency width, but with
random frequency within the interval, it is referte the papeA comparative study of
theoretical models for slow drift sway motions aharine structurdy Zhao and
Faltinsen. Finally, analyses shall also be camgdwhere the amplitude of each
individual wave component shall also be considereahdom variable. It is suggested
to create aMATLAB program to generate the wave components, whiclbeagead by
USFOS.

Compare the statistical properties of the simulaistbries and assesses the adequacy
of using the various methods. | shall be concluniethe required number of wave
components to achieve acceptable accuracy.

An alternative to direct calculation of wave kindiosiis to pre-calculate the
kinematics in time and space and to tabulate tmeannumerical grid. For a selected
method of simulating irregular seas investigateréwgiired resolution of the grid to
obtain acceptably accurate results. To the extea permits perform simulation of
the response using®order wave kinematics and compare with the redased on
linear theory.

Conclusions and recommendations for further work.
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the time domain. Focus has been on investigatie@tequacy of different methods to realize
the sea spectrum in the time domain. The methadsatle studied are the Equal Area
Principle, constant frequency width with wave freqay randomly selected within the
integration interval, and constant frequency widtth both randomly selected wave
frequency and Rayleigh distributed amplitude. Ti@ant of necessary components to obtain
accurate results is also addressed.

| would like to thank my supervisor Professor Jargendahl for helping me with questions
that arose during my thesis work. The thesis wak leen done outside the university, and
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Summary

For dynamically sensitive marine structures or mastructures subjected to large
displacements the extreme response is often detedain the basis of short term time
domain simulation of extreme sea states usingrnlkiga@mental contour line method.

A challenge with time-domain analysis is the reprgation of the sea spectrum. For linear
analysis and small displacements it is common ¢ofast Fourier transform (FFT) for
realization of the sea spectrum. In order to avejktition of the wave history several
thousand of uniformly spaced wave components maykéded. For nonlinear time domain
simulations the computational requirements of FRHTI'lvecome prohibitive. An alternative to
FFT is to use fewer wave components based on egealprinciple (EAP). This implies that
emphasis is placed on the energy rich parts ofvthee spectrum. The accuracy of this
method must be demonstrated. Using the compubgrgam USFOS it was shown in a
previous master thesis work that this method isequod for floating structures with
eigenperiods far away from the energy rich periaidthe wave spectrum, but less accurate
for structures with eigenperiods in the range &fgeconds. The results depend also on
whether the wave forces are mass dominated ordidnagnated. It has been suggested that the
accuracy may be improved by increasing the subdivisf the wave spectrum in the vicinity
of the structure eigenperiod(s).

In USFOS the built-in algorithm for realisationigegular seas states is based upon linear
wave theory and extrapolation of wave kinematicth&instantaneous sea surface (Wheeler

stretching). Improved accuracy is obtained by uQﬁ‘%order wave theory for surface
elevation Wheeler stretching of linear wave kineosatio the surface, and the user may
specify the frequency components of the discretrggee spectrum in the input. Most correct

is to base wave kinematics completely dif arder theory. In USFOS pre-calculated wave
kinematics may be represented on a 3D grid andpiol&ion to actual structure coordinates.
It is of interest to compare these methods witpeesto extreme response for dynamically
sensitive structures.

This thesis investigates the adequacy of usinge#ié method, and FFT with increased
randomization of wave component frequency (FFTd BRTrfa), for realization of the sea
spectrum. Additionally, wave kinematics are prezakdted and given as input for USFOS
response analysis. The adequacy of the methodsvastigated through dynamic response
analysis of the SWAY tower.

A standard FFT realization of the spectrum, witBd.@ave components, have been used to
perform a dynamic response analysis in the timeailonThis analysis is considered to be a
correct solution, and is used as basis for comgahe three other methods.
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Analyses have been performed with EAP, FFTrf an@irfédFmethods, using 75,100 and 200
components in separate analyses. The FFTrf andf&B&lle used to perform additional
analyses using 1000 components to further confiemtethods applicability. All analyses
have been performed 20 times over using differeatis/phase angles/random parameters for
FFT and EAP simulations, and unique wave data ifgoudll FFTrf and FFTrfa analyses. The
pre-calculated wave kinematics are based on thefube FFTrfa method, using 200
components to realize the spectrum.

The wave spectrum used for calculation of wave ammepts and wave kinematics is the
JONSWAP spectrum, with parameters: significant wasight Hs=16.4, peak period Tp=17,
ad gamma parameter=3.3.

The surface elevation process has been evaluatstisally, and maximums from several
result variables have been collected and evaludtezlmain focus has been on the goodness
of the surface elevation process, and the strdatesponses.

All simulations are carried out for 1500 secondihirst 500 seconds not being recorded to
the result files. This is done to eliminate anysiant response in the beginning of each
simulation.

All methods investigated show satisfying resultgareing the surface elevation process. The
accuracy of the wave profile statistics for thedifred methods when 75 components are
used is a little poorer than for simulations based 00. Best results for the time histories are
found for 200 components.

The dynamic responses obtained from simulationggusie different methods are also
investigated thoroughly. The EAP over predictsrigponses for simulations with 75
components, while the the FFTrf and FFTrfa undemeges the responses using 75
components. The best results using the simplifiethods of spectrum realization is obtained
using the FFTrfa method with 200 components. Batfase elevation process, and load
histories resembles the results of the standardrix&thod almost identically.
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Sammendrag

Dynamisk sensitive strukturer, eller marine farkosttsatt for store forskyvninger vil ofte
veere gjenstand for dynamisk tidsplananylse basekbpttidsstatistisk simuleringer av
ekstreme sjgtilstander. En utfordring med tidsphdyser er realisering av bglgespekteret. En
ofte praktisert metode er Fast Fourier transfororg§jFT) av bglgespekteret. Denne metoden
er trygg og gir ngyaktige resultater for struktamsoppfarer seg lineaert. For struktur med
ikke-lineaer respons, blir metoden veldig omfatterudgtidkrevende. Metoden krever ofte
flere tusen bglgekomponenter for & unngéa repetiajonalgehistorikk. Og vil kreve hay
datakapasitet for utfaring av simulering. Det efalegnskelig a vurdere godheten av en
annen metode, Equal Area Principle(EAP), som exradtiv metode for tidsplanalyser. To
variasjoner av FFT metoden er ogsa undersgkt, éwoegner ut balgekomponenter fra
spekteret ved & bruke en tilfeldig valgt balgefeksy innenfor komponentens
frekvensinterval. Den andre metoden bruker den saftnifeldig valgte frekvensen i
inegrasjonsintervallet, og i tillegg betraktes ealmplituden som en Rayleigh fordelt
variabel. De to sistnevnte metodene er henholdmtsgnet som FFTrf og FFTrfa heretter.

SWAY tarn for flytende vindkraftturbiner er strukém som er blitt gjennomfart simuleringer
pa.

Alle metodene er testet med 75,100, 200 bglgekoemgen | tillegg er FFTr og FFTrf
simulering gjort med 1000 komponenter for a yttgnte vurdere metodene. De er deretter
sammenlignet opp mot en standard FFT basert analgdel 000 bglgekomponenter. Den
sistnevnte analysen er brukt som sammenligningsdgigrfor de andre analysene.

Fra analyser er det hentet data hovedsakelig fgebevingsprosessen, og maksimalutslag fra
gitte parameter studert i responsanalysen: Cardt Kloment midt pa strukturen,
Balgeheving, total bglgelast, aksellerasjon av top pa tarn, sideveis forskyvning av
toppunkt pa tarn.

Analyser er kjgrt i 1500 sekunder for alle simulgegmetoder. De 500 fgrste sekundene er en
initieringsfase for a la strukturen utvikle bevesgeimgnster far resultater lagres til fil. Dette
gjares for & unnga transiente effekter i respolagget i resultatfil.

Alle metoder undersgkt viste tilfredstillende reatdr hva gjelder bglgehevingsprossessen.
Darligst bglgehevingsdata ble funnet for simuleginkjart med 75 komponenter. Det var
likevel sma avvik sammenlignet med hva en kan fat@av simuleringer. Best ut kom
metoder kjgrt med 100 komponenter eller mer. FFog&FTrf tilfredstilte teoretiske
parametere for normalfordelt bglgeprosess veldig br

For dynamisk responsberegning overesitimerte EA@dea resultatene for simuleringer
med 75 komponeneter, mens FFTrf og FFTrfa undeneste responsene ved 75
komponenter som beregningsgrunnlag. Best ut konrfFdglFFTrfa med bruk av 200
komponenter. Simuleringer med de to sistnevnte degtdulgte de beregnede data fra
standard FFT metode nesten identisk.
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Nomenclature

k = wave number

g = Acceleration of gravity

¢ = Velocity potential

{, = Wave amplitude

w = Angular wave frequency

{(t) = sea elevation

N/n = number of wave components

w, = angular wave frequency for wave component n
¢, = Wave amplitude for component n

k,, = Wave umber for component n

€, = Random angular phase angle for component ninmgrfigom 0-Z
S(w) = Wave spectrum, JONSWAP

wy, = Top frequency

T, = the peak period

a = Spectrum parameter

y = topness parameter

w = angular wave frequency

o = JONSWAP spectrum parameter

;I,(C")- Central moments, statistical parameter

,(C")- moments, statistical parameter

Abbreviations

EAP — Equal area principle

FFT — Fast fourier transform

FFTrf — Fast Fourier Transform with increased fieary randomization

FFTrfa — Fast Fourier Transform with frequency @ndzation and Rayleigh distributed
amplitude
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1 Introduction

For dynamically sensitive marine structures or mastructures subjected to large
displacements the extreme response is often detedain the basis of short term time
domain simulation of extreme sea states usingrlkiga@mental contour line method.

A challenge with time-domain analysis is the reprgation of the sea spectrum. For linear
analysis and small displacements is common toaste=burier transform (FFT) of the sea
spectrum. In order to avoid repetition of the waiatory several thousand of uniformly
spaced wave components may be needed. For nonfimsadomain simulations the
computational requirements of FFT will become pioithie. An alternative to FFT is to use a
few wave components based on equal area principl®(Erhe accuracy of this method must
be demonstrated. In addition the FFT method isa@gr with two variations. One makes use
of a randomly selected wave frequency selectedmilie components interval of integration.
The other makes use of the above mentioned ranceudncy, and treats the wave
amplitude as a Rayleigh distributed random variabte three methods are tested for
dynamic response analysis in the time domain, uswgrying amount of components for the
each method. In addition to the adequacy of thestigated methods, the necessary amount
of wave components is also addressed. For pogsithletion of analysis time, wave
kinematics are calculated using the FFT method waitidom frequency and amplitude. The
data are tabulated grid with kinematic data in tspace. The grid wave is used for input to
calculate the response.

Thesis outline

The purpose of this thesis is to investigate trexjadcy of the proposed methods to simulate
irregular sea. A dynamic response analysis is tpdoformed using these methods to simulate
irregular sea. The analysis is carried out using§@S. After conferring with my supervisor,
Professor Jargen Amdabhl, it was concluded that amynamic analysis using these methods
should be carried out.

Chapter 2 presents theoretic background for wageribs used throughout this thesis work.
Chapter 3 presents statistical theory used foruatian of stochastic variables
Chapter 4 Describes the SWAY floating wind turbine

Chapter 5 Describes the USFOS software used, aasvMIATLAB and the use scripting for
efficient running of simulations.

Chapter 6 presents the studies and methods/thegayding the dynamic analysis of the sway
structure.
Chapter 7 Presentation and discussion of resultsdférom the dynamic analyses.

Chapter 8 Conclusion



2 Wave theory

This chapter is dedicated to briefly present wénemty that is used thoughout the thesis
work.

The goodness of a dynamic response analyis formenstructure exposed to wave loads is
dependent on how well the waves are modelled. Linaae theory is widely applied, and is
proven accurate for problems involving small stuuak displacements. When displacements
become large, we are in need of high accuracy iirapalysis, and™ order wave theory must
be applied to get the correct interaction betweamerand response. This subchapter will
present the most relevant theories for establishaugyrate wave kinematics.

2.1 Velocity potential theory

To describe the sea water analytically, we musirasssome physical properties for the
behaviour of the fluidThe water is assumed incompressible and invicid.flthd motion is
irrotational[1]. If these properties are valid for the fluidewan describe the fluid velocity
vectorV, in time and space, by a velocity potental

—Vh=i2® 4% 4 k2=
V—V¢_lax+]ay+kaz—(u,v,w) (2.2)

Wherei, ] andk are unit vectors along the Cartesian coordinagés,ax y and z respectively.
We have assumed that the fluid is incompressiloie tlhus a constant density for the fluid. If
we set up an equilibrium equation for the flow adss inside a control volume, for an
incompressible fluid, we end up with the continwgtyuation:



If we have a cube with sides dx, dy and dz, whienid,fwith densityp, flows through the
cube with velocity u, the instantaneous flow of mper unit time through a flat square,
dy-dz, becomes for flow in the x-direction:

m, = pudydz

~N

| [ ,,

| /

| /
I ——+{> u+ (du/dx)dx

dy

Figure 1 - lllustration of control volume for massflow equilibrium

Mass equilibrium, the change in mass because ofgehen density must be equal to the
difference between incoming and outgoing flow ofkma

dp — __[2(pw) , o(pv) | a(pw)
2 dxdydz = — |22 20+ 22 | dxdydz (2.2)

Equation (2.xx) above results in the continuity agun,

dp |, a(pu) | A(pv) | A(pw) _
at dx + dy + 9z =0 (2.3)

which for an incompressible fluid will have condtdensity, and thus reduces to,

ou v ow
w13, E—O—V-V (2.4)



It then follows that for an irrotational, incompsése fluid, we can write:

V=Vo
VV=0 (2.5)
VZp =0

So for irrotational flow of an incompressible fluidle can express the flow by its velocity
potential explicitly.

Excerpts from “Marin Teknikk 3 — Hydrodynamikk” — Bettersen, 2007, and “Sea loads on
ships and offshore structures” — O.M. Faltinserg§Ql9egarding velocity potential theory and
waves are given below.

In addition to satisfying the Laplace equation, tletocity potential describing the waves
needs to fulfill a set of conditions:

- Equation of continuity(Laplace)

- Normal velocity against seabed shall be equal to wéen we have finite water depth
- Bernoullis equation must be valid on sea surfacaédyic condition)

- The kinematic conditions at sea surface must bsfigat

Below is a description of how these boundary comwl#t are applied for two dimensional
waves. Vertical depth in z-direction is definedteat z = 0 at the surface andz = -d at
seabed

The Laplace equation becomes:

2 2 2
29, 3% 09 _ (2.6)

0x2 dy? 0z2
Seabed boundary condition:

2 _ 9

az

for z=—d (at seabed) (2.7)

The vertical velocity through the sea floor mustzeeo.



Dynamic free surface condition:

The Bernoulli equation must be satisfied at thessetace, meaning that the water pressure at
the sea surface must be equal to the atmosphessyre.

The resulting equation becomes

ap  1((ap\% | (ap\% | [(94\?) _ _
g0+ 23 ((2) + (%) +(2)) =0, z=¢@wp (2.8)
The bold terms on the left side of the equatioa monlinear contribution to the description of
the sea surface pressure. The problem is oftenliiedpto only consist of the linear
contributions. This is a valid approach in sevenmablems, but for wave-response problems
were displacements and/or waves become large, vg¢ eoasider the non-linear interactions
as well.

Kinematic boundary condition:

A fluid particle on the free-surface is assumedtty on the free-surface [Faltinsen].

z={(xy1)

2% L 90 095 _ 2%
ot Toxax T ay dy oz (2.9)

The bold terms in the equation are nonlinear coations. The linear terms express that the
time derivative of the elevation is equal to thetieal velocity of the surface fluid particle,

atz = {(x,y,t)

Combining the kinematic and dynamic boundary coowlét will eliminate { from the
equations, and we get:

02 d i) 1
_a_;f_ga_‘:_(a+5v¢-v)|v¢|2=0, z=(x,y,t) (2.10)



2.2 Linear wave theory

For this thesis, waves are modelled using linearevtheory, also called Airy theory. The
basis for the theory is given by reducing the abhoeationed equations to their linear forms.
This theory is valid when wave amplitude is smelative to the wavelength and dimension
of the body subjected to waves. When the nonlitexans of the boundary conditions are
neglected, the problem becomes a lot easier t@ sdlve boundary conditions for the linear
problem are [Faltinsen]:

9¢ _9¢ on z=0 , Kinematic condition

ot 0z

g7 + % =0 onz=0, Dynamic condition (2.11)
% =0, forz=—d (atseabed) Sea bottom condition

%2¢p | 92¢ | % _
dx2 + dy?2 + dz2 0

The Laplace equation

Water depth considered to be de%m 0.5. Wavelengths are ranging from 100+m to 10m.

The JONSWAP wave spectrum is used for calculaticghewave components, and the
wavelength for the most energy rich waves are batvi®, and 75 m with siginificant
waveheight 16.4 meters. The validity of linear tlyegeems fair, when comparing the
dimension the structure (sway tower), which hagliader shape with diameter less than 9.2
meters for all wetted surfaces.

In the following section the velocity potential ptem for linear waves in finite and deep
waters is derived using the boundary conditionsassimptions given above.

From the dynamic condition, we know that the velppotential must be of the form:
¢ = f(z)sin(kx — wt) (2.12)

When we introduce the demand that the velocitym@kemust satisfy the Laplace equation,
we must solve the differential equation that isdorced. The solution which satisfies the
Laplace equation is:

¢ = (Ae*? + Be *?) sin(kx — wt) (2.13)
The sea bottom boundary condition tells us that

% _patz=-d (2.14)

0z -
The resulting equation becomes

(kAe %% — kBe*®) sin(kx — wt) = 0 (2.15)



Ae k4 = Bekd (2.16)

The above equation is solved to find the constardaad B, and when introducing the
definition of hyperbolic functions, the velocity temtial now looks like this.

¢p=C cosh(k(d + Z)) sin(kx — wt) (2.17)
With C being an unknown constant.

The dynamic condition tells us that C must be,

_ 9%a
¢= w cosh(kh) (2.18)

And we end up with the velocity potential for wavexpressed like this [11]:

_ &cosh(k(d+z)) . .
¢ = o cosh(kh) sin(kx — wt) (2.19)

As the water depth increases, the hyperbolic témrtise equation above reducestd, and
for deep water waves we get:

¢ = %ekz sin(kx — wt) (2.20)

The dispersion relation relates wave frequencyveanenumber Kk, for finite water depths it is
given as:

w? = kg tanh(kd) (2.21)

We use the equations for deep water waves whem /2 [11].



2.3 Irregular sea

The waves used for analyses have been modelleshggiested waves propagating in the
same direction. For these linear 2-D wave companéne principle of superpositioning is
valid. With this assumption we can model an irragskea as a sum of several regular
harmonic wave components, where each wave companerissigned random phase angles.
The two-dimensional sea elevation in time and spateen described as:

()= Zﬁ:l {ncos(w,t — kyx + €,) (2-22)
Where:

N = number of wave components

w, = angular wave frequency for wave component n

¢, = Wave amplitude for component n

k,, = Wave umber for component n

€, = Random angular phase angle for component ninmgrfigom 0-Z

The individual wave components and amplitudes wgdsgh modelling irregular sea may
come from various means. Either they come from magienal data, from
statistical/empirical studies, or from calculatidresed on internationally accepted
conventions, such as a standardized wave spectave/energy density distribution. The
latter is the basis for the studies and analysas dothis work.

2.3.1 Wave kinematics for modelling of irregular waes (Wheeler stretching)

The work and analyses in this thesis is basedn@atiwave theory. The most common way
of calculating wave kinematics for linear irregué@a is proposed by Wheeler[12]. When
linear potential flow theory is used to calculateve kinematics, the kinematics where shown
to be overestimated at the surface. A correctiminoduced by Wheeler, was to stretch the
kinematics calculated at the mean surface z=0 tipetinstantaneous sea surface. This was
supported by measurements of the real surface latiesn The correction of the vertical
coordinate when calculating wave kinematics fromvhlocity potential is given in equation
(2.23). The corrected vertical coordinate z’ iststved with z in equation

I} +
7' = E;’Z’; -d (2.23)

This technique is used for the calculations donemdreating input for simulations using a
grid wave. The grid wave method is described aptér 2.7 of the report.



When linear theory described in chapter 2.1 ands2u8ed to calculate wave kinematics, the
equations for fluid particle velocity (2.24) anctateration(2.25) in horizontal x-direction
becomes:

kng{n cosh(ky,(d+2))

U, (x,z,t) = o coshknd) cos(k,x — w,t + €,)
(2.24)
h(kn(d+2)) .
an(x,z,t) = k,g¢, %sm(knx — wpt + €,) (2.25)
Where:

d= water depth

kn=wave number

z= vertical position, use z’ in eq(2.23) for whed&etching
x= horizontal position

g=gravitational acceleration

€, = phase angle

w, = wave frequency

{, =wave amplitude

As linear theory is applied, the principle of sypmsitioning is valid. The contributions of
wave kinematics for each wave component is themsenirup to form the wave kinematics
for the sea surface at position (x,z) and in tintequations 2.26 and 2.27 describes the
principle, where N is the total amount of wave comgnts.

u(x,z,t) = YN_ u,(x,z1t) (2.26)

a(x,z,t) =YN_ a,(x,z1t) (2.27)



2.4 The wave spectrum, JONSWAP

An important quantity when doing a stochastic resgoanalysis is the wave spectrum
characterizing the sea elevation process [2]. Tameeveral different standardized wave
spectrums available, such as the Pierson-Mosk@piztrum, Torsethaugen spectrum and
JONSWAP. These three are common to use for Noedicenditions. The spectrum selected
to be used in this work is the JONSWAP spectrunis $pectrum has been used in previous
similar studies, and comparison studies of resdtained in this study might benefit from
using similar data as basis.

The JONSWAP wave spectrum is formulated like this:

S(w)=agz(2n)‘4w‘5exp(—§(i) y ) (2.24)

®p
Where:

w, = Top frequency =2T—: , Where is the peak period

a = Spectrum parameter

y = topness parameter

w = angular wave frequency

o = is another parameter that tells us about thpesb&the spectrum in the most energy dense
part of the wave spectrum.

0q fOr w < w,
{ab forw> w,

The wave spectrum is the quantity from which therfaaic wave amplitudes are calculated
from. The relation between the wave spectrum aadwive amplitude, and thus also the sea
elevation process is described in equation 2.25urki2 shows the JONSWAP spectrum with
parameters used in this work.

w

In= J 27 S(wy,)dw (2.25)

Where:

¢, = Wave amplitude for wave component n

w, = Angular wave frequency for wave component n

w — lo/up = Upper and lower limits for the frequency bant#mal from which the wave
component is calculated from

S(w,) = Corresponding spectral value for wave frequeancy

10



JONSWAP spectrum Hs=16.4m, Tp=17s, gamma=3.3
150 T T T T

100 -
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Figure 2 - JONSWAP spectrum with Hs=16.4m Tp=17s ahgamma=3.3

The integral formulation in equation (2.25) is cdéded numerically in this work, and two
methods of formulating this integration are studiEige varying frequency width method,
also called the equal area principle (EAP), andctirestant frequency with or Fast Fourier
Transform (FFT). The latter method is also investeg with certain adjustments regarding
randomization of parameters. The concepts are idesiin the following sections of this

chapter.
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2.5 Fast Fourier Transformation (FFT), Constant frequency width

Fast Fourier Transformation of the wave spectrummasmmon way to approach dynamic
response analysis in the time domain for marinetires. The method has been proven
accurate and good for linear response problemsa¢eurate results, this approach can
require several thousand individual wave componersisg constant frequency width. The
amount of necessary wave components depends alutaton of the analysis. For non-linear
problems this method becomes time-consuming duedimputational requirements. The
minimum recommended amount of wave components deedgvoid repetition of wave
histories is so that\w < /T [10], whereAw is the frequency range where the spectrum
contains energy, and T is the duration of the aigly seconds. The concept of constant
frequency width, for N wave components, is formedaimathematically below. This method
of integration will produce wave components withiable amplitudes, where the largest
amplitudes are found when calculating componewis fhe most energy rich parts of the
spectrum.

Aw = W = constant (2.26)

A figure explaining the integration concept in uisegiven below
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Figure 3 - Constant frequency resolution (FFT)(USFO$ydrodynamics)
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When using the standard FFT method, the wave coemt@mplitude are calculated like this:

{n =2 S(wp)Aw (2.27)

WhereAw is the frequency bandwidth found from (2.&), is selected as the middle

. . . —nt i—
frequency in the interval range for the given compt: w,, = W wherew,;,_, and

wpi-n IS the lower and upper limits of the frequencemal. The phase angle for the
component is treated as a random variable, unifodistributed between 0 anat2

2.5.1 Constant frequency width, with randomly selged frequency within the frequency
interval of integration - (FFTrf)

For the standard FFT method with constant frequendth applied in USFOS, the wave
components are calculated using a middle frequaityen varying the seed in USFOS for
any given analysis/time series, only the phaseeaisgieated as a random variable. A
suggestion to select a random wave frequency fralmmthe frequency interval for the
component will give more randomness to the simdlata surface. Studies done by R. Zhao
and O. M. Faltinsen, has shown that the elevationgss will not repeat as fast as for
standard FFT, when using a randomly selected frexyuie the calculation interval. Thus one
can perform longer analyses using fewer compon&l850S cannot do this with built in
commands, so these wave components are calculsitegi MATLAB, and then used as input
for USFOS when performing the analysis. Refer eogaper written by R. Zhao and O. M.
Faltinsen;A comparative study of theoretical models for stiwft- sway motion of a marine
structure,for details regarding the concept[8].

The frequency of each wave component is treateduasformly distributed variable, within
the frequency interval limits. Calculation of thentponent frequency becomes:

W, = Wio_n + (Whi_p - u) , With u being a random number between 0 and 1. The phase i
still selected randomly as for the standard FFT.

2.5.2 Constant frequency width, with randomly selded frequency within the frequency
interval of integration, and Rayleigh distributed wave amplitude — (FFTrfa)

In addition to selecting random wave frequency fawithin the integration interval, the wave
amplitude is treated as random variable also. Waig of determining wave component
amplitudes is the recommended practice, given by/DRP-C205 [20], for time domain
simulation of irregular seas.

13



2.6 The Equal Area Principle (EAP)

EAP method suggests a different approach for calicig the sea surface elevation. Where
the FFT method makes use of a fixed frequency waltlcalculating the spectral density
integral, the EAP method demands constant energyitaiste for the integrated area, and thus
equal wave amplitudes. This is done by adjustiregrkegration limits so that it produces an
equal area/amount of energy for each componenttitou(2.28) explains the concept. And
illustration of the integration procedure is shawtigure 4.

27" s(wy)dw

w—lo

(o= \/2 [P g(w)dw = constant = "

w—-lon

(2.28)

s(@)?
a
Equal.
amplitudes
AT
S v — Equal areas
=
\
A A o ‘
| 1T T >

Figure 4 -Constant area - varying resolution(EAP)- JSFOS Hydrodynamics)

The equal area principle does not demand the saga¢ gumber of wave components as with
the FFT method. This is due to the fact that théEésults in repeating wave histories only
after very long time [3][4]. This method only calates waves with random phase angles, and
same amplitude. This idealization does not supperictual realization of the sea surface.
For best realization compared to real sea surfies@ton, both wave amplitudes and phase
angle should be random, and thus Gaussian distdbut

14



2.7 Grid wave method

A suggested alternative to direct calculation of@/kinematics in USFOS, is to pre-calculate
the kinematics in time and space, and tabulatedles in a numerical grid. This method is
supported by USFOS, and input is given as a diata fi

The wave kinematics are calculated using linearentheory, and linear velocity potential
flow theory described in chapter 2.1 and 2.2. Wtedoulating velocity and acceleration,
wheeler stretching of the sea surface is usedrtecidfor over estimation of the wave
kinematics at the sea surface. The principle of lérestretching is described in chapter 2.3.

The data input is stored in a gridwave file, andtams data groups for surface elevation,
particle velocity and acceleration for a desiredant of coordinates/nodes in space, and for
each desired time step. The description of howfil@iss constructed is given in USFOS
theory manual for user input [16].

15



3 Statistical theory for waves

The main focus in this thesis is to find effectiug sufficiently accurate ways to simulate
irregular waves in the time domain. Irregular seasually described statistically. To
investigate the goodness of the simplified waysotlelling the waves, one needs to perform
statistical evaluations of the output from the dations performed. This chapter will present
theory used to describe random stochastic processes

3.1 Gaussian distribution

The surface elevation process is assumed to laiarstry, normal distributed stochastic
process [5]. It is assumed that the variation efdtatistical characteristics of the process is
much slower than the variations of the sea surff2lcé&so the assumption that the surface
elevation process is stationary is valid withinnaited time period, typically less than 3 hours.
The simulations done in this thesis is within wpecified time period range. When these
assumptions are applied to the surface elevatiencanditions for a Gaussian distributed
variable are satisfied. The probability densityduon for the Gaussian distribution is given
below:

£ = aﬁ e’%@% (3.1)

With

¢ = Stochastic variable for surface elevation

o; = Standard deviation for the surface elevation

u; = Expected/mean value for the surface elevation

3.2 General definition of moments and central momds

The moments and central moments describe the pirepef a stochastic process. These
guantities are a very important tool when invesiigpsuch processes. Below is an excerpt
from Bernt Leira Probabilistic Modelling and Estimatiomegarding description of a
stochastic variable by its moments.

For a complete description of a stochastic varidiyemeans of its moments, we must in
general include an infinite number of moments.rbecpice, this is impossible, and the only
methods available for description of a variableitsynoments are based on inclusion only of
moments up to a certain order. This implies thanedonger have a complete description,
but an approximate description. The fewer momenésmore rough the description will be.
Describing a stochastic variable by only its seconder moments, is generally a rough
description. For samples of small size, the accyi@cmoments abové“rder will be more
uncertain. However, if the variable in questiom@mally distributed (Gaussian), the second
order moments give a complete description of thi@alke[6]
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For a continuous stochastic variable, the momeamdscantral moments are defined as :

Moments : pul™ = J= x™ fr(x)dx (3.2)
Central moments: g™ = J5 (= po) Fro(x)dx (3.3)
Where:

x = stochastic variable

fx(x) = probability densityfunction

3.2.1 Expectation value for a stochastic variable

The expected value is defined as the first ordemerd for a stochastic variable. The value
represents the “center of gravity” for the disttiba [6]. The Gaussian sea elevation process
has theoretic expectation valggX] = 0.

w) = EIX] = [7 x fx(x)dx (3.4)
For a sample, the expected mean value is calcul&eethis:
EX] = 331 % (35)
3.2.2 Variance

The variance for a stochastic variable is defiretha 2% order central moment. It describes
the spreading of the distribution/sample value® Védriance is connected to the standard
deviation for a sample, as the standard deviaiatefined as the square root of the variance.
For a continuous stochastic variable:

AP = [7 (x — p)? fo(x)dx = o2 (3.6)

For a sample:

VAR[X] = 555 1 (2 — E[X])? (3.7)
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3.2.3 Skewness coefficient

The skewness of a stochastic variable is defingddeathird moment. It describes the grade of

symmetry for a distribution around its mean. Pusiskewness coefficieng;, means that the
distribution has higher density of extreme valueskewness coefficient is zero, the
distribution is symmetric. The normal distributibas skewness coefficient equal to zero.

For a continuous variable:

i ®
Vi=—" 353 (3.8)
()2 *

For a sample:

3 IN G —EIXD?
V1= AR

(3.9)

3.2.4 Flatness coefficient, kurtosis

The flatness coefficienty,, considered as thé'4rder moment for a stochastic variable, and
tells us something about the peakedness of thidisbn. For a normal distribution this
coefficient is equal to 3. Higher values suggesteaper shaped distribution around its mean,
while lower values than 3 suggest a more flat stiajistribution.

—(4) ﬁ(4)
= =—x 3.10
Y2 (u(Z))z o ( )

For a sample:

3 INaGn—EXD*
Y2 = VAR[X]?

(3.11)
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3.3 Extreme value statistics & distribution of largest maxima

When evaluating the results from a time-domainysisl and also stochastic processes in
general, we are often interested in the distrituibmaximum values of output from the
analysis. Samples of peak values are collected fhrenanalyses and the sample distributions
are evaluated. The probabilistic models used ttuat@the distributions are presented below.

Following assumptions are applied when choosingadity models [6][7]:

- All wave peaks are identically Rayleigh-distributed

- All maxima are statistically independent and ideaity distributed

- Wave elevation process is stationary for the 3-lilation of the process
- Wauve elevation process is Gaussian distributed

3.3.1 The Gumbel distribution

The irregular sea modelled in this work is Gaussliatributed. The distribution of peaks for a
Gaussian process is Rayleigh distributed. For tnddgh distribution, together with Normal,
Log-normal, Exponential, Weibull and Rice distrilou, the upper tail behavior of the
distributions will converge towards the Gumbel erie value distribution [6]. Cumulative
and density distribution functions are respectalatined as:

F,(y) = exp{—exp{—a(y — w)}} (3.12)
fy) = aexp{—a(y —u) — exp{—a(y — u)}} (3.13)
Where:

y = Maxima from sample
a = Gumbel parameter
u = Gumbel parameter
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3.3.2 Probability paper

The concept of using probability paper is motivatgdnaking it easier to examine if a
probility model, is a good fit for the sample diisttion. The Gumbel probability paper is
created by linearization of the cumulative disttibn function. If X denotes the horizontal
axis, and Y = -In(-In(i{y))) as the vertical axis, the Gumbel distributfanction will result
in a straight line.

Testing a probability model usually requires refally objective tools to be able to reject or
approve the model. This can require a great deabmiputations. In an early stage of analysis
we are frequently more interested in assessinghehet proposed type of model seems to be
reasonable on a more visual basis. Plotting orobatility paper is a subjective method for
verification of a selected distribution, as theea for rejecting the model is based on visual
observations of how much the samples deviate ftenstraight line, and decided by the
observer [6].

The linearized Gumbel distribution that is plotteda probability paper:

Y = —-In (—ln (Fy(y))) =a(ly—u)=ay—b>b (3.14)

Where:
a = slope
b = intersection of y-axis

The equation to calculate the cumulative probahbibt a given extreme value sample is
given as:
i

Fi=— (3.15)

Where:
i = denotes the cumulative amount of sample value$l, N]
N = total number of sample values
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4 The SWAY concept

The patented SWAY system is based on a floatingtavhich extends far below the water
surface. The tower consists of a floating pole \wiliast in the lower end, similar to a
floating bottle. The tower, which is filled with lkest, has its center of gravity located far
below the center of buoyancy of the tower. Thisgithe tower sufficient stability to resist
the large loads produced by the wind turbine madiotetop of it. The floating tower is either
anchored with a universal joint (articulation) ditlg to a single seabed anchor in as little as
55m water depth, or at larger water depths, byguaisingle pipe between the tower and the
single anchor.[9]

The turbine can be mounted both upwind and downwmthe tower. However, when the
wind hits the rotor the tower is tilting some 5-@&ydees. By tilting the rotor the opposite way
which is made possible by placing the rotor dowmdehthe tower, the rotor is kept perfectly
aligned with the wind when the tower tilts. Whee thind changes direction, the entire tower
turns around a subsea swivel at the bottom ofawert by individually pitching the blades to
create the necessary yawing moment (i.e. no yawnsare required).[9]

By eliminating the need of a yaw motor, and hatimgwhole foundation tower rotate to

align with the wind direction, the structure canrbmforced with a tension rod system. This
solution of structural reinforcement results in tbeer being able to carry a much larger
turbine than other structures of similar steel Wweighe SWAY system is designed to operate
on water depths ranging from 60m to 300m+. The tasvdesigned to carry commercially
available wind turbines in the 2,5-12MW class.

Figure 5 - The SWAY Concept (SWAY A/S)
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In this work the SWAY tower without a turbine is dedled and analyzed. In the turbines
place, a fixed horizontal node load is placed, ai @ a nodal mass. The stripped down
model is justified as the dynamic effects of atiataturbine might have on the response has
not been in focus.

The main dimensions of the tower are given below:

Tower height: 194 m (94m above sea surface, 100bmerged)

Mooring line: 50m(water depth: 150m)

Tower diameter: From mooring swivel to 14m belowface level: 7.3m-9.2m
Tower diameter: From 14m below surface to 15 m atsawface: 4-5m

The details of the analysis model can be fountiéndigital attachment to the report
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5 Description of software

The analyses done in this thesis have been doegtbgisive use of existing computer tools.
USFOS has been the software used to execute tlanitysimulations in the time domain,
using both built in commands and input generatedxtgrnal calculations done in MATLAB.
MATLAB has also been used for post processing siits.

5.1 USFOS

The software used to run the analyses througheuhisis work is USFOS. USFOS is the
leading engineering software for collapse analgsesaccidental load analyses for fixed
offshore structures. The program is also effictentloating structures. This chapter will
present some of the theory the software is basegditimfocus on the theories used for
dynamic response analysis in the time-domain, andlation of irregular sea.

The software makes use of input data given in onap to three separate files of type .fem.
A common approach is to separate data strictlycdéekd to the model of the structure, like
geometric and material properties, in one model-filhe commands related to execution of
the analysis, such as loading and storage of sgsalone control-file.

The USFOS software consists of several separatelesdeveloped for specific tasks. The
most important ones is the analysis module. Théstesminal based program designed to run
in the unix-environment. A graphical user interfaeesion (Xact/USFOS GUI) has been
created as well, which can operate in a Windowsrenment. This module does all
computations and generates analysis data. Otheule®dsed in this thesis work are Dynmax
and Dynres. These are important tools for postgesiag of analysis data from time-domain
simulations.

5.1.1 USFOS Hydrodynamics

There are several built in theories and possiédifor calculating environmental and
hydrodynamic loads in USFOS. The wave theoriedaviai in USFOS are: Linear (Airy)
theory for finite, shallow and infinite water depStokes % order wave theory, and Dean’s
Stream function theory. Built in wave spectrums BUWWAP and Pierson-Moskovits are
available for generating wave components when sitimg irregular sea, with user
configured spectrum parameters. Another option isse user defined spectrum, which
allows for user to give externally calculated waeenponents as input.

When using built in spectrums, one has the optiselecting which method to calculate
wave components. One can either use the FFT fotionjar EAP. Linear wave theory is
used when calculating the components, and thews&scs is created by super positioning of
these. A phase angle is assigned to each compamehtyhen running several time series, the
randomization of these phase angles are contrbilatle user selected seed number. A more
complete description on how components are cakedlst USFOS with the two different
methods is found in chapter 2.5 and 2.6.
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When the components are calculated and the timahosimulation starts, the wave
kinematics are calculated using stretched Airy theldinematics are calculated up to the
instantaneous sea surface. For simulations ofutaegea in the time domain where linear
theory does not apply, the user may calculate waamatics externally, and give as input
for USFOS using the Grid wave option.

The linear/Airy theory applied is described in detaUsfos theory manualJSFOS —
Hydrodynamicg3], and in chapter 2.

The wave loads from the simulated sea are calaulaggg Morison’s equation with a
nonlinear drag-term. At each time instant, loadsapplied up to the instantaneous water
surface generated by superposition of the reguéareveomponents. On the basis of the
kinematics of each wave component the hydrodynémaids are calculated as a time series
with a given time increment and for a given timeemaal [3]. When doing dynamic analyses
the wave forces are introduced gradually, and thees are ramped up. That means that in
the initiation of the analysis, the first wavestthis the structure is scaled down at t=0, and
gradually reach true scale as time increases. ding distance is defined by user input in the
control file, in the command faWaveData

The formulation of the Morison equation is giverdve
2
dF = p%CMandz + %pCDDquIds (5.1)

dF = Wave force pr length

p = seawater density

D = Cylinder diameter

Cy= mass coefficient

Cp= drag coefficient

u = water particle velocity

a, = water particle acceleration
ds = unit length

The mass and drag coefficiertig andC,, are set to be 1.4 and 2.0 respectively in the
analyses done in this report.

When doing dynamic analysis in the time domairflfeating structures subject large
displacements, the response of the structure vatlyce waves. Regarding wave kinematics
in this situation, the USFOS software can accoanttis motion by involving the structures
relative velocity. This is done by adding the comuheel_veloin the control file. The

velocity terms are then transformed to local eleinagis system for both structural and wave
velocities/accelerations, and the relative valees/élocities are calculated and used for
calculating actual hydrodynamic loading.
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The buoyancy force may be calculated either byrdetation of the displaced volume
(“Archimedes” force) or by direct integration ofetydrostatic - and hydrodynamic pressure
over the wetted surface. The latter is used inihigk, by the use of commamilUOYFORM
PANEL Integration of the hydrodynamic pressure givesdaiced buoyancy effect during a
wave crest and an increase of the buoyancy dunmgva trough compared to the
“Archimedes” (static force) force [3]. BUOYHIST caonand defines which elements to be
included in the integration of hydrostatic and dymapressure. Submerged elements that
does not contribute to buoyancy, can be specifigi tve commandooded

Hydrodynamic mass is accounted for in USFOS, aadrthss matrix is constantly updated as
the structures moves in the fluid, as only subm#eiements contribute to the added mass
term.

5.1.2 USFOS other modelling parameters

For post analysis treatment of results, the softvpackage for USFOS called Dynmax is
used. The control-file for performing the analyisisoded with specifications for which
results one wants to collect. This is done usimgynrescommands. Refer USFOS user
manual [15] for more details about commands usélde control files. The control file is
given in the appendix.

To get response output from usfos that reflectgriieedynamic response, one must filter out
the transient response observed in the initial @lodshe simulation. This is done with the
commandni_time With this command one can specify a time for wtiensoftware starts
recording the output to the result files. Thisiatibn time is set to 500 seconds for all of the
simulations done in this work.

5.1.3 Scripting of USFOS

Due to the large amount of simulations done inwuosk, scripts are created to run
consecutive USFOS simulations. The scripts aredbasdash scripting technique and
developed to be run in a UNIX environment. Thepsrcan be run on LINUX operating
systems standard terminals, or by using the Cygevminal in a Windows operating system.
The Cygwin terminal is free software available paliand is used simulate a UNIX
environment in operating systems other than fongta Linux.

The scripts are constructed to make use of spenpiat regarding parameters for each
simulation. This input is then used to substituseof parameters inside the control file for
the USFOS analysis. The same input is also usedtdating folders and storing results in an
orderly fashion for easier access when post prowpsise results. Similar scripts are created
for running the post processing moduligsresanddynmax Separate scripts are created for
each method investigated, and thus one can run skearately.
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5.2 MATLAB

MATLAB is used for running statistical analysestioé¢ results, and for writing data to
spreadsheets for presentation purposes. It iugkso to plot obtained data from the
simulations on Gumbel probability paper.

A scriptreaddynres.nis created to read all .plo-files obtained frommng thedynres
module. It then proceeds to calculate statistieh dor all samples and each method. The
calculated data is then written to excel spreadsteelater evaluation and presentation.
Commands for calculating the statistical data ain Im functions in MATLAB.

An appendage to the MATLAB software called WAFGOnistalled. The WAFO appendage is
a free MATLAB tool created for statistical calcutat of wavedata, and | have made use of
the plotting applications available in this tooév@ral scripts for plotting Gumbel probability
plots are created. They are similar in the way tihe@y read data from the excel sheets created
in thereaddynres.nscript. And differ as they target data from diéfet results in the
spreadsheets. Tlygumb.mandygumb2.nscripts are plotting routines, and scripksts.m,
multiplot.m, multi2.m and multi3.are reading specific data in excel sheets.

MATLAB scripts are also created for generating wagmponents for input in USFOS.
Randfreg.ntalculates wave components based on FFT-methddrantlom frequency
selected within the frequency interval. Calulcasi@ne based on JONSWAP spectrum. More
details regarding the method are described in en@05.1. Wave component data are written
to 20 sample files for each amount of wave comptienuserand_freq_amp.ndoes a

similar routine, but components are calculated @ting to the method described in chapter
2.5.2, with random Rayleigh distributed wave anuglés.

Another script and subscrigfidwave.mandgridwrite.m creates input files for the grid wave
simulations. This script is an elaborate one im&eof calculations. It calculates surface
elevation and wave kinematics in time and spacea &pecified irregular wave field, and
writes the data to files for input in USFOS.

All MATLAB scripts include description of variables use within each script.
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6 Case Study — Dynamic response analysis in the #rdomain of SWAY
tower

This chapter describes the dynamic time-domain lsitians performed in this thesis work.

The main objective of the analysis is to investghie adequacy of different methods to
realize the wave spectrum; using the methods FRP, Bnd FFT with increased
randomization of wave frequency and wave compoaemtlitude. In addition to using
USFOS for direct calculation of wave kinematicsdach load step, pre-calculated wave
kinematics tabulated in a grid in time and spaeegaren as input. The amount of necessary
wave components for each method is also addressea¢h method. All analyses are post
processed with statistical evaluation of the wawmekatics and responses found from each
simulation.

The structure investigated is the SWAY tower, witha rotating turbine. In place of the
turbine are a fixed nodal mass and a fixed nodseftrat represent the loads an, idle turbine
would result in.

All simulations with standard FFT and EAP methoel earried out in USFOS, with the use of
built in JONSWAP wave spectrum as basis for catoudavave components. Spectrum
parameters for all analyses are given in chapter 2.

Variations of the FFT method, using random frequgiRé-Trf) and both random frequency
and amplitude (FFTrfa) when calculating wave congmis, are also investigated. When
giving pre-calculated wave components as inputctimeponents are calculated using
MATLAB scripts. The procedure for calculating thesave components are described in
detail in chapters 2.5 and 2.6.

A MATLAB script is made for pre-calculation of wakéenematics and generation of grid
wave files. The calculations are based on usenefliwave and potential flow theory for
establishing wave data. Wheeler stretching is tsedtablish better estimates of wave
kinematics at the sea surface. The wave kinematidssurface elevation is calculated by
using the FFT method with random amplitude and weaguency, as described in chapter
2.5.2. 200 wave components have been used toe¢hbzspectrum.

Altogether, four different methods of realizing tlvave spectrum is investigated, and also a
fifth method regarding pre-calculation of wave kimaics. The amount of wave components
used for each method is varied, and listed in Talda the next page. 20 time series are
simulated for each amount of wave components inAisetal of 300 time simulations have
been conducted.
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Simulation
Iength Wave

Method short name  (recorded)  components

500
1000
75
EAP 1000 100
200
75
100
200
1000
75
100
200
1000
Grid200 200

) 1000
Grid200_1 200

Table 1 — List of methods and variations in wave comgnents

FFT 1000

FFTrf 1000

FFTrfa 1000

All simulations are carried out for 1500 seconat&l eesults are recorded for the last 1000
seconds, eliminating any transient response behfeim the result files. The grid wave pre-
calculations are based on linear wave theory, aadrETrfa method with 200 components for
realization of the spectrum.

For each time series, the time histories for Gedédht parameters are collected and stored:

Displacement of top of tower(Top disp)
Acceleration of top of the tower( Top acc)
Cardan Force

Moment at middle of tower(Mid moment)
Surface Elevation

Total wave load

28



6.1 Dynamic equation of motion
The general dynamic equation of motion is given as:
(A+ M)it+ Cit + Ku = Q(t) (6.1)

Where:

M = mass matrix

A= hydrodynamic added mass, relevant when strugdureving in fluids
C = damping matrix

K = stiffness matrix

Q(t) = deterministic or stochastic load

u= deterministic or stochastic response, and ite-il@rivatives

In our case we are dealing with a stochastic ladbre the wave loads are modelled as a
linear combination of several stochastic variali)g), Q(t) ... and so on.

The dynamic equation of motion is solved to find gtructures response to a subjected load.
The left hand side of the equation describes thuetsires/systems mechanical properties,
while the right hand side describes the load tls¢esy is subjected to. Stiffness and damping
properties for a structure is in most cases ofineal nature. But this nonlinear behavior will
only be of significance when the structure is lahd®se to its utilization limit.

The mass and stiffness mati, andK, can be found through interpolation functions. In
USFOS, the mass matrix can be formulated eith&rmaged or consistent. The lumped mass
matrix is often used in static analyses, and camatrs mass in specific nodes. This limits the
system to only finding nodal displacements in nosleere masses are allocated. The
consistent mass matrix includes more node-masaestiie lumped mass formulation, and
thus it produces more accurate results of the tstralcresponse [10]. The consistent mass
matrix is often necessary when performing dynamadysis. The USFOS theory manual
describes the process for how this is done usingQfssoftware [14].
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6.2 Damping

The damping coefficient/matrix;, in the equation of motion is of high importanBamping
is a structures ability to dissipate kinetic energyp other energy forms[10]. Damping terms
are often modelled as linear terms, but when thetire is subjected to loads of extreme
magnitude, the response and damping will not behagarly [2]. It is hard to model
damping effects precisely. Simplified estimateshese non-linear damping effects have
proven to be satisfactory in many applications [E}amples of such estimated damping
models are:

-Linear and non-linear viscous damping
-Structural damping (dependent on displacement)
-Coulomb damping (constant damping)

-Rayleigh damping

The Rayleigh model is used in these analysesisaadbuilt in function in USFOS. The
Rayleigh damping is assuming that the damping woefit is proportional to the mass and
stiffness matrix:

If the damping ratio is known for two individualsttural frequencies, the damping
parameters may be chosen as in equations (4.3dat)fl and the relationship between
damping and excitation frequency is given in figbre

@y = 2192 () w0y — Lwy) (6.3)
W]—wy
2(A2w2—A1w1)

a, = =25 (6.4)
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Figure 6 - Damping ratio as function of angular frejuency

6.3 Numerical solution of the equation of motion

The USFOS software solves the equation of motionerically. The method used is one
proposed by Hilber, Hughes and Taylor, and is dale HHTe-method.The method

employs some sort of time averaging of the damgitiffness and load term expressed by the
a-parameter. A beneficial feature of the methodh tt introduces artificial damping of
higher order frequency modes without degradingateuracy[14]. The following are

excerpts from the USFOS theory manual [14].

The governing equilibrium equation for HHd-method:

Mi,.1+ 1+ a)Cipyy —aCiy, + (1 +a)Kr, .1 —aKr,=(1+ a)R,,1 — aR, (6.5)

7'ﬂn+1 = ‘iﬂn + At()’)iﬂn + Aty‘i;n+1 (6-6)
2

Tuet = T+ Atig + 2= (1 = 2)iy + AL B (6.7)

The factorsp andy, are the free parameters in the Newmarkethod which, along with,
determine the stability and accuracy of the quadegormula.
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For the numerical integration to be unconditionathble, the following conditions must be
satisfied:

2<a<o (6.8)
y=5(1-2a) (6.9)
B=;1-a)? (6.10)

Incremental equations develop as follows:

M(fn+1 - rn) + (1 + (Z)C('i‘n+1 - rn) + (1 + (Z)K(Tn+1 - rn) = (1 + a)(Rn+1 - Rn) +

R, — Mi, — Ci, — K, (6.11)

. . . 1 1 . 1 ..
Aty =Tpe — Ty = mArwﬁl - Mrn - ﬁrn (6.12)
Biar = Frit = Fn = 15 Onar = Ly — A€ (# —1)iy, (6.13)

Combining egs. 6.11 to 6.13 yields oy, ,; as unknown. When ordered with unknown at
left hand side, the resulting equation becomes:

[(1+a)K+(1+a)Lc+ L

AtB WM] Arpi = (1 + a)(Ryy1 — Ry) + Ry — My, — €Ty —

+ %fn] M+ l(1 + @) (%rn + At (l - 1)) i*nl C (6.14)

Krn+[i 26

r
Atg

WhenAr,, ;1 is known, the displacement, velocity and accellenatan be found:

Thi1 =Ty + ATy (6.15)

Pt = 50 nsr + (1- IZ;) i, — At (ﬁ —1) iy, (6.16)
.. 1 . 1)..

MFps1 = 1 M mit = pogtn + (1 - ﬁ) ¥, (6.17)
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6.4 Dynamic analysis of SWAY tower
The model and control file

The model and control file used throughout thisth&vork, is given as a digital attachment to
the report. Key information about the model andysis control commands is described in
this chapter:

The sway tower main body is 194 meters tall, whi lbwermost part being submerged 100
meters below the stillwater surface. A mooring li6@ meters long, is modelled as a flexible
pipe is connecting the anchor swivel to seabed.\ildter depth for the analyses is thus 150
meters. The tower diameter is varying along thgltenof the tower. For the submerged part,
the minimum diameter is 7.3 meters, and maximurmmdtar 9.3 meters. From the surface
and up, the tower diameter is 4.5m. The diamettreasea surface is around 5 meters, and
wave loads are thus mass dominated.

The model is exposed to fixed nodal loads, resemglihe wind forces that would act on an
otherwise installed wind turbine. In this modelstturbine is removed, and a vertical nodal
mass load has replaced it.

NOTE: The model remains unchanged for all dynamic analysecept for the analyses
based on the use a grid wave. When the grid waneed as wave data, the buoyancy forces
lose its effect, and a fixed node load of 50 MMeiglacing the buoyancy force. This
simplification does mean that the response ofdiet, when exposed to the grid wave, will
be of a different nature than for the other methods

JONSWAP spectrum is used for all wave componentkamematics calculations, with
spectrum parameters Hs=16.4 m, Tp=17s,ya13d3.

The grid wave method is investigated with to déf@rresolutions of the wave kinematic data
file. Grid200 has between 50-70 nodes in verticaation, and 28 nodes in horizontal x-
direction. The spacing between nodes in the veuicaction is 0.2 m in close to surface and
around wave crest and wave through, but of muclketaesolution closer to the seabed. The
vertical resolution is unchanged for grid200_1 it the horizontal resolution is halved.

33



7 Results and Discussion

To find the accuracy of the methods used to sireufeégular sea, a statistical evaluation of
the time histories must be done. The surface at@varocess is of high interest to study
closely, and results from the structural respomeebso investigated for each method. The
extreme values of these different time historiesargreatest interest to examine, as these
values often are the magnitude for which a respansaéysis is concluded on. Results from
each method is presented, and discussed in segalatieapters.

7.1 Verification of results

The most thorough analysis done is this work, wibiglprevious studies resembles the truest
irregular sea, is the FFT method with 1000 comptmérhe results from this analysis will
serve as the correct results, and the other metredsompared upon.

Sample statistics in this report is based on abigildata for 20 time histories for each
method. This is regarded as a sufficient amoustaiples necessary to conduct conclusive
statistical review of each method. Gumbel plotscaeated for further evaluation of extreme
values for both surface elevation process, andtstral responses. Short term variability in
the results will be present in the results, andat®ns are expected.

The statistical evaluation of the surface elevaporcess for each method, will be compared
against the statistical properties for a true Gansdistributed variable. A Gaussian
distributed variable will have expected mean v&{)]=0, skewness=0 and kurtosis=3.

The wave peaks for a stationary Gaussian distribwisve profile is Rayleigh distributed [5].
Then the relationship between significant wave higits, and the standard deviatiens

given as:

Hs=Hy;3=4/my=406 > o="" (7.1)

The formulas for calculating mean, variance, skessrad kurtosis for a sample are given in
chapter 3.

Data for the complete time series have been siaregbult files created by usfd3ynres
module has been used to export the data to test fivhich is later imported and analyzed in
MATLAB. The calculations of statistical parametarsMATLAB makes use of built in
functions for calculating maximums, mean, variarsé&wness, kurtosis and standard
deviation. Gumbel plots are created for extremaerabhmples for wave height, waveload,
cardan force, midmoment, and horizontal displacérard acceleration at the top of the
tower.
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Simulations are carried out with several diffener@thods. In the presentation of the results,
the methods are identified by short names:

FFT1000 — spectrum realization using the constanhdthod, with 1000 components
FFT500 — constant e 500 components

EAP75 — equal area principle, varying,d/5 components

EAP100 — varying @, 100 components

EAP200 — varying @, 200 components

FFTrf75 — constantw, random frequency withinadinterval, 75 components

FFTrf100 — constant« random frequency withineglinterval, 100 components
FFTrf200 — constanta random frequency withinadinterval, 200 components
FFTrf1000 — constantagl random frequency withinadinterval, 1000 components
FFTrfa75 — constantagl random frequency and amplitude, 75 components
FFTrfal00 — constantud random frequency and amplitude, 100 components
FFTrfa200 — constantug random frequency and amplitude, 200 components
FFTrfal000 — constantd random frequency and amplitude, 1000 components
grid200 — Gridwave, pre-calculated kinematics asiinlinear theory, resolution dx=5 m
grid200_1 — Gridwave, pre-calculated kinematicgpst, linear theory, resolution dx=10 m
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7.2 Results of surface elevation process

7.2.1 Surface elevation process, numerical results

Collected stats surface profile mean max std

method mean value | variance |skewness | kurtosis | Stnd dev [ maximum | maximum | maximums
FFT1000 -0,006 17,31 -0,006 2,95 4,15 13,10 17,08 1,81
FFT500 -0,008 16,35 0,012 2,97 4,04 13,09 15,96 1,83
EAP75 0,001 16,52 -0,008 3,03 4,06 12,57 16,70 1,74
EAP100 0,000 16,72 -0,038 2,94 4,08 12,35 15,71 1,67
EAP200 -0,004 16,10 -0,010 2,94 4,00 11,86 16,96 1,76
FFTrf75 -0,004 16,29 -0,020 2,76 4,03 11,80 15,16 1,36
FFTrf100 0,004 16,87 -0,023 2,83 4,10 12,44 15,47 1,32
FFTrf200 0,002 16,68 -0,014 3,04 4,08 12,82 14,94 1,15
FFTrf1000 -0,006 17,55 -0,002 2,91 4,18 12,51 15,22 1,15
FFTrfa75 0,002 16,08 -0,008 2,72 3,96 11,48 13,82 1,75
FFTrfal00 0,000 15,54 -0,016 2,82 3,91 11,79 17,53 1,98
FFTrfa200 0,003 17,76 -0,007 2,95 4,18 12,65 18,22 2,13
FFTrfal000 -0,001 16,43 0,008 2,89 4,05 12,12 14,68 1,35
grid200 -0,001 15,71 0,046 2,78 3,94 12,04 15,16 1,84
grid200_1 -0,003 16,96 -0,023 2,91 4,09 12,33 15,75 1,78

Table 2 - Collected statistics of elevation procesall methods

Table 2 presents averages calculated for the sudiawation process from all samples, for
each method. Two separate columns at the far sigh the highest maximum recorded for
the method, and the standard deviation for the mamis sample from each method. Full
results from surface elevation process are giveedoh method in appendix.

7.2.2 Gumbel plots of extreme value distribution ofvave heights.
Gumbel plots are created for extreme value didiobs of the wave height. Figures 8 to 21
shows the fitted Gumbel probability papers for tmaximum distributions of surface

elevation for all methods.

36




75 Gumbel plot Surface elevation FFT1000 components
¢ T T T T T

-log(-log(F))

o ~
o - o
T T T

\
N
3
.
\
.
s | L

o
T
.
!

-05H = -

Figure 7 - Gumbel plot FFT1000 - maximum distributian of surface elevation

Gumbel plot Surface elevation FFT500 components
4 T T T T T T T

L
8 9 10 1" 12 13
Surface elevation

Figure 8 - Gumbel plot FFT500 - maximum distribution of surface elevation
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Figure 9 - Gumbel plot EAP75 - maximum distributionof surface elevation
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Gumbel plot Surface elevation EAP100 components
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Figure 10 - Gumbel plot EAP100 - maximum distribution of surface elevation

Gumbel plot Surface elevation EAP200 components
4 T T T T T T T

-log(-log(F))
T
.
\\
\
L

2 I 1 L I I L (!

9 10 1" 12

Figure 11 - Gumbel plot EAP200 - maximum distribution of surface elevation
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Figure 12 - Gumbel plot FFTrf75 - maximum distribution of surface elevation
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Gumbel plot Surface elevation FFTrf100 components
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Figure 13 - Gumbel plot FFTrf100 - maximum distribution of surface elevation
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Figure 14 - Gumbel plot FFTrf200 - maximum distribution of surface elevation

Gumbel plot Surface elevation FFTrf1000 components
35 T T T T T T T

T T

-log(-log(F))

o ] N
o & ) N o
T T T T T

\
.
.
L
%
\
L ' L L L

o
T
\

\

.
1

05+ e T

J 1 ) 1 L | 1
05 1" 15 12 125 13 135 14 145 15 155
Surface elevation

Figure 15 - Gumbel plot FFTrf1000 - maximum distribution of surface elevation
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Gumbel plot Surface elevation FFTrfa75 components
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Figure 16 - Gumbel plot FFTrfa75 - maximum distribution of surface elevation
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Figure 17 - Gumbel plot FFTrfal00 - maximum distribuion of surface elevation
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Figure 18 - Gumbel plot FFTrfa200 - maximum distribuion of surface elevation
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Gumbel plot Surface elevation FFTrfa1000 components
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Figure 19 - Gumbel plot FFTrfal000 - maximum distrikution of surface elevation
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Figure 20 - Gumbel plot grid200 - maximum distribuion of surface elevation
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Figure 21 - Gumbel plot grid200_1 - maximum distritution of surface elevation
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7.3 Discussion of surface elevation process results

The simulated elevation processes should, if mededbrrectly, approach the Gaussian
distribution. For the Gaussian distribution thedifedic statistical parameters are given in
Table 3. The Variance and standard deviation doelledéed using the relationship between

Hs and standard deviation as given in equaffo) The statistical parameters of the elevation
process are discussed in this chapter.

Theoretical values Gaussian distribution Hs=16.4

mean variance skewness kurtosis Std dev

0 16,81 0 3 4,1

Table 3 - Theoretical values of statistical parameter, Gaussian sea with Hs=16.4 m

7.3.1 Mean value of surface profile

The expected mean for a Gaussian distributed Marsdtould be zero. The average mean
value for all samples are given in Table 2. Thewated mean values for each method is
satisfactory for all the methods investigated. $Stamdard deviation of the mean for each
method is found to be in the range 0.011 to 0.0b& also suggests that the mean value is
stable close to zero for all simulation methods.

7.3.2 Standard deviation/Variance

The significant wave height Hs is set to 16.4 nseter all simulations. The theoretic standard
deviation for a Gaussian distributed elevatiorhisst4.1m as given in table 3, calculated from
eq (7.1). The average standard deviation for eagthad is listed in Table 2, and is
satisfactory for all methods, as the highest dendrom the theoretical value is no more
than 4.2%

The method which depicts a standard deviation ésttfrom the theoretical value is the FFT
methods based on both random frequency and amglitwud’5 components. The grid wave
input is based on the same calculation methoddiabéishing wave components, and this
simulation also depicts a standard deviation Iaivan the true Gaussian. The reason for this
deviation is most likely the increased randomizatb parameters used for calculating the
wave component amplitudes. The deviation is shanretlarger the fewer components that is
used. Very accurate results for the FFTrf and Fk@re obtained for simulations done with
200 components.

7.3.3 Kurtosis / flathess parameter
For a true Gaussian distribution of the surfaceatlen, the kurtosis should be equal to 3.

The average kurtosis value found from each methatiown in table 2. It is observed that
most of the methods show good resemblance to dwodtic value of the kurtosis parameter.
Though for the FFTrf and FFTrfa methods with 75 poments, the kurtosis value is
deviating with almost 10%. The kurtosis parameter increased accuracy when wave
components are increased for both methods.
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When comparing the standard deviations of the kigtparameter for each individual time
history for each method, the parameters are vamyitiga range 0.2-0.29 for all methods.
This is due to making use only 20 samples for eaethod.

7.3.4 Skewness parameter

The skewness parameter for the Gaussian distribigiequal to zero. The average skewness
parameter for each method is given in table 2,<dwvs satisfactory values very close to the
theoretic value.

7.3.5 Extreme value statistics of surface elevation

The distribution of maxima is assumed to be a matsanded process. The adequacy of this
assumption is supported [6] [7]. Assuming all waeaks are identically distributed, and
statistically independent of each other, then ik&ildution of individual maxima follows the
Rayleigh distribution

The Rayleigh distribution for wave peakswith standard deviatios:

_ ¢ 1(8)?
£ = Sen{-1(8)} (72
The theoretical extreme value for the wave pealeggad from a JONSWAP spectrum with
Hs=16.4m, is calculated using the level crossimipdeand the duration of the simulation. If
the above assumptions hold, the formula for catmdahe maximum wave peak for a
process with zero level crossing periagahd a given duration T is given in eq (7.3)

§i3=0 ( 21n (1))+ 05772_ ) _ 12.85m (7.3)

To 21n (TT—O)

The average values of the observed maximum suelavation for each method are listed in
Table 2, along with the highest observed maximwswatlon in a single time series for each
method. The standard FFT method slightly over ptedhe maximum wave elevation for
both 1000 and 500 components, when compared tihdloeetical value calculated in eq (7.3),
while most of the other methods slightly under msdthe maximums. There is statistical
uncertainties linked to the calculated theoretiximam in (7.3), as it rests on the assumption
that the peak distribution being narrow-banded.

It is also observed that the FFTrf75 and FFTrfartukations under predicts the maximum
wave elevation by over 10%. For these methodsnofilsition, the kurtosis value was 2.76
and 2.72 respectively. The kurtosis value desctibeshape of the probability density
distribution, and a kurtosis value less than thvilegive a distribution that is more flat at the
peak. This low kurtosis value for the sample teighat the peak values are under estimated
when comparing against the theoretic Gaussiantision with kurtosis value 3. The results
from FFTrf- and FFTrfa-methods improve when mormponents are used, and for
components 200 or more, the observed maximumdareldsest to the theoretic values.
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Firgures 8 to 21 shows the extreme value distrutor all methods. A trend observed is that
the more components used for the simulations, terof@tfor the gumbel plot is seen. Most
plots show good results regarding the distribubbmaxima, as the highest concentration of
observations lie around the theoretic extreme viibra eq (7.3).

When comparing each method and the amount of coememised, it is observed that EAP
method produce decent results for all variatiols[fFand FFTrfa methods show consistently
good results for 200 components or more. Usingdesgponents than 100 for the latter two
methods is not advised, as this produces largergstienations of the surface elevation.
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7.4 Results wave loads from dynamic analysis of SWAtower

Averages of total wave load from each method apdymred in table 4, as well as average of
maximums, and average standard deviation. 20 sarfgrieach method form the basis of the
produced results. Ratios when compared to FFT1@0Qigen in table 5.

Collected stats waveloads mean
mean
method value variance | Stnd dev maximum
FFT1000 2,96E+04 | 2,42E+13 4,91E+06 1,60E+07
FFT500 2,10E+04 | 2,29E+13 4,78E+06 1,63E+07
EAP75 2,07E+04 | 2,29E+13 4,78E+06 1,60E+07
EAP100 2,94E+04 | 2,33E+13 4,82E+06 1,60E+07
EAP200 2,08E+04 | 2,25E+13 4,72E+06 1,50E+07
FFTrf75 1,76E+04 | 2,28E+13| 4,77E+06| 1,49E+07

FFTrf100 3,49E+04 | 2,36E+13 4,86E+06 1,53E+07
FFTrf200 2,60E+04 | 2,33E+13 4,82E+06 1,63E+07
FFTrf1000 2,58E+04 | 2,46E+13 4,95E+06 1,63E+07

FFTrfa75 2,07E+04 | 2,26E+13|  4,70E+06| 1,43E+07
FFTrfal00 | 1,44E+04|2,19E+13| 4,65E+06| 1,47E+07
FFTrfa200 | 2,82E+04|2,49E+13| 4,95E+06| 1,64E+07
FFTrfal000| 2,53E+04|2,31E+13| 4,80E+06| 1,59E+07
grid200 5,19E+03 | 9,94E+12| 3,13E+06| 9,71E+06
grid200 1 | 1,40E+04|1,07E+13| 3,26E+06| 9,77E+06

Table 4- Results from dynamic analysis - Total Wave Lad

Ratio of FFT1000, waveloads Mean
method mean value |Stnd dev | maximum
FFT1000 1,00 1,00 1,00
FFT500 0,71 0,97 1,02
EAP75 0,70 0,97 1,00
EAP100 0,99 0,98 1,00
EAP200 0,71 0,96 0,94
FFTrf75 0,59 0,97 0,93
FFTrf100 1,18 0,99 0,96
FFTrf200 0,88 0,98 1,02
FFTrf1000 0,87 1,01 1,02
FFTrfa75 0,70 0,96 0,90
FFTrfal00 0,49 0,95 0,92
FFTrfa200 0,95 1,01 1,02
FFTrfal000 0,85 0,98 1,00
grid200 0,18 0,64 0,61
grid200_1 0,47 0,66 0,61

Table 5 - Wave load ratio, compared against resulsom FFT1000 method
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Gumbel plots for the extreme value distributioriatbl wave load for each method are
created, collecting all variations regarding amaafrdtomponents for each method inside the
same plot. The plots are shown in figure 22 to 26.

Gumbelplot Waveload FFT 1000 and 500 components
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Figure 22 - Gumbel plot FFT 1000 and 500, Total wavead

Gumbelplot Waveload EAP 75,100,200 components
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Figure 23 - Gumbel plot EAP method - Total wave load
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Gumbelplot Waveload FFTrf 75,100,200,1000 components
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Figure 24- Total wave load FFTrf method
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Figure 25- Total wave load FFTrfa method
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Gumbelplot Waveload Gridwave 200 components, dx5 & dx10
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Figure 26 - Total wave load Grid wave method 200 coponents

7.5 Discussion results total wave load

The average maximum total wave load obtained fraainenethod is listed in table 4. When
comparing to the FFT method (Table 5), few ratta®i@ out. The EAP method produces
almost identical results to the FFT method whengi400 components. The FFTrf and
FFTrfa methods also produce good results when coedpand the best outcome when
looking at the wave components used for the twdods, are simulations using 200
components or more

As expected, the grid wave method is producingtasasimilar load history, as for the other
methods. This is due to complications during aredy3he grid wave method did not support
how the buoyancy was modelled for the tower. Aredlibhoyancy was replaced with a static
load. This has produced a whole different loadonystor the dynamic analysis, and results
cannot be compared against the FFT 1000 methodn\étraparing the grid wave methods
up against each other, the difference in resolutionave kinematic calculations shows
negligible effect. It is necessary to research agter further.
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7.6 Results dynamic analysis of SWAY tower - respge

7.6.1 Numeric results from dynamic analysis of SWAYower - response
Table 6 shows collected averages of results olddnoen the dynamic response analysis of
the sway tower, and standard deviation for the esemagnitudes. Table 7 shows ratios of
obtained results when compared against the FFT dd30ts.

acc. Top
Cardan Force [N] Midmoment [Nm] tower[m/s"2] displ top tower [m]
Stnd

Method |[Stnddev |maximum |[Stnddev |maximum |dev maximum | Stnd dev | maximum
FFT1000 7,39E+05 4,23E+06| 7,67E+07 2,04E+08 1,62 5,15 10,92 37,37
FFT500 7,27E+05 4,23E+06| 7,54E+07 2,08E+08 1,59 5,30 10,66 38,99
EAP75 7,22E+05|  4,24E+06| 7,45E+07 2,12E+08 1,58 5,28 10,40 39,42
EAP100 7,28E+05 4,30E+06| 7,53E+07 1,99E+08 1,59 5,20 10,56 31,92
EAP200 7,15E+05| 4,25E+06| 7,40E+07 1,95E+08 1,57 4,95 10,37 32,36
FFTrf75 7,22E+05 |  4,22E+06| 7,47E+07 1,92E+08 1,58 4,95 10,50 36,24
FFTrf100 7,35E+05 4,26E+06| 7,63E+07 1,96E+08 1,61 5,03 10,83 39,56
FFTrf200 7,29E+05 4,21E+06| 7,60E+07 2,12E+08 1,60 5,33 10,92 41,84
FFTrf1000 7,46E+05 4,26E+06| 7,73E+07 2,09E+08 1,64 5,30 10,95 39,48
FFTrfa75 7,15E+05| 4,22E+06| 7,39E+07 1,91E+08 1,57 4,88 10,34 36,39
FFTrfal00 7,10E+05 4,22E+06| 7,33E+07 1,92E+08 1,56 4,94 10,19 31,71
FFTrfa200 7,48E+05 4,28E+06| 7,77E+07 2,07E+08 1,64 5,30 11,06 43,67
FFTrfal000| 7,29E+05| 4,17E+06| 7,54E+07 2,05E+08 1,59 5,16 10,61 37,09
grid200 4,16E+05 5,84E+06 | 7,88E+07 1,97E+08 1,56 4,27 9,15 20,57
grid200_1 4,59E+05 6,02E+06 | 8,27E+07 2,07E+08 1,63 4,45 9,63 21,93

Table 6 - Averages of response from dynamic analysié sway tower
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acc. Top

Cardan Force [N] Midmoment [Nm] tower[m/s"2] displ top tower [m]
Stnd

Method |Stnddev |maximum |[Stnddev |maximum dev maximum | Stnd dev | maximum
FFT1000 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
FFT500 0,98 1,00 0,98 1,02 0,98 1,03 0,98 1,04
EAP75 0,98 1,00 0,97 1,04 0,98 1,03 0,95 1,06
EAP100 0,98 1,02 0,98 0,98 0,98 1,01 0,97 0,85
EAP200 0,97 1,00 0,97 0,96 0,97 0,96 0,95 0,87
FFTrf75 0,98 1,00 0,97 0,94 0,98 0,96 0,96 0,97
FFTrf100 0,99 1,01 1,00 0,96 0,99 0,98 0,99 1,06
FFTrf200 0,99 0,99 0,99 1,04 0,99 1,03 1,00 1,12
FFTrf1000 1,01 1,01 1,01 1,02 1,01 1,03 1,00 1,06
FFTrfa75 0,97 1,00 0,96 0,94 0,97 0,95 0,95 0,97
FFTrfal00 0,96 1,00 0,96 0,94 0,96 0,96 0,93 0,85
FFTrfa200 1,01 1,01 1,01 1,01 1,01 1,03 1,01 1,17
FFTrfal1000 0,99 0,99 0,98 1,01 0,98 1,00 0,97 0,99
grid200 0,56 1,38 1,03 0,96 0,96 0,83 0,84 0,55
grid200_1 0,62 1,42 1,08 1,01 1,01 0,86 0,88 0,59

Table 7 - Ratios of response results when comparedainst results from FFT 1000 method

7.6.2 Gumbel plots for extreme value distribution®f response

Gumbelplot Midmoment Mz FFT 1000 and 500 components
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Figure 27 - Gumbel plot Midmoment Mz FFT method
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Gumbelplot Midmoment Mz EAP 75,100,200 components
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Figure 28 - Gumbel plot - Midmoment Mz EAP method
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Gumbelplot Midmoment Mz FFTrfa 75,100,200,1000 components
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Gumbelplot Midmoment Mz Gridwave 200 components, dx5 & dx10
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Figure 31 - Gumbel plot - Midmoment Gridwave method
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Gumbelplot Cardan force FFT 1000 and 500 components
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Figure 32 - Gumbel plot - Cardan force FFT method
Gumbelplot Cardan force EAP 75,100,200 components
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Figure 33 - Gumbel plot Cardan force - EAP method
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Gumbelplot Cardan force FFTrf 75,100,200,1000 components
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Figure 34 - Gumbel plot - Cardan force FFTrf method
Gumbelplot Cardan force FFTrfa 75,100,200,1000 components
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Figure 35 - Gumbel plot - Cardan force FFTrfa method
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Gumbelplot Cardan force Gridwave 200 components, dx5 & dx10
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Figure 36 - Gumbel plot - Cardan force - Gridwave rethod

7.7 Discussion of Response analysis results SWA Yvier

It is observed that the EAP methods over predisésponses when amount of components
used is little. For EAP method with 100 and 200 pornrents, the forces and displacements
are under predicted. When EAP method is used femfave components, the surface
elevation will have peaks that are over predicléds will lead to larger wave loads and
responses. When several components are used vgitmétthod, the lower and higher
frequencies of the wave spectrum will not be regmé=d in high resolution. The effects of
this might be the reason for the under predictibthe responses for EAP method with 200
components. This is supported by the results flmercardan force as the natural period in
heave for the sway tower is around 1 second.

The FFTrf and FFTrfa methods show very good acguwadten the amount of components is
200 or more. For 100 components or less, the regpasults will be under predicted. The
grid wave results are incomparable with rest ofrtfeghods due to different loading situation.
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7.7.1 Slow-drift motions and sum frequency effects irregular waves

Slow-drift motions are resonance oscillations eeatiby nonlinear interaction between the
waves and body motion [1][4]. The damping of thagwower is low, and thus large
displacements occur. When the mean wave loadsigge,Iso are the slow-drift excitation
loads, and can be of equal importance [4]. Equai{dil) express the slow-drift effects[1]:

R = BBl i T o5 (-0 + (e~ )+ T s (o) +
(e = Ej))] (7.4)

A=Wave amplitude

o= wave frequency

€= phase angle

T= 2" order transfer function

N= number of wave components
t=time

Due to nonlinear effects, one gets excitation feneeh higher frequencies than the dominant
frequencies in the wave spectrum. This is becalsgras oscillating with frequenci@so;,
2wy and(wy + w;), Wherew is the wave frequency. These effects might bertengidor

exciting the resonance oscillations in heave, péol roll of the tower. These loads are
however much smaller than the wave frequency |pgds
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8 Conclusion

The EAP method is showing good results for simatatf irregular sea. It resembles a close
to true Gaussian sea even with components as IGW.dsis not however, a very good
method for dynamic response analysis for the SWaéwet. With 75 components used to
simulate the sea, the responses are over prediotedared to that of a standard FFT solution,
using 1000 components. When components are inctegst 200, the result is under
prediction of responses. The reason for the ovegliption of responses when EAP
components are few, is that the method producdseh@verage wave amplitudes. The under
prediction of response in the dynamic simulatiothef sway tower when wave components
increase, might be due to lower representatiohe@fost high and low wave frequencies in
the spectrum.

The FFT method using randomly selected frequemnvaisn the do-interval when calculating
wave components show very good surface realizéiowave components 200 or more.
When fewer wave components than 100 are used uttesks is far too low for resembling a
true Gaussian sea. When few components are uskedhigtmethod, the wave loads and
responses are under predicted. When 200 compoaentsed, the method shows close to
exact same results as for standard FFT with 106{pooents.

The same goes for the FFTrfa method, where wavepcnents are calculated using random
frequency selected as with FFTrf method, and Raglgldistributed wave amplitude. This
method also shows large deviations when using faweveomponents. The FFTrfa with 75
components came out with the poorest results wherpared to standard FFT using 1000
components, both for the surface realization asdarse analysis.

The results obtained using FFTrf and FFTrfa methidd 1000 components does also follow
the FFT solution. Giving support to the observatiwat 200 components is satisfactory for
obtaining accurate results from time domain resp@malysis with duration 1000 seconds.

The grid wave method was not a successful investigan this report. The modelled
buoyancy forces did not work properly when using thethod, and a simplified replacement
of this force was obtained by use of a node lo&&. [6ad scenario for the model was changed
very much with this adjustment, and thus it waslezad incomparable to the other methods.
The method was investigated with varying resolutbthe wave field containing data for
wave kinematics. The resolution was reduced todfats initial, without experiencing a very
large change in results.
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9 Recommendation for further work.

The analyses based on use of a grid wave as iopWSFOS did not pan out well. Modelling
of buoyancy forces that are applicable when udigyrhethod for USFOS input must be
addressed.

Statistical uncertainties will always be presenewlperforming numerical response anlysis in
the time domain. Further studies regarding thessizdl accuracy for using EAP should be
done.
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Appendix
A.1 data files/usfos/matlab/bash

Usfos control and model files are attached asaligppendage to the report, together with

matlab routines, and bash scripts for running usfeystematic execution of simulations.
Bash scripts are created for each method investigat



A.2 Complete results

A.2.1 Averages collected from all methods

Collected stats surface profile

[m] mean max std

mean Stnd
method value variance |skewness |kurtosis |dev maximum | maximum | maximums
FFT1000 -0,006 17,31 -0,006 2,95| 4,15 13,10 17,08 1,81
FFT500 -0,008 16,35 0,012 2,97 | 4,04 13,09 15,96 1,83
EAP75 0,001 16,52 -0,008 3,03| 4,06 12,57 16,70 1,74
EAP100 0,000 16,72 -0,038 2,94 | 4,08 12,35 15,71 1,67
EAP200 -0,004 16,10 -0,010 2,94 | 4,00 11,86 16,96 1,76
FFTrf75 -0,004 16,29 -0,020 2,76 | 4,03 11,80 15,16 1,36
FFTrf100 0,004 16,87 -0,023 2,83 | 4,10 12,44 15,47 1,32
FFTrf200 0,002 16,68 -0,014 3,04| 4,08 12,82 14,94 1,15
FFTrf1000 -0,006 17,55 -0,002 2,91| 4,18 12,51 15,22 1,15
FFTrfa75 0,002 16,08 -0,008 2,72 | 3,96 11,48 13,82 1,75
FFTrfal00 0,000 15,54 -0,016 2,82 3,91 11,79 17,53 1,98
FFTrfa200 0,003 17,76 -0,007 2,95| 4,18 12,65 18,22 2,13
FFTrfal000 -0,001 16,43 0,008 2,89 | 4,05 12,12 14,68 1,35
grid200 -0,001 15,71 0,046 2,78 | 3,94 12,04 15,16 1,84
grid200_1 -0,003 16,96 -0,023 2,91 4,09 12,33 15,75 1,78

Theoretical values Gaussian distribution

Hs=16.4m

Std
mean variance |skewness |kurtosis |dev
0 16,81 0 3 4,1




Collected stats waveloads [N] mean
mean

method value variance |Stnd dev maximum
FFT1000 2,96E+04 | 2,42E+13 4,91E+06 1,60E+07
FFT500 2,10E+04 | 2,29E+13 4,78E+06 1,63E+07
EAP75 2,07E+04 | 2,29E+13 4,78E+06 1,60E+07
EAP100 2,94E+04 | 2,33E+13 4,82E+06 1,60E+07
EAP200 2,08E+04 | 2,25E+13 4,72E+06 1,50E+07
FFTrf75 1,76E+04 | 2,28E+13 4,77E+06 1,49E+07
FFTrf100 3,49E+04 | 2,36E+13 4,86E+06 1,53E+07
FFTrf200 2,60E+04 | 2,33E+13 4,82E+06 1,63E+07
FFTrf1000 2,58E+04 | 2,46E+13 4,95E+06 1,63E+07
FFTrfa75 2,07E+04 | 2,26E+13 4,70E+06 1,43E+07
FFTrfal00 1,44E+04 | 2,19E+13 4,65E+06 1,47E+07
FFTrfa200 2,82E+04 | 2,49E+13 4,95E+06 1,64E+07
FFTrfal000| 2,53E+04 |2,31E+13 4,80E+06 1,59E+07
grid200 5,19E+03 | 9,94E+12 3,13E+06| 9,71E+06
grid200_1 1,40E+04 | 1,07E+13 3,26E+06| 9,77E+06
Collected stats accel top tower [m/s2] mean
method mean value |variance |Stnd dev | maximum
FFT1000 0,000 2,630 1,619 5,150
FFT500 -0,001 2,540 1,592 5,299
EAP75 -0,001 2,503 1,581 5,280
EAP100 0,002 2,542 1,593 5,205
EAP200 -0,001 2,477 1,570 4,953
FFTrf75 -0,002 2,510 1,583 4,954
FFTrf100 0,003 2,596 1,610 5,031
FFTrf200 0,000 2,561 1,600 5,329
FFTrf1000 -0,001 2,683 1,635 5,301
FFTrfa75 -0,001 2,496 1,566 4,883
FFTrfal00 -0,002 2,440 1,556 4,941
FFTrfa200 -0,001 2,716 1,640 5,296
FFTrfal000 0,000 2,550 1,595 5,159
grid200 -0,001 2,468 1,557 4,272
grid200_1 0,001 2,706 1,633 4,453




Collected stats disp top tower [m] mean
method mean value |variance |Stnddev | maximum
FFT1000 -1,95| 119,93 10,92 37,37
FFT500 0,31 114,01 10,66 38,99
EAP75 0,16| 108,64 10,40 39,42
EAP100 -6,21| 112,11 10,56 31,92
EAP200 -3,79| 109,00 10,37 32,36
FFTrf75 -0,14| 110,68 10,50 36,24
FFTrf100 1,01| 117,68 10,83 39,56
FFTrf200 2,82 119,39 10,92 41,84
FFTrf1000 0,84| 120,69 10,95 39,48
FFTrfa75 1,12| 110,60 10,34 36,39
FFTrfal00 -2,78| 105,76 10,19 31,71
FFTrfa200 4,14| 124,86 11,06 43,67
FFTrfal000 -0,98| 113,29 10,61 37,09
grid200 -1,72 85,66 9,15 20,57
grid200_1 -1,38 94,64 9,63 21,93
Collected stats cardan force [N] mean

mean
method value variance |Stnd dev | maximum
FFT1000 2,70E+06 | 5,49E+11 | 7,39E+05 | 4,23E+06
FFT500 2,71E+06 | 5,30E+11 | 7,27E+05 | 4,23E+06
EAP75 2,71E+06 | 5,23E+11 | 7,22E+05 | 4,24E+06
EAP100 2,71E+06 | 5,31E+11| 7,28E+05 | 4,30E+06
EAP200 2,71E+06 | 5,13E+11| 7,15E+05 | 4,25E+06
FFTrf75 2,71E+06 | 5,22E+11 | 7,22E+05 | 4,22E+06
FFTrf100 2,70E+06 | 5,42E+11| 7,35E+05 | 4,26E+06
FFTrf200 2,71E+06 | 5,32E+11 | 7,29E+05 | 4,21E+06
FFTrf1000 2,69E+06 | 5,59E+11 | 7,46E+05 | 4,26E+06
FFTrfa75 2,71E+06 | 5,21E+11| 7,15E+05 | 4,22E+06
FFTrfal00 2,72E+06 | 5,08E+11 | 7,10E+05 | 4,22E+06
FFTrfa200 2,69E+06 | 5,65E+11 | 7,48E+05 | 4,28E+06
FFTrfal000| 2,71E+06|5,33E+11|7,29E+05 | 4,17E+06
grid200 4,37E+06 | 1,85E+11 | 4,16E+05 | 5,84E+06
grid200_1 4,36E+06 | 2,26E+11 | 4,59E+05 | 6,02E+06




Collected stats midmoment Mz mean
mean

method value variance |Stnd dev | maximum
FFT1000 -2,22E+07 | 5,90E+15 | 7,67E+07 2,04E+08
FFT500 -2,20E+07 | 5,69E+15 | 7,54E+07 2,08E+08
EAP75 -2,21E+07 | 5,56E+15 | 7,45E+07 2,12E+08
EAP100 -2,19E+07 | 5,68E+15 | 7,53E+07 1,99E+08
EAP200 -2,21E+07 | 5,51E+15 | 7,40E+07 1,95E+08
FFTrf75 -2,20E+07 | 5,60E+15 | 7,47E+07 1,92E+08
FFTrf100 -2,19E+07 | 5,83E+15 | 7,63E+07 1,96E+08
FFTrf200 -2,21E+07 | 5,78E+15 | 7,60E+07 2,12E+08
FFTrf1000 -2,23E+07 | 6,00E+15 | 7,73E+07 2,09E+08
FFTrfa75 -2,20E+07 | 5,58E+15 | 7,39E+07 1,91E+08
FFTrfal00 -2,20E+07 | 5,42E+15 | 7,33E+07 1,92E+08
FFTrfa200 -2,23E+07 | 6,11E+15 | 7,77E+07 2,07E+08
FFTrfal000| -2,20E+07|5,71E+15|7,54E+07 2,05E+08
grid200 -1,31E+07 | 6,33E+15 | 7,88E+07 1,97E+08
grid200_1 -1,31E+07 | 6,95E+15 | 8,27E+07 2,07E+08




A.2.2 Statistics for all time histories ordered foreach method.

The spreadsheets for these results are very exéegrasid are given as digital attachments to
the report.

Vi



