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Abstract

Two-phase flow instabilities are experimentally and numerically studied within
this thesis. In particular, the phenomena called Ledinegg instability, density wave
oscillations and pressure drop oscillations are investigated.
The most important investigations regarding the occurrence of two-phase flow

instabilities are reviewed. An extensive description of the main contributions in the
experimental and analytical research is presented. In addition, a critical discussion
and recommendations for future investigations are presented.
A numerical framework using a hp-adaptive method is developed in order to

solve the conservation equations modelling general thermo-hydraulic systems. A
natural convection problem is analysed numerically in order to test the numerical
solver. Moreover, the description of an adaptive strategy to solve thermo-hydraulic
problems is presented.
In the second part of this dissertation, a homogeneous model is used to study Le-

dinegg, density wave and pressure drop oscillations phenomena numerically. The
dynamic characteristics of the Ledinegg (flow excursion) phenomenon are analysed
through the simulation of several transient examples. In addition, density wave in-
stabilities in boiling and condensing systems are investigated. The effects of several
parameters, such as the fluid inertia and compressibility volumes, on the stability
limits of Ledinegg and density wave instabilities are studied, showing a strong in-
fluence of these parameters. Moreover, the phenomenon called pressure drop oscil-
lations is numerically investigated. A discussion of the physical representation of
several models is presented with reference to the obtained numerical results. Finally,
the influence of different parameters on these phenomena is analysed.
In the last part, an experimental investigation of these phenomena is presented.

The designing methodology used for the construction of the experimental facility
is described. Several simulations and a non-dimensional similitude analysis are
used to support the design, regarding the occurrence of two-phase flow instabilities.
Some experimental results are presented in order to validate the current design. A
full characterisation of the pressure drop losses in the facility is presented. Both,
distributed and local pressure drop losses are investigated and the experimental re-
sults are compared with the main correlations used in the literature for the analysis
of pressure drop in two-phase flow systems. Finally, pressure drop and density wave
oscillations are studied experimentally, with main focus on the interaction of these
two oscillation modes. In addition, the influence of compressibility volumes on the
stability limits for the density wave phenomenon is analysed.
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so Surge tank downstream









CHAPTER I

Overview

� A description of the motivation and challenges behind this dissertation is pre-
sented in this introductory chapter. The objectives, scope and the structure of the
work are discussed.

1.1 Introduction
The growth of the total worldwide energy consumption have motivated and chal-

lenged the use of new ways of heat transfer. For the last decades, the research on
thermo-hydraulic designs using two-phase flow has been a subject of considerable
interest. In particular, in situations where very high heat fluxes are expected, the
use of subcooled boiling results quite attractive due the improved heat transfer char-
acteristics. Evaporating and condensing two-phase flow systems are widely used
in power generation, thermal management, chemical, space, cryogenics and other
industries. In addition, the rapidly increase of power density in electronics is also
encouraging the development of two-phase components for practical high-power
electronics applications. Nevertheless, it is well known that under unstable opera-
tion conditions, the efficiency of a two-phase systems can rapidly decrease. In ad-
dition, the continue occurrence of two-phase instabilities can cause failures such as:
premature burn-out, thermal fatigue, mechanical vibrations and control problems,
and consequently decrease significantly the operation life span of the involved sys-
tems. It is clear that the study of these phenomena plays an important role in the
design and safety analysis of two-phase flow systems.
The study of instabilities occurring in two-phase flow systems was initiated ap-

proximately sixty years ago. Great attention was given to these problems in the
sixties and seventies with the advent of high power density boilers and boiling wa-
ter reactors (BWR). Nowadays, the different scenarios where these phenomena can
take place are fairly well understood in the nuclear industry. Not only because of
the phenomenological understanding but also because of the large amount of effort
put into the analysis of accidents and transient phenomena. Today, more than 90
% of thermo-hydraulic research for nuclear reactors belongs to the field of nuclear
safety (F. Mayinger (1997)). Regarding other kind of industries where two-phase
flow components are important, the understanding on two-phase flow instabilities is
still very poor. Many industrial systems such as cryogenic heat exchangers, where
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both boiling and condensing phenomena take place (two different streams), refriger-
ation systems, etc, are designed without the proper stability analysis of the transient
phenomena involved in such a complex processes.
With this scenario on mind, it is easy to see that more basic research is still

needed in order to extend the present knowledge on these phenomena to other re-
lated industries. Moreover, from the state-of-the-art analysis presented in Chapter 2
it can be also seen that there are still several open questions regarding these complex
phenomena. Some of the most important points that must be clarified are enumer-
ated:

• The interaction among different kinds of instabilities.

• The mechanisms that take place in the occurrence of instabilities in condens-
ing systems.

• The occurrence of high-order density wave oscillations.

• The effects of external parameters (pump response, inertia, compressibility)
in the stability of the systems.

1.2 Objectives
The main objective of this work is to study the phenomena involved in the so

called thermo-hydraulic instabilities with reference to other kind of industries, since
most of the present investigations describes only nuclear components conditions.
Specifically this work considers the following topics:

• Review the state-of-the-art of two-phase flow instabilities. The main mech-
anisms triggering these phenomena are identified and its effects in different
industries are studied.

• Develop a numerical framework capable of solving these complex phenom-
ena and their interaction. Analyse the potential use of high-order adaptive
techniques to solve with high accuracy the different time and space involved
scales.

• Study the influence of different parameters that normally are not taken into
account in the literature, such as inertia in the inlet and outlet fluid, compress-
ibility volumes and pump response.

• Design an experimental facility to study this kind of phenomena. Including
the characterisation of several parameter of paramount importance in the oc-
currence of two-phase instabilities.

• Study experimentally several aspects related with these phenomena. In par-
ticular, study the interaction between different modes occurring at the same
time.
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1.3 Scope
In Chapter 2 a review on the present understanding of thermo-hydraulic instabil-

ity phenomena is presented. From this analysis it can be seen that there are several
kinds of phenomena occurring in two-phase flow systems. The current investiga-
tion is mainly focused in Ledinegg instability, density wave oscillations (DWO),
and pressure drop oscillations (PDO). The models and simulations presented in this
work are restricted to following conditions,

• Pure fluids are considered as the working refrigerant. In most of the cases,
the analysis is made using the refrigerant “R134a” (fluorine-hydrocarbon).

• Only macroscopic phenomena are described. No microscopic phenomena
such as Helmholtz and Taylor instabilities, bubble collapse, etc, are taken
into account in this work.

• One-dimensional representation of the main thermo-hydraulic variables. This
formulation is proved to describe most of the physical phenomena occurring
in boiling and condensing components.

• In most of the cases the effects of gravity are disregarded, since horizontal
flows are considered as a study condition.

1.4 Outline of the thesis
This thesis is divided in five parts. This and the next chapter constitute the in-

troductory part (Part 0), where the main research questions are formulated. Part I
presents the development of the numerical tools used in the rest of the work to anal-
yse the different phenomena. Part II deals with different aspects of the modelling
of two-phase flow instabilities. Part III contains the description of the designed
loop and the experimental investigation made as a part of this work. Finally in Part
IV, conclusions, final remarks and future works are presented. In the following, an
overview of the topics discussed in each of the chapters are presented.

• Chapter 2: The main phenomena considered as two-phase flow instabilities
and the physical mechanisms related with their occurrence are introduced, in
order to present a general description of the systems where these phenomena
can be found. The state-of-the-art of Ledinegg, density wave oscillations and
pressure drop oscillations is described. A review of experimental, analytical
and numerical works is presented. Finally a discussion of the main results
and problems in the research of these phenomena is addressed.

Part I: Numerical framework
• Chapter 3: The least squares method spectral method is analysed as an at-
tractive tool for the resolution of general thermo-hydraulics systems. A hp-
adaptive solver is developed and some examples are used in order to test it.
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• Chapter 4: A natural circulation single-phase loop is simulated using the adap-
tive solver in order to study the strategies for adaptation in a thermo-hydraulic
problem.

Part II: Modelling of two-phase flow instabilities

• Chapter 5: A homogeneous model is described in order to model a general
two-phase flow single channel. The Ledinegg instability (or flow excursion)
is analysed through several simulations in order to investigate the dynamic
characteristics of this phenomenon.

• Chapter 6: Density wave instability and Ledinegg phenomena are studied in
boiling and condensing systems.

• Chapter 7: The effects of external parameters, such as the inertia of the fluid
in the pipes and the compressibility of gases in the systems, on the stability
of density wave phenomena are investigated.

• Chapter 8: A dynamic model is compared with the normally used steady-state
models in the description of pressure drop oscillations. The impact of several
parameters in the stability of the systems are studied.

Part III: Experimental investigation

• Chapter 9: The design methodology for two-phase components and the par-
ticular design of a facility to study instabilities are described. Some details
from the construction of the loop developed as a part of this work are shown
and in the last part some experimental results are used to test the validity of
the proposed methodology.

• Chapter 10: The distributed and local two-phase and single-phase pressure
drop losses in the experimental facility are characterised. The experimental
data is compared with the results of the main correlations available in the
open literature.

• Chapter 11: An experimental investigation regarding the interaction between
density wave and pressure drop oscillations is presented, with main focus on
the mechanism that takes place in this interaction. Finally, the influence of a
compressible volume in the stability of density wave phenomena is analysed.

Part IV: Final Remarks & Conclusions

• Chapter 12: In this last chapter the main conclusions, observations and re-
marks are presented.
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stabilities in boiling systems”, 19th International Conference On Nuclear En-
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nomena in the transportation of super-critical fluids”, Computational mechan-
ics conference (Mekit’11), Trondheim, Norway, May 2011.

Ruspini, L.C., Dorao, C.A. and Fernandino, M., “Dynamical analysis of
steady-state criteria for Ledinegg instability”, Gas Technology Conference
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Ruspini, L.C., Dorao, C.A. and Fernandino, M., “Design of a two-phase
forced convection loop for stability analysis”, Experimental Fluid Mechanics
(EFM’10), Liberec, Czech Republic, 2010.

Ruspini, L.C., Dorao, C.A. and Fernandino, M., “Simulation of a natural
circulation loop using an adaptive strategy ”, Computational mechanics con-
ference (Mekit’09), Trondheim, Norway, May 2009.
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Poster presentations
Ruspini, L.C., Dorao, C.A. and Fernandino, M., “Modeling of dynamic in-
stabilities in boiling systems”, 19th International Conference On Nuclear En-
gineering (ICONE’19) Osaka, Japan, May 2011.

Ruspini, L.C., Dorao, C.A. and Fernandino, M., “Design of a two-phase
forced convection loop for stability analysis”, Experimental Fluid Mechanics
(EFM’10), Liberec, Czech Republic, 2010.

Ruspini, L.C., Dorao, C.A. and Fernandino, M., “Dynamical simulation
of two-phase Ledinegg instability ”, Gas Technology Conference (SINTE-
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Supervision
• Co-advisor: Bachelor Thesis. Bieito Gomez, “Study of two-phase pressure
drop in orifice valves”, Energy and Process department, NTNU, Norway,
2012.

• Co-advisor: MSc Thesis. Dag Stromsvag, “Influence of sub-cooling on
density wave oscillations in a heated pipe”, Energy and Process department,
NTNU, Norway, 2010.

• Co-advisor: Bachelor Thesis. Dag Stromsvag. “Analysis of pressure drop in
a boiling channel”, Energy and Process department, NTNU, Norway, 2009.

1.5.1 About this thesis
The main idea behind the structure of this thesis is to assure that the chapters

can be read independently. For this reason, a brief abstract and an introduction are
included at the beginning of each chapter and a summary, with the main results and
conclusions, is included at the end.
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CHAPTER II

Two-phase flow instabilities: A
review

� A review of two-phase flow instabilities is presented. The main physical mech-
anisms involved in the occurrence of these phenomena are introduced. A review
of experimental and analytical investigations regarding Ledinegg instability, density
wave and pressure drop oscillations is presented. Moreover, the current research
state and the needs for future works are critically discussed.

2.1 Introduction

Historically, the study of two-phase flow instabilities started with the pioneering
article of M. Ledinegg [115] (1938). Several years later, around 1960, the develop-
ment of industrial high density boilers and boiling water reactors (BWR) turned the
attention of many researchers into this kind of phenomena occurring in two-phase
flow systems. During those years, several experimental studies described different
kinds of phenomena occurring in boiling channels. As described by Yadigaroglu
[43, chap. 17] (1981), “a period of relative confusion followed, with many authors
attempting to explain various widely different observations”. Thus, it is not until late
60’s that the main instability mechanisms were understood, especially due to the de-
velopment of analytical tools and computational tools [26, 239, 87, 88]. During
the 70’s and early 80’s, several analytical works made a significant contribution on
the understanding basis of thermo-hydraulic instabilities [61]. In parallel, lot of ef-
fort was made to study the stability of different kind of nuclear reactor components.
With the development of computational tools, the study of transient phenomena re-
lated with accident analysis in nuclear reactors started to grow rapidly. Nowadays,
the different scenarios where these phenomena can take place are fairly well under-
stood in the nuclear industry. This is mainly due to the big effort put into the acci-
dent analysis and transient simulations. Today more than 90 % of thermo-hydraulic
research in nuclear reactors belongs to the field of nuclear safety [137]. Regarding
other industries where two-phase flow components are important, the understanding
of the two-phase flow instability phenomena is still poor. In the last 50 years, sev-
eral works reported the occurrence of this kind of phenomena in components such as
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heat-exchangers, re-boilers, economisers, steam-generators, condensers, petroleum
well components, thermo-syphons, etc. Several excellent reviews of experimental
and analytical research have been published, such as J.A. Bouré et al. [25] (1973),
M.Ishii [141] (1976), A.E. Bergles [22] (1977), G. Yadigaroglu [222] (1981), R.T.
Lahey and D.A. Drew [112] (1980), S. Nakanishi [143] (1981) and R.T. Lahey and
M.Z. Podowski [114] (1989). More recently, some reviews describe some particular
aspects of two-phase flow instabilities L.A. Belblidia and C. Bratianu [17], G.V.D.
Prasad et al. [165] (2007), L. Tadrist [196] (2007), A.K. Nayak and P.K. Vijayan
[148] (2008) and S. Kakac and B. Bon [97] (2007).

The objective of this chapter is to review the main kinds of instabilities occurring
in two-phase flows. In the first section, a description of the main mechanisms in-
volved in the occurrence of two-phase flow instabilities is made. In the Sections 2.4
and 2.5, some of the most important experimental and analytical investigations are
described. Moreover, a critical discussion of some relevant aspects of the current
research state and future needs are presented in Section 2.6.

2.2 Two-phase flow instability mechanisms

In order to get a clearer picture of the phenomena taking place in two-phase
flow systems it is necessary to introduce some common terms used in this field.
The first distinction should be made between microscopic and macroscopic instabil-
ities. The termmicroscopic instabilities is used for the phenomena occurring locally
at the liquid-gas interface; for example, the Helmholtz and Taylor instabilities, bub-
ble collapse, etc. The treatment of this kind of instabilities is out of the scope of
this work. On the other hand, the macroscopic instabilities involve the entire two-
phase flow system. In this brief review, the main focus is kept on the macroscopic
phenomena.
The most used classification, introduced in J.A. Bouré et al. (1973), divided

two-phase flow instabilities in static and dynamic. In the first case, the threshold
of the unstable behaviour can be predicted from the steady-state conservation laws.
On the other hand, to describe the behaviour of dynamic instabilities it is necessary
to take into account different dynamic effects, such as the propagation time, the
inertia, compressibility, etc. In addition, the term compound instability is normally
used when several of the basic mechanisms, described later, interact with each other.
In this way, it is said that a phenomenon is compound when is the consequence of
a primary phenomenon. In more recent reviews, the distinction between natural
and forced convection instabilities is made [148, 165], even when the nature of
involved phenomena in the different cases is the same. In the following sections,
this distinction is not considered and all the common phenomena are described. In
this work a classification similar to the one presented in G. Yadigaroglu (1981) is
used. Moreover, this classification is extended by the one presented in K. Fukuda
and T. Kobori [61] (1979) and other more recent investigations.
In the next sections, the main mechanisms related with the occurrence of two-

phase flow instabilities are described.
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Figure 2.1: Internal pressure drop vs. flow rate characteristic curve for a boiling system.
In addition, five different external characteristics curves (cases) are presented.

2.2.1 Characteristic pressure drop vs. flow rate instabilities
The static methodology comes from considering two different steady-state sys-

tems, external and internal. Thus, the intersecting points gives the steady-state oper-
ation points. It is well-know that under certain conditions the pressure drop vs. flow
rate characteristic curve of a boiling system (internal curve) may exhibit a N-shape
(or S-shape). Consequently depending on the pressure drop vs. flow rate charac-
teristic curve of the external system, the operation points can be stable or unstable.
An operation point is called stable when the slope of the internal characteristic is
smaller than the slope of the external characteristic curve [115]. That is
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stability condition (2.1)

In Figure 2.1 the typical N-shape curve for a boiling system and several external
curves are plotted. In addition, the total pressure drop for the theoretical cases of all
vapor and all liquid (dotted line) are also shown. These two curves correspond to
the limit cases for the two-phase pressure drop. As can be seen, the external curves
of the case 1 and case 2 intersect the internal curve in only one point (1). As the
internal curve slope is larger than the external curve slope, then this point is stable.
An opposite behaviour is observed when the external curves of case 3 and case 4
intersect the same point. In these two cases the point (1) becomes unstable. Fur-
thermore, two new stable operation points are fulfilling the steady-state operation
condition, points (2) and (3).
Before continuing, it is interesting to analyse the different sources of the pres-

sure drop vs. flow rate characteristic curve.

2.2.1.1 The characteristic pressure drop vs. flow curve

In a general steady-state case, this curve has three main components; momen-
tum, frictional and potential pressure drops. According to the stability criteria,
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Figure 2.2: Decomposition of the different pressure drop components in the characteristic
pressure drop vs. flow rate curve of an upward flow boiling system.

Eq. (2.1), the influence of the different terms stabilises or destabilises the system
in the measure of how much they increase or decrease the characteristic curve slope.
Figure 2.2 shows the different components for an upward boiling channel. In this
case, the potential term is stabilising the system, while the momentum and frictional
terms are destabilising the system in some flow regions. Notice that in the case of
downward flow, then the potential term will also destabilise the system. K. Fukuda
and T. Kobori (1979) propose to classify the instabilities depending on which of the
terms is dominant. Even if according to the steady-state analysis this distinction is
not strictly necessary, it is still not clear if a difference exists in how the different
source terms influence the evolution of the system as will be discussed in the next
sections.
In addition regarding to the literature common terminology for subcooled flow

boiling in conventional-sized channels, three different physical points are distin-
guished. They are named; Onset of Nucleate Boiling (ONB), the Onset of Signif-
icant Boiling (OSB) or Net Vapor Generation (NVG) and the Onset of Flow Insta-
bility (OFI). The location of ONB and OSV points can be obtained through the
void fraction distribution along the heated channel. G. Yadigaroglu [221] defines
the OSB or NVG point as the point where the subcooled boiling void fraction starts
growing appreciably. For most practical purposes the region between ONB and
OSB is not analysed individually. Furthermore, the OFI denotes the minimum point
of the total pressure drop characteristic curve. Normally, this last point is used to in-
dicate the beginning of the unstable region, even when it is not a sufficient condition
to assure an unstable behaviour.
On the other hand it should also be mentioned that the N-shape curve is not only

particular of boiling systems, but it is also reported in general gas-liquid mixtures
[155, 95, 86]. There are several instabilities triggered by this mechanism. In the
following sections some of them are explained.
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2.2.1.2 Ledinegg instability

Ledinegg instability or flow excursion is one of the most analysed instabilities
in the literature. It is classified as a static instability by J.A. Bouré et al. (1973). It
was first introduced by M. Ledinegg [115] and later named as Ledinegg instability.
It is necessary to remark that the term Ledinegg instability is used in the literature
in a general way to denote the unstable region.
This is the basic phenomena associated with the characteristic pressure drop vs.

flow curve. It is said that the system experiments a flow excursion when it turns from
an unstable to a stable operation point. In most of the practical cases this situation
will never happen. Conversely, the modification of the external characteristic (or
internal) can change the stability of an operation point. This effect is shown as
(case 5) in Figure 2.1. If the external characteristic of a system, having initially
three operation points (case 3), is for some reason modified to case 5, then the
system will experiment a flow excursion from point 3 to point 2. When the flow is
decreasing from the single-phase liquid region (point 3), the system suddenly turns
in a two-phase state with a high generation of vapour. On the contrary, the same
phenomenon can occur from an operation point in the two-phase region to a point
in the all liquid zone. In [174] it is shown that from an unstable point the system can
evolve in both direction, increasing or decreasing the flow with the same probability.
Several examples describing the occurrence of this and other related phenomena,
and their interaction, are included in the next sections.

2.2.1.3 Flow distribution instability

In this section, the flow distribution instability in parallel channels due to nega-
tive characteristic slope is analysed. Before continuing, it is necessary to distinguish
between single and parallel channel for the formulation of the boundary conditions.
In the case of a parallel array of tubes, connected by an inlet and exit plenum, when-
ever the conditions at the channel limits are sufficiently specified at all times, the
problem reduces to a single-channel instability. Furthermore, the term "parallel
channel" has been frequently used to recall a constant pressure drop boundary con-
dition, while it might have been used more properly to denote flow distribution
phenomena.
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In the case of multiple channels, flow distribution in the different channels may
result when some of the channels operate in the negative slope region. In Figure
2.3 the case of two parallel channels with different characteristic curves is shown.
As can be seen, there are several regions of multiple solutions. Thus according
to the external characteristic curve intersecting this curve, the system may have
several possible operation points. In the case of a horizontal external characteristic
(constant pressure difference) then the system can intersect until 9 operation points.
It is easy to see that when the amount of channels grows, the complexity of the
multiple solution region increases.
This phenomenon was first systematically analysed by K. Akagawa and T. Sak-

aguchi [3]. In this last work, several two-phase phenomena are analysed in an array
of long parallel tubes. It is found that under the negative slope condition, the flow
rate in the different tubes is not only mal-distributed but also flow excursions be-
tween the channels are observed.

2.2.1.4 Flow pattern transition

This kind of instability has been described in the literature since the 70’s. Never-
theless, this phenomenon is not reported in industrial systems as an important issue.
The main mechanism can be explained through the static characteristic curve in the
same way as for the Ledinegg flow excursion. In the proximity of a flow pattern
transition (normally considered as bubbly to annular, or slug), the pressure drop
vs. flow rate will exhibit a transition point due to the different local pressure drop
of the different regimes. When the characteristic curve has a negative slope, then
any perturbation to the initial state can provoke an excursion to a new operation
point. This would be the main mechanism of the flow pattern transition. In some
particular cases, the modification of the operation point can produce a change in the
main variables (void fraction) and the boundary conditions. Hence, the system will
evolve again to the initial state, through another flow excursion. Under very specific
conditions, this process can be repeated producing a periodic oscillations.
In the last years, some works have attempted to explain this phenomenon analyt-

ically. A.K. Nayak et al. [149] analyse the internal characteristic curve of a natural
circulation pipe, using different pressure drop models for the different flow patterns,
based on the maps of [198]. The characteristic curves show a multiple solution re-
gion for the flow pattern transition between annular and slug flow. Although this
phenomenon can produce a flow excursion, the amplitude of flow excursion is al-
ways smaller than the amplitude of the Ledinegg flow excursion in the same system.
Very brief experimental examples of this phenomenon can be found in [91, 208, 29].

2.2.1.5 Pressure Drop Oscillations (PDO)

Considering a boiling system with an N-shape characteristic curve, such as the
one presented in Figure 2.4(b), a flow oscillation will be induced if a sufficient large
amount of compressible volume is placed upstream from the heated section. This
kind of phenomena is mainly due to the interaction between the flow excursion
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Figure 2.4: Mechanism of Pressure Drop Oscillation. (a) System capable of sustaining
oscillations. (b) Characteristic curves of the different parts of the system.

phenomena and the surge tank compressibility. It was introduced and sistematically
analysed in the pioneer studies of A.H. Stenning (1964) [189, 191, 133, 134].

Consider the system shown in Figure 2.4(a), where a surge tank (compressible
volume) is situated upstream from a boiling channel. In accordance to Figure 2.4,
the internal characteristic exhibits the N-shape curve. Consequently, the boundary
conditions of the heated section would correspond at each time to the curve given
by the valve K1 and the constant pressures P0 and Pout (cyan line in Figure 2.4(b)).
When the intersection of this boundary condition curve and the boiling channel do
not satisfy the stability condition of Eq. (2.1), thus the system may experience a
transient phenomenon called pressure drop oscillations. Considering a full devel-
oped oscillation, this mechanism is composed by: a compression in the surge tank,
CD; a flow excursions from a two-phase state to a liquid state, DA; a decompres-
sion in the surge tank, AB; and a flow excursion from a low quality to a high quality
two-phase state, BC. In [133], it is proved that for high power density systems, the
amount of compressible volume needed to sustain the oscillation is very low. In
case of no interference with other phenomena, the frequency of the oscillations is
mainly controlled by the compressible volume dynamics and the fluid inertia. Nev-
ertheless, the occurrence of this phenomenon is normally associated with other kind
of instabilities as will be discussed in the next sections.
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2.2.2 Density Wave Oscillations, (DWO)
This is by far the most studied kind of two-phase flow instability. A thermo-

hydraulic system and its associate boundary conditions constitute a complex dy-
namic system. The main two mechanisms related with the generation and propaga-
tion of this phenomenon are the delay in the propagation of disturbances and the
feedback processes conditioning the inlet parameters. While delay effects are the
product of transport phenomenon within the channel, feedback effects are related
with the characteristics of the boundary conditions. In the classical description, the
time period of these phenomena is considered to be between 1.5 and 2 times the
time required for the fluid to travel through the system.
In general the name density wave instability was used in the literature to denom-

inate one particular phenomenon occurring at high outlet qualities (DWOII). K.
Fukuda and T. Kobori (1979) presented a classification of different types of density
wave instabilities. The authors of this last work classify the different kinds of phe-
nomena according to the main mechanisms involved in their occurrence. In their
model a heated channel and riser section are described. Moreover, they present five
different kinds of DWO: due to gravity in the heated section, DI,H ; due to gravity
in the riser section, DI,R; due to friction in the heated section, DII,H ; due to fric-
tion in the riser sections,DII,R; and due to inertia-momentum in the heated section,
DIII,H .
The present classification, based in Fukuda’s results, and taking into account

experimental and analytical evidence, is divided in three types of density wave in-
stabilities, based on the three main mechanisms that provoke them: due to gravity
DWOI ; due to friction DWOII ; and due to momentum DWOIII . This last classi-
fication is in agreement with the analysis carried out by J.A. Bouré and A. Mihaila
[26] (1967).

2.2.2.1 Type I: Due to gravity, DWOI

This kind of instability is experimentally reported in upward vertical systems
with a long unheated riser section downstream from the heated section. It was
experimentally reported and systematically analysed in [61]. At low quality condi-
tions, any disturbance can generate a significant change in the void fraction and in
consequence a change in the flow conditions. At low pressures the hydrostatic head
(heated section and riser) is very sensitive to flow rate variations. In consequence,
the feedback between flow, void fraction, and head can lead into a cyclic evolu-
tion. In particular, this phenomenon is very important in natural convection loops,
but it was also reported in forced convection systems [37]. It plays an important
role in BWR safety analysis, as described in the experimental and analytical studies
presented in the following sections.

2.2.2.2 Type II: Due to friction, DWOII

This type of density wave phenomena is the most common density wave instabil-
ity described in the literature. The theoretical basis and non-dimensional analysis,
used to analyse this phenomenon, were introduced in [193, 26, 239, 88]. The main
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cause of this phenomenon is the different propagation speed of the flow perturba-
tions in the single phase and in the two phase region. Any change in flow or void
fraction in the two phase region results in a pressure drop variation. Since the per-
turbation propagates rather slowly along the two phase region, a significant delay
marks the onset of perturbations in the two phase region, hence the two phase pres-
sure drop and the single phase pressure drop oscillate out-of-phase. A discussion of
the complex interaction between the mechanisms taking place in the occurrence of
this phenomenon will be presented in Section 2.5.4.

2.2.2.3 Type III: Due to momentum, DWOIII

This type of density wave instability have received very few attention. It was first
presented as high-order density waves in the experimental study of G. Yadigaroglu
and A. Bergles [224]. Moreover, in J.L. Achard et al. [2] the term “stability islands”
was used to describe the parameter region where this phenomenon makes the system
unstable. As described in [61], the basic cause of this phenomenon is the interaction
between the inertia and momentum pressure drop terms and the thermo-hydraulic
propagation delays.

2.2.3 Compound density wave phenomena
In this section, several phenomena related with the basic forms of the density

wave instabilities are presented.

2.2.3.1 Density wave oscillations in parallel channels

Several investigations regarding the occurrence of density wave oscillations in
parallel boiling channels have been published. Different aspects of this complex
phenomenon have been introduced in [68, 59]. The basic density wave mecha-
nisms, explained before, also occurs in parallel channel systems. As concluded
by K. Fukuda and S. Hasegawa [59] (1979), the system stability depends on the lo-
cal stability for each channel. Moreover, different modes of oscillations are possible
according to the different characteristics of the channels. In general terms, out-of-
phase and in-phase oscillations are reported and they are the result of the interaction
between different channels. Several experimental and analytical investigations are
analysed in the following sections.

2.2.3.2 Coupled neutronic thermo-hydraulic instabilities

During the 80’s, several nuclear power plant events (BWR) [69, 150] have trig-
gered the attention of thermo-hydraulic researchers and nuclear reactors vendors.
As described before, the density wave instabilities are the consequence of feedback
between the propagation phenomena and the different pressure drop terms in the
single- and two-phase regions. In BWRs, since water is used as a refrigerator and
as a moderator, the neutron flux (in consequence the power) depends strongly on
the void fraction. Thus, there is a feedback effect between the void fraction and the
neutronic flux called reactivity feedback. In conclusion, this new feedback effect
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is coupled with the basic mechanism triggering the density wave instabilities and
can produce the phenomenon named as neutronic-coupled density wave instability.
An excellent review of the state-of-art regarding neutronic-coupled instabilities was
presented by J. March-Leuba and J.M. Rey [128] (1993). In general, two different
modes are described in the literature. They are: Core wide, when the whole core
behaves as one (in the sense of the neutron flux); Out-of-phase, when the neutron
flux oscillates azimuthally in the core of the reactor. In the last decades, lot of effort
was made in order to understand and predict the occurrence of this phenomenon in
nuclear reactors.

2.2.4 Flashing instability, (FSH)
This phenomenon is generally described in natural convection systems, in which

an unheated section (riser) is placed downstream from the boiler. As described
by M. Furuya [63] (2006), the flashing-induced mechanism can be resumed in the
following steps:

(a) The fluid heated in the core flows into the chimney.

(b) Boiling is initiated at a location where the liquid temperature exceeds the
local saturation temperature.

(c) A decrease in the static head promotes further evaporation (flashing).

(d) The natural circulation flow rate increases due to an enlarged vapor volume,
resulting in an outflow of vapour bubbles. The temperature at the chimney
inlet decreases due to the higher flow.

(e) After the chimney is filled with subcooled liquid, the flow rate decreases and
the process repeat itself from the point (a).

It is found that the oscillation period agrees with the time required for the single-
phase liquid to pass through the unheated section region (chimney). For that reason
it is considered in some works as a density wave phenomenon. A basic thermo-
hydraulic model to analyse this phenomenon is presented in [223, 125, 126].

2.2.5 Thermal oscillations (ThO)
The name thermal oscillation phenomenon is associated with the large fluctua-

tions of the heated channel wall temperature. It was first presented by A.H. Stenning
and T.N. Veziroglu [190]. This phenomenon is considered as a compound dynamic
instability in the classification presented in J.A. Bouré et al. [25], since it is observed
as a result of other thermo-hydraulic instabilities. In the original study [190], this
phenomenon is triggered by density wave oscillations (DWOII).
This phenomenon is associated with the movement of the dryout and nucleate

boiling boundaries (H.T. Liu et al. [122]). When this phenomenon is triggered by
low frequency oscillations (PDO), as described in [102, 97], the temperature fluc-
tuantions are simply the result of the boiling boundary movement. In these cases
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the oscillation frequency is equivalent to that of the primary phenomenon, as any
other thermo-hydraulic variable in the system. On the other hand, when this phe-
nomenon is triggered by high frequency oscillations (DWO), then the temperature
fluctuations have two distinct modes: a high frequency and small amplitude mode
(corresponding to the DWO); and a low frequency and large amplitude mode. The
high frequency mode is simply due to the boiling boundary movement, similar to the
case of PDO. The low frequency mode is a system mode and depends on the heater
wall capacity, axial conduction, and transition boiling characteristics, as described
by H.T. Liu et al. (1994). Strictly speaking, this last mode is the only phenomenon
that can be considered apart from the primary phenomenon and received the name
of thermal oscillations. According to the experimental evidence [190, 102, 122, 49],
this last mode occurs only as a result of the density wave oscillations.

2.2.6 Geysering (GES)

Geysering phenomenon has been observed in upward vertical boilers with long
unheated section downstream from the heated section. This phenomenon occurs for
low power and low flow rates. It has been reported in natural and forced convection
systems and in single and parallel channels. It was first reported by P. Griffith
[73] (1962) for a vertical heated section with no circulation.
The mechanism triggering this instability mode was presented in M. Ozawa et al.

[156]. The whole process is explained as occurring in three different parts: boiling
delay, condensation (or expulsion of vapor) and liquid returning. Figure 2.5 shows a
representation of the geysering phenomenon. The main mechanism, as explained by
M. Aritomi et al. [11], could be summarised as: a large slug of bubbles is generated
as a result of the heating and the decrease of the hydrostatic head as it moves up;
when the vapor mixes with the subcooled liquid in the upper plenum, then the large
slug of bubbles is suddenly condensed; due to the bubbles collapse the subcooled
liquid reenters the channels and restores the non-boiling condition; the heating of
the liquid increase again the void in the heater and the whole process repeats. This
phenomenon is most of the times reported in interaction with DWOI and flashing
phenomena.
Several experimental investigations have shown that the period of flow oscil-

lation is proportional to the boiling delay time tbd, since it is considered that the
boiling delay time is much longer than the condensation and liquid return times.
The boiling delay time is defined as the time required for the subcooled liquid to
be heated to saturation temperature. As shown in [156], it can be expressed by the
following equation,

tbd =
ρlCplΔTsubAxsLHS

q′′
(2.2)

where ρl is the density of the subcooled liquid; Cpl the heat capacity; ΔTsub the
subcooling temperature difference of the liquid; Axs the cross section; LHS the
length of the heated section; and q′′ the heat per unit area.
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(a) (b) (c) (d)

Figure 2.5: Mechanism of geysering [12]. (a) Boiling starts in the heated section and a
large slug of bubbles is formed. As the hydrostatic head decrease the flow gets accelerated.
(b) when the large slug of bubbles reach the subcooled liquid in the outlet plenum, it gets
condensed. (c) as an effect of the condensation the void decrease and the flow decelerates.
As the hydrostatic head the flow change the direction from the outlet plenum to the heated
section. (d) the system turns into a subcooled liquid state. The liquid is heated in the bottom
part, so it turns again the direction and the process repeats from (a).

2.2.7 Natural boiling oscillation, (NBO)
J.H. Chiang et al. (1993) described a new kind of flow instabilities in natural con-

vection systems called natural circulation instability. This phenomenon is caused
by the accumulation of vapor downstream from the heated section. The main mech-
anism occurring during this transient phenomenon is described as:

(a) Under conditions of low vaporisation rate, the vapor accumulates in a non-
heated section downstream from the heated section (in [33] the vapor accu-
mulates in the pipes connecting the outlet plenum with the separation tank).
As a consequence, the hydrostatic head decreases and the circulation rate in-
creases.

(b) As a consequence of the flow rate increase, the accumulated vapor flows out
and water fills the non-heated section. Thus, the hydrostatic head increases
again and the circulating rate decreases. It repeats from (a).

This phenomenon is characterised by about 180 degrees shift between the flow
rate and the pressure drop oscillation in the region where the vapor accumulates
(between the outlet plenum and the separator). The period of natural circulation os-
cillation is much longer than the corresponding to the transit time of a fluid particle
(density wave).
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2.2.8 Thermo-acoustic oscillations (TAO)
This phenomenon has received very little attention in the last 50 years. Accord-

ing to [20], one of the first survey regarding the occurrence of acoustic phenomena
in boiling systems was presented by H. Firstenberg et al. (1960) under the title “Boil-
ing songs and mechanical vibrations”. This last term was used in reference to the
high frequency sounds (1000-10000 Hz) occurring in boiling systems under boiling
conditions. These sounds are mostly produced by bubbles collapse and depend on
the subcooling temperature and heat flux. On the other hand, the terms acoustic
oscillation or thermo-acoustic oscillations (TAO) are used in reference to a lower
frequency phenomenon (5-100 Hz). According to H.F. Smirnov et al. (1997), the
main mechanism triggering this kind of instability is the acoustic resonance of the
vapor-liquid media at the existence of a forced oscillation source. The resonance
occurs when the frequency of the vaporisation centres coincides with the natural
acoustic frequencies of the vapour-liquid flows, which depends on the pressure, flow
patterns, channel geometry and the boundary conditions (open-end, closed-end, U-
shape tube or valves).

As this phenomenon is not further treated in this work but it can affect the stabil-
ity of other instabilities, a brief description of the main works that have investigated
it are described in this section. A.J. Cornelius [39] (1965) presented one of the
first systematic studies describing the occurrence of thermo-acoustic oscillations in
forced and natural convection systems. In this investigation, a closed loop using
freon-114 is used to study flow instabilities in supercritical conditions. Thermo-
acoustic oscillations and what seems to be DWOI and geysering phenomena are
reported. It is necessary to remark that in some cases the thermo-acoustic oscil-
lations are observed at the same time with the other two phenomena (geysering,
DWOI). Nevertheless, the interaction between this high frequency phenomena and
the other oscillatory phenomena is not investigated. Acoustic oscillations of around
10 Hz are observed during boiling heat transfer studies in [72]. This phenomenon
seems to be caused by small bubbles that appear to "blink" (i.e., rapidly collapse
and then expand) in the high-speed photographs system. A. Bergles et al. (1967) de-
scribed some experimental results in a boiler under subcritical conditions. Water is
used as a refrigerant and the reported oscillation frequencies are higher than 35 Hz.
The setup boundary conditions are not closed-end or open-end but valves are used
and it seems to influence the period of the oscillation with respect to the theoretical
one.
The oscillatory behaviour encountered during heat transfer to a fluid appears

to be similar, regardless of whether the fluid is at a subcritical or supercritical
pressure. Several investigations report the occurrence of thermo-acoustic oscilla-
tions in supercritical systems using helium, hydrogen, nitrogen and other fluids,
[230, 50, 109, 58]. In the studies [205, 55], this phenomenon is reported in a cryo-
genic boiler using dense hydrogen as a fluid. A non-dimensional analysis is pre-
sented in order to understand the similarity of the phenomena occurring in other
systems. According to this investigations the thermo-acoustic phenomenon is ex-
cited by film oscillations.
E. Steward et al. [195] studied this phenomenon in a supercritical pressured wa-
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ter system. High frequency audio oscillations (500-2000 Hz) and thermo-acoustic
oscillations are reported. The modes of oscillation are identified as Helmholtz and
open-open pipe resonance. During almost 30 years, very few investigations anal-
ysed this phenomenon. H.F. Smirnov et al. (1997) presented one of the most com-
plete studies in the field. Several test sections with different shapes and sizes are
used. The main mechanism explained in the previous parragraphs was proposed in
this last study. Nevertheless, it is still not clear if this phenomenon is the result of
the bubbles collapse or the interaction with microscopic instabilities in the boiling
film, as described for supercritical fluids.

2.2.9 Instabilities in Condensing flows
At least 12 different phenomena have been explained in the previous sections

for boiling systems. However, very few research has been done regarding the study
of two-phase flow instabilities in condensing flows. As suggested in [43], the micro-
scopic and macroscopic particular characteristics of condensing systems are com-
pletely different than those triggering the physical mechanisms described for boiling
systems.
One of the pioneer studies on instabilities in condensing flow was carried out

by W.H. Westendorf and W.F. Brown [217] (1966). In this work, three different
stability regions are reported, as shown in Figure 2.6. In addition, two different
oscillatory phenomena are described. One corresponding with high frequencies
(50-200 Hz) and the other with frequencies between 1 and 10 Hz. The main ex-
planation for the first phenomenon is the occurrence of acoustic resonance, similar
to the thermo-acoustic instability described in Section 2.2.8. As shown in this last
work, the mechanism triggering the low frequency phenomenon do not fulfil the
required characteristics of density wave or pressure drop oscillations. In [186, 185]
a transparent channels array is used in order to investigate flow patterns, stability
and gravity effects. Several different microscopic phenomena associated with the
liquid film behaviour produce pressure and flow oscillations.

2.2.9.1 Self-sustained oscillations

A low frequency phenomenon (≈ 1-20 Hz), similar to the one described in [217],
was investigated by B.L. Bhatt and G.L. Wedekind [23] (1980). In this last study the
mechanism triggering the oscillation is explained as the dynamic energy exchange
between the vapor compressibility upstream from the cooled channel and the iner-
tia of the subcooled liquid. Under this kind of phenomenon, the system evolves
in a limit cycle oscillation. The time period of the oscillations is lower than the
corresponding to the DWOII . B.D. Boyer et al. (1995) described the occurrence of
a similar phenomenon in a vertical annular channel. The main parameters affect-
ing the oscillations are heat transfer, vapor-liquid density ratio, vapor compressibil-
ity, downstream liquid inertia, upstream vapor, upstream and downstream throttling.
Even when this phenomenon is associated with a compressible volume upstream
from the test section, it is still not clear if it is related with the mechanism triggering
pressure drop oscillations in boiling systems. In [24] a brief experimental analy-
sis suggests, without being totally conclusive, that this phenomenon is particular
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Figure 2.6: Stability map for a condensing system, presented in [217].

of condensing systems. As described in Section 2.2.1.5, a necessary condition for
the occurrence of PDO is the negative slope of the characteristic pressure drop vs.
flow rate curve. The characteristic curve for condensing systems is described in the
following section.

2.2.9.2 Characteristic pressure drop vs. flow rate curve for condensing sys-
tems

In Figure 2.7 the static characteristic pressure drop vs. flow rate curve for a
downward condensing case is shown. In contrast with the boiling case, in the con-
densing systems the friction pressure drop curve has not a negative slope region.
This effect can be easily understood by analysing the limit cases of all vapor and
all liquid as presented in Figure 2.1. Thus in accordance with Figure 2.7, the only
term that can destabilise the system (negative slope) is the momentum term. It is
necessary to remark that the effect of the momentum term will be important only for
low non-dimensional friction numbers, Λ1 [87]. In addition, when condensing takes
place in an upward system then the slope of the potential pressure drop term will
be negative, especially for low flow rates. In conclusion, condensing systems are,
in theory, also able to experiment instabilities related to the negative region of the
pressure drop vs. flow rate characteristic curve (e.g. Ledinegg, flow re-distribution
instability, PDO). J. M. Delhaye et al. (1981) refers to this problem stating that the
acceleration pressure drop may be destabilising for condensing flow in tubes.
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Figure 2.7: Decomposition of the different pressure drop components of the pressure drop
vs. flow rate characteristic curve of a downward flow condensing system.

2.2.9.3 Oscillations in parallel condensing channels

Very few studies analyse the occurrence of macroscopic instabilities in condens-
ing systems. Following the investigations describing self-sustained oscillations in
single channels, C.J. Kobus and B.L. Bhatt (2001) investigated this phenomenon
in a parallel channels system. The same kind of low frequency oscillations associ-
ated with the inertia of the subcooled liquid and the compressibility upstream the
cooled section are reported. Similarly to the phenomenon described for single chan-
nels, the primary physical parameters responsible for this particular type of unstable
behaviour include the condenser heat flux, downstream inertia of the subcooled liq-
uid, compressibility in the upstream vapor volume, flow resistance and liquid-vapor
density ratio, being this last one the primary physical parameter responsible for the
amplitude of the oscillations. An analytical model representing these parameters is
also described in this last investigation and the results agree well with the experi-
mental data.

2.3 Other types of two-phase transient phenomena
In this section a brief description of other phenomena affecting two-phase flow

systems is presented.

2.3.1 Water-hammer phenomena

Modern hydraulic systems operate over a broad range of working regimes. Any
sudden change can induce a pressure wave, that in some cases can exceed several
times the normal pressure level, and cause breakages in pipelines, valves or other
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components. W. Yow et al. (1988) noted three basic types of severe water hammer
occurring at industrial plants that can result in significant damages. They are:

• Rapid valve operation events: when a sudden change occurs in any hydraulic
system, a pressure wave is generated and it can produce damages in valves,
pipes or other components. M.S. Guidaoui et al. [75] present a review on the
experimental and modelling research on water hammer phenomenon. Most
of the phenomena reported in this last work correspond to single-phase com-
ponents.

• Water-slug induced events: when slugs of liquids (accelerated by a high flow
of gas) collapse or crash with the pipe walls, then a pressure wave is gener-
ated within the gas. A. Bergant et al. [19] review the water-hammer studies
reported in several two-phase flow systems.

• Condensation-induced events: The fast collapse of gas can produce, under
some conditions, pressure waves of high amplitudes. Moon-Hyun Chun and
Seon-Oh Yu [34] analyse the condensation-induced water hammer phenome-
non. They found that condensation-induced water hammer events were re-
sponsible of about 34 % of the 283 events compiled by [211]. Four different
kinds of phenomena are classified in [232]: (1) steam and water counter-flow
in a horizontal pipe; (2) subcooled water with condensing steam in a vertical
pipe (water cannon); (3) pressurised water entering a vertical, steam-filled
pipe; and (4) hot water entering a lower pressure line.

2.3.2 Flow-induced instabilities
These phenomena are one of the major problems in several industrial compo-

nents. Flow-induced vibration is an important concern for the designers of heat ex-
changers subjected to high flows of gases or liquids. Two-phase cross-flow occurs
in industrial heat exchangers, such as nuclear steam generators, condensers, boilers,
etc. Under certain flow regimes and fluid velocities, the fluid forces result in tube
vibration and damage due to fretting and fatigue. It is known that four mechanisms
are responsible for the excitation of tube arrays in cross-flow [161]. These mech-
anisms are: (1) turbulence buffeting; (2) vortex shedding; (3) acoustic resonance;
and (4) fluid-elastic instability. The latter is proved to be the most damaging in two-
phase components [56]. M.J. Pettigrew et al. [161] (1991) presented a review of
all these phenomena occurring in industrial systems. Moreover, a complete review
regarding the occurrence of fluid-elastic instabilities can be found in S. Khushnood
et al. [106] (2004).

2.4 Experimental investigations
In this section a description of some of the most important experimental studies

describing several two-phase flow instabilities is presented. However, only the phe-
nomena considered in the scope of this work (LED, PDO and DWO) are described
with detail.
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Figure 2.8: Flow excursion in a sodium boiling system, [181] (taken from [40]).

2.4.1 Ledinegg or flow excursion

Although there are several articles describing experimentally the characteristic
pressure drop vs. flow rate curve or the Onset of Flow Instability (OFI) [183, 188,
238], there are only a few articles analysing experimentally the occurrence of flow
excursion phenomenon in two-phase systems. In Figure 2.8 an experimental case
of flow excursion is shown [40, 181]. This transient evolution occurred in a Liquid
Metal Fast Breeder Reactor (LMFBR) using sodium as refrigerant fluid after the
coast-down of the main pump. The total time of the transition is in the order of 30
[sec]. In the last part of this flow excursion dryout is induced and consequently the
wall temperature increases. Moreover, what seems to be density wave oscillations
can be observed. S.Y. Jiang et al. [94] (2000) describe the occurrence of flow excur-
sion transients in a natural circulation loop (HRTL-5). The reported evolution is a
slow and long-term process in which both the mass flow rate and the inlet tempera-
ture of the heated section decrease while the exit temperature increases. In addition,
density wave oscillations are reported in the process of the static flow excursion.
X.T. Yang et al. [229] (2005) studied the flow excursion phenomena in the same
system described above. In contrast with the forced convection systems, in natural
convection it is proved that under some conditions it could be a multivalued oper-
ation region. It means that for a given mass flow rate, it is possible to find several
total pressure drop that satisfy the steady-state operation point condition.

More recently, Z. Tao et al. [203] studied experimentally the flow excursion
phenomena in a narrow rectangular channel using a natural convection loop. Be-
fore and during the flow excursion oscillations, DWOII are reported. During this
transient, the flow pattern regime change has an important effect on the evolution
of the system. It is proved that the effect of narrow channels plays a significant role
promoting flow excursion.
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2.4.1.1 Flow distribution instability

There are several studies reporting flow distribution problems in two-phase flow
systems. As described in the case of Figure 2.8, most of the times the occurrence
of this phenomenon in industrial systems triggers the dryout and it may provoke
burnout. In [129], flow excursion and flow mal-distribution are reported in a pre-
heater used to recover heat from ammonia plants. K. Akagawa and T. Sakaguchi
[3] (1971) presented one of the most complete investigation in the field. In a loop
using freon-113, long parallel channels (approximately 40 [m] long) are used to
study several two-phase flow instabilities. The circular heater tubes, of 4 [mm]
internal diameter, are electrically heated. Flow mal-distribution, due to negative
slope of the characteristic curve is observed. Furthermore, flow excursion between
the different channels is also reported. PDO and DWO modes are briefly described.
They established a graphical stability criterion for the flow-distribution instability in
parallel channels usingΔP vs. G curves. In [153] an air/water experimental system
is used to study flow distribution and pressure drop oscillations in twin parallel
channels. The reported flow distribution and the PDO are proved to be of similar
characteristics than those observed in boiling channels.
In recent years due to the use of direct steam generation (DSG) for solar heat-

ing, some investigations have been carried out in order to understand the flow dis-
tribution instability in those kind of systems. In [206] the splitting of a two-phase
air/water mixture in a system of two parallel channels with a common feed and a
common exit is investigated experimentally. Several parameter maps showing the
symmetric and asymmetric flow splitting in the heated channels are described. The
results show that at low flow rates and in inclined channels the flow is not symmetric.
Similarly, Y. Taitel et al. [200] (2003) use four parallel channels in an inclined array
with a mixture of air/water to study distribution phenomena. It is found that for low
liquid and gas flow rates the two-phase mixture prefers to flow in a single channel,
while stagnant liquid fills part of the other three channels. As the flow rates of liquid
and gas increase, flow in two, three and eventually in four channels takes place. U.
Minzer et al. [140] (2004) presented the experimental results of a boiling system
where the flow splits in two parallel channels using water at atmospheric pressure.
They prove that, in the zone of multiple stable solutions, all possible solutions are
practically obtained and the actual solution depends on the direction leading to the
steady state (hysteresis phenomenon). In [16] similar results are obtained for a
four parallel channel boiling system. More recently in [220], a parallel array of
two upward vertical channels using supercritical water is studied. Flow distribution
between the channels is reported in connection with other oscillatory phenomena,
(DWOII).

2.4.2 Pressure drop oscillations
R.S. Daleas and A.E. Bergles [41] (1965) report that the Ledinegg-type instabil-

ity interacted with the upstream compressibility volume to cause oscillations trigger-
ing the premature CHF (Critical Heat Flux) in a boiling section. The term pressure
drop oscillation was given by A.H. Stenning [189] (1964). In this last work DWOII

and PDO are reported in a subcooled boiling horizontal channel using freon-11 as
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refrigerant [190, 193]. Several steady-state pressure drop vs. flow characteristic
curves are shown. Moreover the dynamic evolution of the PDO mode is plotted to-
gether with the steady-state characteristic curves. Similar plots to the curves shown
in Figure 2.4 are presented. The influence of different compressible volumes, up-
stream of the heated section, on the amplitude of the oscillation is studied. In some
of the experimental cases, DWOII are observed in interaction with the PDO mode.
Another fundamental investigation about PDO corresponds to J.S. Maulbetsch and
P. Griffith [133, 134, 135]. In these studies PDO and DWOII modes are experimen-
tally investigated. A very controversial conclusion is presented, stating that: “In
cases of very long test sections (L/D > 150), there can be sufficient compressibility
inherent in the test section itself due to vapour generation to initiate this type of
instability.”. There is sufficient experimental evidence to prove that this conclusion
is not well supported, since no other work in the field reported this effect. Further-
more, there are several experimental cases in which the ratio L/D is higher than 150
and do not report self-sustained oscillatory phenomena without a compressible vol-
ume. A clear example is the investigation presented in [3], where L/D = 10000 and
the occurrence of PDO modes are not observed. In addition, it should be noted that
the characteristics of the DWO phenomena were not known at that time, and these
two phenomena could be confused. In [100, 101] a vertical four parallel channels
test section is used to investigate PDO and DWO during boiling conditions. Cross-
connection between the channels is investigated, proving to stabilise the PDO mode.
Moreover, the use of cross-connection reduce significantly the period of the oscilla-
tions.
M. Ozawa et al. [155] (1979) reported some experimental results regarding the

occurrence of PDO mode in a freon-113 vertical channel. High amplitude DWOII

are reported in some parts of the PDO cycle. Another interesting investigation was
presented by M. Ozawa et al. [154] (1979), reporting PDO in an air/water system.
Oscillations with time periods between 200 and 300 [sec] are observed. During
the oscillations, due to the capillarity of the tubes, flow pattern changes between
slug and bubbly flow are reported. In addition, high frequency oscillations are also
reported when the flow is decreasing (bubbly flow). In the same manner as for
boiling systems, the oscillations occur when the hypothetical equilibrium point is
in the negative slope region of the static characteristic curve of the pressure drop
and flow. Years later, M. Ozawa et al. [153] (1989) studied PDO in a parallel array
using a mixture of air/water. Three different modes were observed: In-phase mode,
all the channels oscillate with the same frequency; U-tube mode, the gas flow and
the liquid flow oscillate 180o out of phase in the two channels; Multi-mode, the gas
flow in each channel oscillates independently (i.e. the oscillation period in each
channel differs from the others).
A. Mentes et al. [138] (1983) investigate the effect of different heater surface

configurations on two-phase flow instabilities. A single channel, forced convection,
open loop, up-flow system using freon-11 and six different heater tubes with several
inside surface configurations are tested. Heat transfer coefficients change during the
oscillations and among the tubes up to 90 %. In addition, changes in the oscillation
periods are also observed. For the DWOmode every tube has similar periods, but for
the PDO mode there is a great difference among the tubes, although the amount of
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Figure 2.9: Characteristic pressure drop vs. flow curves and the stability boundaries of
DWOII and PDO modes [235].

air in the surge tank remained constant. In the same year, T. Dogan et al. [51] (1983)
used an upflow forced convection loop with freon-11 to study PDO. Experimental
steady-state characteristic pressure drop vs. flow curves (ΔP vs. G) are obtained.
PDO and DWOII are reported as pure phenomena and also the interaction between
these two modes is reported. In addition the stable and unstable regions are shown
in the characteristic pressure drop vs. flow curves. Similar to the experimental
setup described before, in [234, 235] a horizontal boiling channel is used. In all
the experimental cases DWO are superimposed to the PDO mode. Several stability
maps are reported using the characteristic pressure drop curves as shown in Figure
2.9. In [102, 157] PDO are reported in a vertical channel of similar characteristics
to the one described before. The main focus of these studies is the variations of
temperature at the outlet of the heated section. Superimposed DWO on the PDO
mode are also observed. The same experimental setup is used by H.T. Liu and
S. Kakac [121] (1991) in a very interesting investigation. This is the first study
analysing the superimposed DWO on the PDO mode. The density wave mode take
place in the lower mass flow rate region of the characteristic pressure drop vs. flow
curve (higher qualities). The superimposed DWO are observed for different inlet
temperatures and power conditions. Nevertheless, no systematic conclusion of how
the DWOmode influence the frequency and amplitude of the PDOmode is reported.
Y. Ding et al. [49] (1995) presents a complete parameter analysis. The effects

of mass flux rate and inlet temperature on the time period and amplitude of the
oscillations, both PDO and DWO modes, are investigated. Under the DWO mode
thermal oscillations are observed. It is also proved that the DWO mode can take
place in the negative slope region of the characteristic curve, in contrast with the
vertical cases where this mode is reported in the positive slope region, as indicated
in Figure 2.9. In addition, the chaotic position of the two-phase/over-heated vapour
boundary is investigated in relation with the occurrence of the thermal oscillation
phenomena. As reported in [216], under some conditions the motion of this point
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can be highly chaotic.
M. Xiao et al. [219] (1993) reported the occurrence of DWOI , DWOII and

PDO using two vertical parallel channels and water as refrigerant. In this study
the DWOI mode is called 2nd DWO. In some cases, the PDO are reported to occur
without surge tank due to the parallel array condition. In addition, flow reversal is
observed in each of the channels and superimposed DWO occurs during the PDO
mode. Even though this is one of the most interesting experiments, due to its condi-
tions, no further information about the PDO mode is reported. In [166] an interest-
ing investigation reported pressure drop oscillations in a downward vertical tube, in
order to analyse the occurrence of these phenomena related to the monolithic reac-
tors. The main focus of this study is the modelization of the system as be described
in the next sections.
Another interesting study was presented in L. Guo et al. [78], where PDO are

studied in a forced convection loop with water and a helical heated section at a
medium pressure (@ 30 [bar]). In this investigation the compressible gas volume
positions, non-uniform heat flux distributions and various helix-axis inclinations
are studied. For a given set of parameters, the existence of a critical compressible
volume is experimentally proved. Moreover, it is also proved that moving the surge
tank upstream (farther from the test section) increases notably the stability of the
system. When the surge tank is placed right before the test section, the non-uniform
heat flux distribution has not significant effect on the stability of the system. On
the other hand, when the the surge tank is farther form the test section the non-
uniform heat flux distribution influences the stability limits. Finally, the helix-axis
inclination has not significant influence in the occurrence of PDO. L. Guo et al.
[79] use the same experimental system to study the heat transfer properties of the
system under pressure drop oscillations. As a result of the PDO, the transient local
heat transfer coefficient oscillates with a reverse phase characteristics (respect to the
flow rate) and it shows an asymmetrical and non-uniform feature.
In [152] the influence of mass flow rate and inlet temperature on the stability of

PDO and DWO phenomena are analysed. Using the same system, S. Karsli et al.
[104] studied the effect of heat transfer enhancement in the stability of different
instabilities modes: PDO, DWO and ThO (Thermal Oscillations). The heat transfer
is modified by using five tubes with different characteristics and different pitch. The
unstable region for PDO is larger for tubes with enhanced surfaces than for the bare
tube. Periods and amplitudes of pressure-drop type oscillations and density-wave
type oscillations change depending on the heater tube configurations. The same
system and same experimental results are presented in [231].
S. Kakac and Liping Cao [98] (2009) studied pressure drop and thermal oscilla-

tions in vertical and horizontal channels. Even though this investigation is related
to the modelling of those instability modes, several experimental data are presented.
Density wave oscillations are observed in interaction with PDO and ThO modes.

2.4.3 Density wave instabilities

Density wave instabilities have been the most studied phenomena in the liter-
ature. As presented in Section 2.2.2 there are three main types of density wave
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instabilities according to the mechanism that induce the instability. Historically,
only the phenomenon classified as DWOII , induced by friction terms, has been nor-
mally considered as density wave oscillations. Even when the distinction between
these phenomena was introduced by K. Fukuda and T. Kobori (1979), it took sev-
eral years until this classification was adopted by the researchers. In this section,
the experimental investigations for the density wave modes are described.

As mentioned in [97] several articles reported oscillations in subcooled single
and parallel systems during the 50’s [182, 213]. Nevertheless, it is not until the
middle 60’s that this kind of phenomena started to be systematically investigated.
F.A. Jeglic and K.T Yang [91] (1965) study the incipience of flow oscillations in a
boiling single vertical channel. A transparent test section is used in order to study
visually the flow patterns during the unstable phenomena. Flow excursions with
associated burning of the system and superimposed DWOII are reported. Two dif-
ferent kinds of test section are used: an electrically heated test sections (Iconel); and
a porous wall transparent test section. In this last case, the injection of air or steam
is used to simulate the oscillatory phenomenon of diabatic systems in an adiabatic
condition. When steam is injected, the system behaves in the same manner as in
the diabatic case (metallic test section). On the contrary when air is injected, no os-
cillatory phenomena are reported. A.H. Stenning and T.N. Veziroglu [192] (1967)
used an air/water system to study in a controlled manner the occurrence of DWOII

phenomenon. It is proved that the oscillation also takes place in adiabatic systems
(air/water). Stability maps of the density ratio vs. normalised pressure drop are
presented.
A.H. Stenning et al. [193] (1967) used a forced convection single boiling chan-

nel with freon-11 and water as working fluids. Three different kind of instabilities
are described, they are called type I, II, III, corresponding respectively with PDO,
DWO and ThO instabilities. DWOII oscillations are associated with the dryout
condition at the outlet of the test section. In addition, the interaction of PDO and
DWOII modes are reported in most of the cases. In a similar way it is proved that
the ThO mode is triggered by the occurrence of the higher frequency phenomena
(DWOII), as explained in Section 2.2.5. Static characteristic curves are obtained
and the PDO evolution, with superimposed DWO, are shown on these curves. It
is proved that the increase in the inlet throttling stabilise the system. On the other
hand, the high stabilising effect of the liquid-vapor ratio is observed. Low pressure
(higher liquid-vapour ratio) destabilises the system. Furthermore, a high decrease
of the boiling heat transfer during the oscillations is reported. Even though some
stability maps of mass flow rate vs. subcooled temperature are shown, no significant
conclusion about the stability limits prediction is presented. Most of the results of
this investigation are the extension of the studies presented in [190, 191].
F.J.M. Dijkman et al. [48] (1967) investigate these phenomena in a loop using

water under natural and forced convection. In accordance to the described oscilla-
tions and the characteristics of the system, it is possible to conclude that the phe-
nomenon reported is DWOII . It is proved that the forced convection mode is more
stable than the natural convection mode. The study is focused on the experimen-
tal description of the transfer functions in order to characterise the dynamic of the
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Figure 2.10: Stability map for different density wave oscillations modes, printed from
[225].

system (power → inlet mass flow rate; power → void fraction). In a similar man-
ner, R.G. Dorsh [52] use a forced convection loop with freon-113 to evaluate the
frequency response functions (impedance maps) to forced oscillations in order to
evaluate the dynamic of the boiler system. Moreover, R.P. Mathisen [130] presents
a study in a natural parallel channel system using water as working fluid. A very
complete steady-state characterisation of the power vs. flow rate curve is presented.
Burnout of some of the channels is reported in association with the starting of flow
oscillations. The effects of pressure, subcooling and exit throttling are analysed for
a single channel. In reference to the two-parallel channels analysis, it is observed a
180o shift (out-phase) between the channels flow when DWOII occurs. The parallel
system configuration results more unstable than the single channel configuration.
One of the most discussed studies regarding density wave phenomena is pre-

sented by G. Yadigaroglu and A. Bergles [224] (1969). They use a boiling, single
channel, upward system with freon-13 to study stability regions. High-order modes
(DWOIII) are reported in interaction with the normal mode (DWOII). The stability
limits are plotted as a function of the enthalpy parameter vs. a dimensionless sub-
cooling, as show in Figure 2.10. In this figure the limits for the higher frequencies
modes corresponding to the DWOIII are shown.
D.B. Collins and M. Gacesa [37] (1969) performed an experimental programme

to investigate parallel-channel instabilities in a full-scale simulated nuclear reactor
channel operating in vertical, high-pressure, upward conditions and using water as
refrigerant. In this investigation two 19-rod electrically heated bundles are con-
nected in parallel with an unheated by-pass between a common inlet and an outlet
headers. Two different kinds of phenomena are reported. A high frequency random
oscillation, associated probably with the mechanism explained for TAO (thermo-
acoustic oscillations) (28 Hz) and density wave oscillations with high quality con-
ditions (DWOII). During this last oscillations mode, a low frequency modulation,
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or what the authors identify as beating, is reported. The frequency of this beating
is not constant, indicating that it is produced for two oscillations of similar fre-
quencies more than as an independent phenomenon. Moreover when the power
is increased the amplitude of the oscillations grows and the beating phenomenon
becomes less significant. Regarding the occurrence of oscillations in parallel chan-
nels, T.N. Veziroglu and S.S. Lee [212] (1971) study two cross connected parallel
channels. It is shown that the cross-connection makes the system more stable. In
addition, without the cross-connection the oscillation has a shift of 180 o in the inlet
flow, while instead, when the cross-connection is used the oscillations between the
two channels are in-phase.
In [131, 132] a vertical upward closed loop is used under forced and natural

convection. One of the particularities of this study is the use of n-pentane as a
refrigerant. These are one of the first investigations reporting DWOI (low quality).
Moreover, even though this kind of phenomena is normally associated with natural
convection systems, the oscillatory phenomenon is observed for both forced and
natural convection. When forced convection is used, a reduction of the unstable
region is observed. Moreover, a photographic study of the flow pattern during the
oscillations is shown and flow pattern changes during the oscillation are reported.
In [109] the stability of a heated channel using nitrogen is investigated. Thermo-
acoustic oscillations (TAO) are found and the DWO mode is proved to be stable.
Moreover, J.C. Friedly [58] (1976) investigated DWO in a similar experimental
system, reporting DWO in interaction with TAO. In this last case the nitrogen was
subcooled at a fixed temperature and pressure drop was dominated by the pressure
drops in the inlet an outlet restrictions.
P. Saha [175] (1974) presents an experimental investigation of DWOII pheno-

menon in a forced convection loop using freon-113. One of the advantages of using
the freon-xx refrigerant family is that under the unstable conditions it is more diffi-
cult to trigger the channels burnout. In this last work, a fixed pressure drop boundary
condition is imposed to the heated section by using a parallel by-pass branch with a
known single phase pressure drop valve. Some of the plots show back-flow due to
this parallel configuration. Oscillations of pressure and flow are reported, however
no information on the temperature evolution is presented. One of the features of
this investigation is to report the stability limits using the NZu vs. Nsub stability
maps [240]. Moreover, the effects of inlet-outlet restrictions and system pressure
are analysed. As explained before, it is found that an increase in the inlet restriction
stabilises the systemwhile an increase in the outlet restriction destabilises it. In addi-
tion, the system is proved to be completely stable to the high-order mode (DWOIII).
The results presented in this experimental investigation are the extension of the stud-
ies published in [176, 177]. K. Fukuda and T. Kobori [61] (1979) use an upward
double channel ([60]) to study DWOI and DWOII phenomena. Both phenomena
are reported in forced and natural circulation. A model of the mechanisms involved
in the occurrence of these two phenomena is proposed. A cross-sectional valve is
used to mix the flows at the exit the channels before the risers (one for each chan-
nel). When the valve is open, the system behaves in a more stable manner, showing
that cross-connections at the outlet stabilise the system.
H.C. Ünal et al. [210] (1977) studied DWOII in an industrial upward steam-
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generator heated by sodium flowing downward inside an array of 139 tubes. The
temperature at any point in a cross-section in the superheated steam region of such a
steam-generator tube oscillates irregularly owing to thermodynamic non-equilibrium
between the phases. A correlation for the oscillation periods is presented and these
periods are proved to be between one and two times the transit period as described
in other investigations. Moreover in [208, 207, 209], the same authors analysed
this phenomenon in a controlled experimental setup. DWOII phenomenon is in-
vestigated in forced and natural convection using water as a refrigerant. Single,
parallel and a helicoidal test sections are used. The different test sections are heated
through a counter-current stream of sodium in order to fulfil the conditions in steam-
generators. In all the cases are used long heaters, with L/D between 1272 and 2468.
It is found that the steam quality at the outlet of the tube at the inception of the
DWO is practically only a function of pressure for a given inlet throttling, whereas
the effect of all the other operating conditions on this steam quality are of secondary
importance. In addition, for once-through steam-generator tubes of L/D > 4100, the
effect of inlet throttling on the outlet steam quality at the inception conditions of the
DWO disappears. This last fact seems to be related with the hypothesis discussed
above, for the PDO phenomenon [133], that for high L/D ratios the oscillations are
independent of the inlet throttling.
A very interesting investigation was carried out by D.E. Daney et al. [42] (1979).

In this work, DWOII are studied in a long test section (L = 185 m) using super-
critical helium as a working fluid in order to simulate the conditions of supercon-
ducting power transmission lines. In this system the L/D ratio corresponds to 46000.
The growing of the enthalpy waves under unstable conditions is reported and anal-
ysed. DWOII with a time period of several minutes are described. Moreover, the
vapour-liquid density ratio is proved to be important in the system stability. The
time period is found to coincide with two times the transit time. Another interesting
problem to take into account was described by R.P. Roy et al. [172] (1988), where
a closed forced loop with freon-113 at low-pressure and an annular test section are
used to study these phenomena. Multiple instability frequencies (DWOIII) are de-
tected in the experiments although a dominant frequency is always found (DWOII).
The cumulative amount of energy associated with the non-dominant frequencies is
not trivial, amounting typically to about one-third of the total flow oscillation en-
ergy. Should also be remarked that due to the big hydraulic diameter (annular test
section) the momentum terms could influence inducing DWOIII , as described in
Section 2.2.2.3. R.C. Yang et al. [228] (1988) reported a phenomenon identified as
a DWO in a vertical U-tube evaporator using Freon-12 as working medium. The
experiments show that flow oscillations in the vertical U-tube evaporator may lead
to serious heat transfer deterioration and it results in large temperature excursions
at the tube wall.
M. Aritomi et al. [11] (1992) presented an investigation of the thermo-hydraulics

phenomena during start-up in a natural circulation boiling water reactors (BWR).
Geysering, natural boiling oscillation and density wave instability (DWOII) are re-
ported. The driving mechanisms of the geysering and the natural circulation insta-
bility are discussed using the experimental results. DWOII are observed at high heat
flux, but the main focus is taken for the GES and NBO phenomena. In [44] oscil-
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lations in a natural convection loop using water as refrigerant are presented. In this
last work, the chaotic nature of the experimental phase trajectories of the DWOII

are analysed. Several phase diagrams showing the evolution of the oscillations are
shown. H.T. Liu et al. [122] (1994) analysed the characteristics of transition boiling
and thermal oscillations (ThO) in a single-channel, forced convection, upflow sys-
tem using freon-22. As commented above, the ThO mode is triggered by the density
wave oscillations. Under the unstable hydrodynamic state the storage and exchange
of energy from the tube wall to the fluid provokes the oscillations of the nucleate
and transition boiling boundaries. As a consequence, oscillations in the wall tem-
perature are induced. In this last work the wall capacity and the axial conduction
are proved to have a high influence on the thermal oscillations. In a similar man-
ner, Q. Wang et al. [215] (1994) studied DWOII in a single-channel, high-pressure
forced convection, boiling system. The effects of the system pressure, inlet subcool-
ing, mass flow rate and exit throttling are investigated. All the conclusions agree
with the results discussed in previous studies. In [104] the effects of heat transfer
enhanced tubes on PDO and DWO are analysed. Even though this work is more
focus on PDO, it is proved that the use of different heat transfer enhancement tubes
has an influence on the amplitude and period of the DWOII phenomenon. In all
the cases the enhanced tubes give higher amplitudes and smaller period oscillations
than the bare tube.

In the last years, the study of natural convection systems received a lot of atten-
tion. J.M. Kim and S.Y Lee [107] (2000) analyse the different interacting modes
induced in a natural circulation loop with an expansion tank. Geysering, DWOI ,
Natural boiling oscillation, DWOII and PDO are reported. Moreover, since sev-
eral phenomena occur at the same time it is not clear how the different phenomena
interact with each other. Several experimental stability maps (heat flux vs. inlet
subcooling) are shown and the stability regions for different phenomena are iden-
tified. The effect of the outlet resistance is analysed. The region of pressure drop
oscillations shrinks down with the increase of friction resistance at the expansion
tank line. W.J.M. Kruijf et al. [110] (2004) presented the experimental case of a nat-
ural convection system with a complex geometry. Experimental data in the whole
operational range is gathered and a NZu vs. Nsub stability map is constructed. In op-
position of what is expected, for low subcooling values, the stability of the facility
increases as the power is increased to higher values, when keeping the subcooling
number constant. Similarly, M. Furuya et al. [64] (2005) studied instabilities in a
natural convection experiment simulating the start-up conditions in a BWR. Two
types of instabilities are reported: an intermittent oscillation at higher channel in-
let subcoolings and sinusoidal oscillation at lower subcoolings. The intermittent
and sinusoidal oscillations are suggested to be flashing-induced DWOII (high qual-
ities) and the sinusoidal oscillation simply DWOII . The stability maps (NZu vs.
Nsub) for the flashing phenomena are plotted. The shape of the stability limits are
similar to the ones presented in [110], suggesting that this shape is typical for the
flashing-induced DWO phenomenon. These results are described with more de-
tail in [63]. A. Baars and A. Delgado [14] (2006) reported geysering, DWOI and
DWOIII (high-order oscillations) in a natural convection, vertical, boiling loop us-
ing water as working fluid. The density wave phenomena is reported for low vapour
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quality, which are characteristics of type DWOI . The reported oscillations show
a strong correlation between the time period and the travelling time of enthalpy
perturbations in the liquid phase of the heated tube. Even when a frequency decom-
position of these modes is presented, it is not clear in which parameter region each
of the modes will be dominant. No stability maps are reported in this last investi-
gation. In [125, 126] a very complete study on the natural convection instabilities
in single and parallel channels is presented. This investigation makes special fo-
cus on the study of geysering and flashing phenomena. In the single channel case,
intermittent and sinusoidal oscillations are reported. Both phenomena are identi-
fied as flashing-induced instability. A wavelet decomposition of the experimental
signals are presented, showing for some cases interacting oscillation modes. Sev-
eral stability maps are presented, the same stability limit shape as described before
for flashing instabilities are observed. In the case of two parallel channels, similar
phenomena as the ones observed for a single channel are identified. In-phase os-
cillations are reported in the intermittent oscillations region. In addition, out-phase
oscillations are reported for higher heat fluxes. Several details of this experimental
investigation can be found in C.P. Marcel [127] (2007).
Recently, G. Yun et al. [233] (2010) study these phenomena in twin parallel

channels. The influence of system pressure, non-uniform heating and asymmetric
entrance throttling is studied. Out-phase and in-phase oscillations corresponding to
the DWOII mode in parallel channels are reported. The parallel system is in gen-
eral more unstable than the single channel case. Non-uniform heating is proved to
destabilise the system. This last fact has a large impact on the design of industrial
components since normally non-uniform heating conditions are employed. In order
to study these phenomena for the refrigeration industry conditions, in [119, 120]
a straight horizontal tube using freon-22 is analysed. PDO, ThO and DWOII in-
stabilities are reported. Moreover, several static characteristic curves for different
conditions are shown. In the reported results the DWOII mode has the shortest pe-
riod and the lowest amplitude. Nevertheless, the time acquisition seems to be in the
same order of the oscillation period, thus the phenomenon can not be described ac-
curately. The ThO occurs with the longest periods and the highest amplitude among
the three modes.

2.4.4 Instabilties in micro- and nano- channels
In the last years several works analysed two-phase flow instabilities in micro-

and nano- channels [105, 28, 84, 21, 103]. L. Tadrist [196] (2007) made a literature
review with two-phase flow instabilities in narrow channel systems. As these kinds
of systems are out of the scope of this work, they will not be discussed further.

2.4.5 Summary of experimental studies
In Table 2.1 a summary of several experimental investigations reporting two-

phase flow instabilities is shown.
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2.5 Analytical investigations
Several works in the literature describe the modelling of two-phase flow sys-

tems. One of the first summarising different analytical and empirical models was
Graham B. Wallis [214] (1969). Several years later, Mamoru Ishii and Takashi Hi-
biki [89] presented a rigorous mathematical formulation for the models describing
multi-phase flow systems. Nevertheless, the field of two-phase flow is empirically
based. It is rarely possible to make calculations solely based on first principles, but
instead it is common the use of correlations synthesised from experimental data.
The prediction of pressure drop and heat transfer coefficients is a particularly good
example of the empirical basis of these calculations. Good reviews of boiling and
condensing models and correlations are presented in [194, 218, 83].

2.5.1 Models, formulations and numerical schemes
As described above, the description of two-phase flow phenomena is based on

conservation principles. Several forms of the conservation equations have been
obtained [240, 227, 43]. On the other hand, in most of the investigations regarding
the occurrence of two-phase flow instabilities, one-dimensional models are used. In
the literature it is possible to find mainly four models:

• TFM, Two-Fluid Model: This is the most general formulation for two-phase
flow modelling. Six equations, three for each phase need to be solved and
several consecutive laws (friction, heat transfer and interfacial) at the bound-
ary and at the interface are required [97]. However, it is necessary the use of
accurate models of the constitutive relations for interfacial and wall transfer,
which are very dependent on the particular characteristics of each situation.
In addition, most of the correlations used in two-phase flow modelling are
obtained under steady-state conditions. For this last reason, separated models
are not normally used in the description of transient two-phase flow phenom-
ena. Examples of this model implementation can be found in [53, 54].

• DFM, Drift-Flux Model: The drift-flux model introduced by N. Zuber and
J. A . Findlay [240] (1965) is an approximation of the two-fluid model [214].
It allows to represent the velocity difference between the different phases
(slip) and the radial void distribution. There are several versions of DFM,
mainly depending on the assumption for the void distribution parameter [240,
169].

• SFM, Slip-Flow Model: In this kind of model the two phases are considered
to be segregated in two different streams, liquid-vapor. It is useful to represent
flow regimes such as annular where the two streams assumption is close to the
real case [113].

• HM, Homogeneous Model: This is the simplest and most used model to
represent transient phenomena in two-phase flow systems. In this model the
two-phase flow is treated as a single-phase compressible fluid. The velocity
of the phases is considered equal and in most of the cases a thermo-dynamic
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equilibrium condition between the phases is assumed. In this case the model
is called Homogeneous Equilibrium Model (HEM).

The conservation equations for the different models can be found elsewhere in
the literature mentioned above. Several techniques are used in order to obtain a
solution to these system of equations.

• Frequency-domain formulation: Normally, the Laplace transform of the
equations is taken in order to transform from the time-domain to the frequency-
domain. The spacial dependencies are normally eliminated by taking a lumped
model (integral method) but it can also be solved by discretizing in space or
applying the method of characteristics [151]. Some examples of the frequency-
domain formulation can be found in [87, 177, 1, 13, 202, 114].

• Time-domain formulation: The equations are discretized in time using dif-
ferent numerical techniques such as finite difference methods, finite volumes
methods, etc. The spatial dependence is normally treated using two different
techniques:

– Lumped formulation: A lumped formulations of the conservation equa-
tions is normally obtained by the integral method. The integral method
is used for the purpose of reducing the dimension of the problem. It
consists on integrating the governing equations over the domain of inter-
est to substitute the continuous dependence of parameters by an average
dependence [7, 168]

– Distributed formulation: It consists in discretizing the spatial depen-
dence and formulate an algebraic problem based in the values of the
variables at the discretized nodes. Two techniques are used to select the
discretization nodes.
∗ FNS, Fixed Nodes Scheme: The discretization nodes are distributed
in a fixed spacial position and the different terms of the model are
evaluated according to the nodal variables values. Several numeri-
cal techniques such FDM, FVM, FEM can be used. [7, 160, 173]

∗ MNS, Moving Nodes Scheme: In this case the discretization is
defined according to a fixed distribution in some variable (enthalpy)
and the model is reformulated according to this new discretization.
[35, 66, 204, 160]

In the following sections, a brief review of different analytical investigations re-
garding two-phase flow instabilities is presented. Several studies have summarised
some particular aspects of the two-phase flow instabilities modelling [97, 148, 71].
In the next section only the analytical investigations of the phenomena considered
in the scope of this work (LED, PDO and DWO) are described.

2.5.2 Ledinegg or flow excursion
Based on the condition of negative slope of the characteristic pressure drop vs.

mass flow rate, there are several studies proposing simple models and correlations
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to calculate the Onset of Fluid Instability (OFI) based on steady-state calculations
[124, 188, 92, 15, 118, 96, 238]. Nevertheless, in this section a summary of the
studies describing the transient process of flow excursion is described.

J.L. Achard et al. [1] (1981) presented a comprehensive linear stability study
based in a frequency-domain lumped parameter model. In this investigation, the an-
alytical results predicts excursive instability (i.e. Ledinegg) for the zero-frequency
limit. A similar analysis is developed in [77], where an analytical expression for the
stability limit of the Ledinegg phenomena is obtained based in a lumped parameter
linear model. This stability limit is function of the NZu and Nsub numbers and the
concentrated inlet/outlet friction factors. M.M. Padki et al. [158] (1992) presented
a linearised stability analysis of Ledinegg and pressure drop oscillations. A stability
criterion based on a bifurcation analysis is derived in terms of the steady-state exter-
nal and internal pressure drop vs. mass flow rate characteristic curves. It is proved
that the Ledinegg instability is caused by a saddle-node bifurcation while the PDO
are cause by a super-critical Hoft bifurcation.
More recently, several investigations reported numerical examples of the dy-

namic evolution during the flow excursion. For example in [7] a lumped parameter
model is used to simulate a boiling channel and the Ledinegg stability limit is pre-
dicted in a Npch vs. Nsub non-dimensional map. Using a similar analysis, the ex-
istence of a negative slope region in supercritical conditions is studied numerically
in [6, 70]. W. Schlichting et al. [180] (2010) present a few transient simulations
showing flow excursion and DWO phenomena. Nevertheless, this phenomenon is
not analysed in deep in these last mentioned investigations.

2.5.2.1 Flow distribution instability

K. Akagawa and T. Sakaguchi [3] (1971) presented one of the first investiga-
tions analysing systematically the flow distribution instability, both experimentally
and analytically. A geometrical criterion based on the shape of the steady-state
characteristic curves is presented. More recently, S. Natan et al. [146] analyse a
two parallel boiling channels in connection with the use of Direct Steam Genera-
tion (DSG) for solar heating. A flow pattern based model is used to analysed the
flow distribution and steady-state characteristic curves. It is found that the flow
splitting between the two parallel channels is not equal even for symmetric heat-
ing. For asymmetric heating conditions, most of the liquid tends to flow in the pipe
which absorbs less heat. U. Minzer et al. [139] (2006) present a simple transient
model to simulate the behaviour of a parallel boiling system. Similarly to the flow
excursion in a single channel, the simulations show the trajectories of the system
evolving from the unstable to the stable operation points. In addition, whenever
several stable solutions are possible, the obtained solution depends on the inlet flow
rate history (hysteresis phenomenon). In [199] a control system using the total flow
and the inlet valves is proposed in order to control the flow distribution instability.
M. Baikin et al. [16] (2011) presented the experimental and numerical analysis of
four parallel boiling channels. In the case where only some of the channels are
heated, it is found that most of the flow tends to take place in the unheated channels.
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Y. Taitel and D. Barnea [197] (2011) present a flow pattern based model to study the
transient evolution of the flow-distribution phenomenon. The transient responses to
finite disturbances in flow and heating power are analysed. The simulations show
that depending on the amplitude of the perturbations, in some cases the transient
trajectories can even provoke the excursion to other final states. Finally in [236],
a homogeneous model is used to study the stability and controllability of parallel
boiling channels. As a main conclusion it is proved that the most stable systems
are those where the characteristics of each channel are distinct. In addition when
the channels are identical, there is not change in the total flow as a results of the
flow-distribution variations in the individual channels. Thus, in general for parallel
arrays, it is recommended the use of uneven channel conditions.

2.5.3 Pressure drop oscillations

Several analytical and experimental studies were presented during the 60’s re-
garding the occurrence of oscillations in boiling systems [81, 82]. A.H. Stenning
and T.N. Veziroglu [190] (1965) propose a model to study the PDO phenomenon.
As in most of the experimental results the oscillation periods are much longer than
the residence time of a fluid particle, a quasi-steady state for the heated section is
assumed. The mathematical model used in this study includes the pressure drops in
the valves and inertia in the pipelines. Moreover, the pressure drop of the heater is
calculated using a steady-state model. In addition, a compressible ideal gas model
is used for the calculation of the compressible volume evolution. This first model
is extended in [193, 192] to take into account the thermal capacity of the pipe and
the heat exchange with the fluid. In these last works, a perturbation linear analysis
is applied in order to obtain the system stability boundaries. In addition, a non-
linear analysis of the limit cycles is performed by solving numerically the ODE
system. The necessary parameters are measured or estimated from experimental
data. Therefore using the linearised model, the oscillation periods are 300 % longer
than the experimental ones, even when the predicted analytical stability limits are
in accordance with the experimental data. In the case of the non-linear model, the
predicted periods are between 40-100 % longer than those obtained experimentally.
J.S. Maulbetsch and P. Griffith [134] (1965) present a linear stability analysis of the
PDO phenomena. The assumptions of this model are similar to the one described
previously, but the effects of heat transfer and thermal capacity are neglected. An
analytical formulae for the frequency of the oscillations is obtained. The stabil-
ity limits agree with the experimental ones but the periods are not compared. M.
Ozawa et al. [155] (1979) studied the PDO phenomenon experimentally and ana-
lytically. A lumped parameter model and a linearization technique, similar to the
ones described before, are presented. The effects of the wall thermal capacity and
the inlet valves are neglected. Moreover, the channel pressure drop is approximated
by a cubic polynomial. The results show that even though the stability limits are
predicted accordingly to the experimental values, the differences of the theoretical
and experimental periods is close to 100 %. In addition, most of the previous in-
vestigations, DWO are superimposed to the PDO in the experimental data used to
compare with the theoretical cases.
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In [5, 4] a finite difference scheme is used to solve the non-linear system rep-
resenting a single vertical channel. A homogeneous equilibrium model, similar to
the one described above, is implemented and the wall thermal storage is neglected.
This theoretical analysis is conservative in predicting the stability boundaries for
pressure-drop type oscillations. Moreover, the amplitude of the oscillations is well
predicted but the periods are underestimated. In this last investigation no DWO
phenomena are observed in the compared experimental data. This fact should be re-
marked, since in most of the works the results obtained using a quasi-steady model
for the heater section (no DWO) are compared with experimental data where DWO
are superimposed to the PDO phenomenon. H. Gürgenci et al. [80] (1983) present a
simplified non-linear analysis. The effects of wall heat storage, the fluid properties
variations and the inertia terms are neglected. The non-linear system is solved by a
FDM. It should be remarked that in this case a vertical channel system is described
so the gravitational terms are included in the model. The amplitude of the predicted
limit cycles is in agreement with the experimental data. Nevertheless, the oscilla-
tions periods are 100 % longer than the experimental values. In [51] a model (HEM)
similar to the one described above is implemented. It is proved that the variations of
the heat transfer to the fluid plays an important role in generating and sustaining the
PDO. Moreover, a relatively good agreement between the experiments and calcula-
tions is reported. In [235] a frequency-domain analysis is used to obtain the stability
limits of the PDO phenomenon. A steady-state homogeneous equilibrium model is
used to describe the heater section. The system is transformed by the Laplace trans-
form and Nyquist graphics are used in order to determine the stability boundaries.
The stability predictions agrees within the 50 % with the experimental values.
In [102, 157] a steady-state drift-flux model is used to represent a vertical, boil-

ing test section. The effects of wall thermal capacity are taken into account. In
addition, a FDM is used in order to solve the non-linear system. As a result, a
relatively good agreement between the experimental and theoretical results is ob-
tained. It is found that, the period and amplitudes of the oscillations increase with
decreasing mass flow rate. M.M. Padki et al. [158] (1992) was the first using the bi-
furcation theory to analyse these phenomena, based on a lumped parameter integral
model. In this study it is proved that PDO is caused by a Hopf bifurcation as the
heat input is increased. The necessary conditions for the occurrence of PDO and Le-
dinegg phenomena based on the slope of the characteristic curve are obtained, see
Section 2.2.1.5. In [123] a comparison of dynamic simulations and the experimental
data obtained in [121], using the model developed in [102] is described. In addition
a bifurcation analysis is presented, based in a planar system developed by using
a lumped parameter model. Several limit cycles are analysed concluding that, for
increasing mass flow rates, the PDO limit-cycles are generated after a supercritical
Hopf bifurcation and they converge again to an asymptotically stable equilibrium
point after a reverse supercritical Hopf bifurcation takes place.
N. Reinecke and D. Mewes [166] (1999) present an analytical and experimental

investigation of PDO in a vertical tube system using an air/water mixture. A simple
mathematical model is presented, using the experimental characteristic curve and
a ideal gas model for the compressible volume. The agreement of the numerical
results and the experimental data is good, both in frequency and amplitude. L. Cao
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et al. [30] (2000) presented an experimental and an analytical investigation. As in
the experimental results it is found that the larger pressure drop takes place at the
exit restriction, therefore, a model for the exit valve is developed in order to fit the
experimental results. A drift-flux model is proposed to describe the steady-state
heated section and the heater wall effects are neglected. The theoretical oscillation
amplitudes are overestimated and periods are reasonably good predicted. In [31]
the same model is improved by using a subcooling boiling model. The pressure
drop vs. mass flow rate characteristic curves are predicted more accurately than for
the previous case and, as a consequence, the stability limit is also predicted more
accurately. In [187] a homogeneous equilibrium model is used to study the stability
limits and dynamic behaviour of PDO. A singularity theory is implemented and
several bifurcation diagrams used to determine the stability regions for Ledinegg
and PDO phenomena. The stability boundaries are described in a Kin vs. Nsub non-
dimensional stability map. Moreover, some examples of dynamic simulations using
the scheme developed in [145] are shown. Oscillations with really sharp transitions,
much more faster than the fluid particle transit time are reported. However, no
discussion about the validity of the steady-state assumption for the heated channel
under those conditions is presented.
More recently, P.R. Mawasha and R.J. Gross [136] (2001) analysed PDO in an

horizontal boiling channel. An empirical third order polynomial correlation is used
in order to represent the characteristic pressure drop vs. mass flow rate curve from
a given boiling system [234]. The effect of the wall heater is considered by the
model. The periods of the numerical simulations agree with the experimental ones.
Nevertheless, the amplitude is over-predicted by the theoretical model. The heater
thermal capacity do not produce any significant effect in the simulated oscillations.
Similar to the reported results in previous studies, it is possible to see that some of
the variables (flow) are changing very fast (much more faster than the transit time
of a fluid particle) and, as mentioned above, none of these studies mentioned the
limitations of the quasi-steady assumptions. S. Kakac and Liping Cao [98] (2009)
study this phenomenon in vertical and horizontal systems. A steady-state drift-flux
model for the heater is implemented, with similar characteristics to the investiga-
tions described above. The theoretical and experimental data are compared, finding
a relatively good agreement. A very similar analysis is presented in [99]. T. Zhang
et al. [237] (2011) present the numerical analysis of PDO in parallel channels, with
focusing in the design of a control system to avoid this kind of phenomena in elec-
tronics cooling systems. Two control strategies are proposed, control through the
inlet valve and control using the supply pump. In addition, the effect of the wall
capacity is proved to have an influence on the oscillations. In [74], PDO in parallel
and single channels are analysed. The thermal and hydrodynamic interaction be-
tween the heated channels are considered using a very simple model. Synchronous
and asynchronous oscillations in the neighbouring channels are observed. The gen-
eral evolution of the system is proved to be strongly dependent on the shape of the
characteristic curve and in the thermal interaction of the channels. Moreover, the
existence of chaotic regions due to the nature of these interactions is demonstrated.

Without any doubt, the most interesting study, since the pioneer article of A.H.
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Stenning and T.N. Veziroglu [190] (1965), is the one presented by W. Schlichting
[179] (2008). In this study a dynamic homogeneous model is used to model the
heated section. An ideal gas compressible volume is simulated upstream of the
heated channel. The features of this model allow to simulate PDO, DWO and Le-
dinegg phenomena using the same model. The interaction between DWO and PDO
is briefly analysed. Nevertheless, the simulated conditions differ from the normal
experimental conditions of the literature investigations. A summary of the results
presented in this investigation is presented in [180].

2.5.4 Density wave instabilities

G.B. Wallis and J. H. Heasley [213] (1961) was one of first articles analysing
oscillations in two-phase flow systems. Moreover, it took some years until the dif-
ferent phenomena were identified and studied in a systematic manner. A.H. Sten-
ning et al. [193] (1967) implement a lumped parameter model of a heated section
with inlet and outlet throttling. The predicted oscillations are in the order of 1.5
to 2.0 times the residence time of a fluid particle in the heated section. The stabil-
ity boundaries of the system are obtained using a frequency-domain analysis. J.A.
Bouré and A. Mihaila [26] (1967) propose the density effect mechanism, involv-
ing time delays, to explain the oscillatory behaviour of boiling channels. Several
experimental results are used to prove that this effect is, in most of the cases, trig-
gering this phenomenon (DWOII). N. Zuber [239] (1967) presents a distributed
formulation expressed in terms of the mixture center of mass. In addition, the slip
velocity between the phases is considered in this formulation. M. Ishii and N.Zuber
[87] (1970) extend this formulation and propose a set of non-dimensional numbers
in order to establish a similitude criterion between different two-phase flow sys-
tems. The subcooling (Nsub), phase change (NZu), drift (ND) , density (Nρ), Froud
(Fr) and Reynolds (Re) non-dimensional numbers are proposed to analyse the phe-
nomena taking place in boiling systems, as explained in Section 9.2. Following
this theoretical investigation, Mamoru Ishii [88] (1971) uses a frequency-domain
analysis to obtain the system characteristic equation, assuming no slip between the
phases. The stability limits for several cases are plotted in NZu vs. Nsub maps. It is
proved that the stability of the boiling system is proportional to: subcooled temper-
ature, system pressure, slip velocity, inlet restriction; and inversely proportional to:
heat flux, outlet restriction (very strongly). These last investigations introduced the
theoretical basis for the understanding of the density wave phenomenon (DWOII).
A simple correlation to predict the DWOII stability limit is proposed. In [177] this
formulation is extended with a thermal non-equilibrium model. For low subcooling
this model fits better the experimental data. However, in the high subcooling region
the equilibrium model is proved to fit better to the experimental data.
An interesting study was presented in [224, 225], where the authors attempt to

explain analytically the high-order density wavemodes (DWOIII) by using transfer
functions of the system main variables. K. Takitani [201] (1978) presented a simpli-
fied lumped parameter model with moving boundaries. The stability limits obtained
using this model agree the experimental data but the oscillation periods have differ-
ences up to 150 %. R.T. Lahey and F.J. Moody [113] (1977) made a complete anal-
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Figure 2.11: Friction vs. Subcooling non-dimensional numbers stability map. presented
by [1]. Stability islands are reported corresponding with the high-order modes (DWOIII ).

ysis of the two-phase flow modelling in Boiling Water Reactors, including the study
of Ledinegg and density wave phenomenon using frequency-domain methods. This
instability analysis is an extension of the analytical results presented in previous in-
vestigations [226]. Based in a frequency-domain analysis and using a homogeneous
equilibrium model, K. Fukuda and T. Kobori [61] (1979) introduced the concept of
the density wave oscillations induced by the gravity terms in a riser section (DWOI).
Five different kinds of density wave instabilities modes are described: due to gravity
in the heated section and in the riser DWOI ; due to friction in the heated section
and in the riser DWOII ; and due to acceleration in the heated section DWOIII . L.A.
Belblidia and E. Weaver [18] (1980) performs a linear stability analysis. The stabil-
ity influence of several parameters is studied, obtaining similar conclusions as the
ones presented in previous investigations. J.L. Achard et al. [1] (1981) implemented
a lumped parameter model in order to perform a linear stability analysis of a boiling
channel. The effects of the gravity and friction are analysed through the Fr and fric-
tion (Λ)2 non-dimensional numbers respectively. “Stability islands” are detected for
low friction numbers and for different Fr numbers. This stability islands are found
to be related with the occurrence of high-order oscillations (DWOIII) as reported
experimentally. In [2] a similar investigation is made by using a non-linear analysis
through the use of Hopf-bifurcation analysis techniques, valid near the marginal-
stability boundaries. It is shown that the non-linear terms can change significantly
the stability limits for both normal and high order modes. The analysis also describe
cases where a finite-amplitude forced perturbation can cause a divergent instability
on the stable region of the linear-stability boundary.
Another interesting study was presented by M.J. Atkinson and J.C. Friedly

[13] (1983), where the influence of the thermal wall capacity of the heater is anal-
ysed. It is shown that this effect do not change significantly the stability limits but

2Λ = ftp
L
D (friction number)
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it is of paramount importance in the non-linear evolution of high amplitudes oscil-
lations. It is proved that this effect is sufficient to guaranty bounded oscillations, as
the ones seen in the experiments.
In [144] a D-partition method is used to make a linear analysis based in a ho-

mogeneous flow model. A stability map based on the inlet and outlet resistances is
used to analyse the stability of the system. The stability limits are proved to be in
accordance with experimental data. It is also proved that in the case of superheated
exit conditions the gravity has no effect on the stability threshold. R.C. Dykhuizen
et al. [53, 54] describe the application of a two-fluidmodel to make a linear stability
analysis of the DWOII phenomenon. The predicted limits are in agreement with the
experimental data for high subcooling numbers, however, for low subcooling this
boundary is predicted conservatively. A parameter analysis shows that the effect of
the interfacial drag, the mass exchange between the phases and the void distribution
have no significant influence in the stability thresholds. M. Furutera [62] (1986)
study the validity of the homogeneous model in the description of the stability lim-
its. Several pressure, subcooling and heat capacity models are compared with ex-
perimental data. It is proved that in general terms, the best approximation is made
with no subcooling model and heat capacity of the wall when that mechanism is
physically important (massive tubes).
R.T. Lahey and M.Z. Podowski [114] (1989) make a very complete description

of the use of frequency-domain tools (such as the Nyquist graphics) in the study
of these phenomena in BWR. An extensive summary with the results of previous
studies and the analysis of single and parallel channel systems are presented. U.
Rizwan and J.J. Dorning [169] (1986) present linear and non-linear techniques to
study the stability limits of a boiling channel. A drift-flux model including the
void distribution parameter C0, see [240, 214], is implemented. This factor seems
to be important for thermal equilibrium analysis since it leads to limits that agrees
considerably better with the experimental data. In subsequent studies [170, 171] the
effect of a periodic perturbation imposed to the pressure drop boundary condition
is studied. It is shown that the system can exhibit a sub-harmonic, quasi-periodic
or chaotic evolution depending on the amplitude and the frequency of the periodic
forcing. Following this kind of analysis, A. Clausse and R.T. Lahey [35] (1991) use
a homogeneous equilibrium model to study the chaotic nature of the DWO limit
cycles. It is shown that periodic limit cycles and aperiodic chaotic response are
induced in this kind of systems. In this last work, it is introduced the use of a
Moving Node Scheme (MNS) for the numerical discretization. D.F Delmastro et al.
[46] (1991) analysed the effect of gravity in the NZu vs. Nsub stability limits. A
destabilising effect of the gravitational term for higher subcoolings and a stabilising
effect at lower subcoolings is reported. A simple natural convection loop is used to
compare experimental and analytical results finding a good agreement.
U. Rizwan [168] (1994) presented a critical view of the classical mechanisms

used to explain the DWOII phenomenon. Using numerical simulations and experi-
mental data, it is concluded that the density waves travelling in the pipe do not play a
significant role in the generation of the oscillations. The two fundamental processes
for these non-linear oscillations are the delayed change of the pressure drop accord-
ing to the inlet velocity and the feedback process (i.e. outlet throttling) by which
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Figure 2.12: The effects of different models on the marginal stability boundary for DWOII

presented in [162]. SEM thermodynamic equilibrium model with slip; SMM mechanistic
model of subcooling boiling with slip ; HEM Homogeneous equilibrium model, no slip; (1)
distributed parameters; (2) average steady-state parameters.

the inlet velocity is modified according to the pressure drop changes. Unfortunately
the mechanisms triggering DWOI and DWOIII phenomena are not considered in
this investigation. In [167] the same investigation is extended to a distributed heat
source. The numerical results show that the channel becomes less stable by the
introduction of a different axial heat flux profile if it increases the two-phase re-
gion length. Several heat sources examples are described. Respect to the uniform
distribution, when a single humped distribution is used then the channel becomes
less stable for low inlet subcooling and more stable for high inlet subcoolings. C.J.
Chang and R.T. Lahey [32] (1997) analyse the occurrence of instabilities with view
on the safety of BWRs. It is found that chaos may occur in a boiling channel cou-
pled with an adiabatic riser. Moreover, in some cases the heated wall dynamics is
proved to have a significant destabilising effect.
M.Z. Podowski and M.P. Rosa [162] (1997) study the effects of various mod-

elling concepts and numerical approaches on the transient response and stability of
boiling channels. It is analysed the impact of the numerical discretization on the con-
vergence and accuracy of computations. Four different models are investigated: (a)
Homogeneous equilibrium model (HEM), (b) Thermodynamic equilibrium model
with plastic slip (SEM), (c) profile-fit model of subcooled boiling with slip (SPFM),
(d) mechanistic model of subcooled boiling with slip (SMM). In addition, the ef-
fect of distributed and average parameters is investigated. Figure 2.12 shows the
differences of the Marginal Stability Boundary (MSB) for different models. As can
be seen, the homogeneous model predicts conservatively the stability boundaries
respect to the models considering slip and subcooling boiling. In [145] the effects
of heat distribution and the response to forced perturbations are studied. The in-
teraction of the natural frequency of the DWO and a fixed forcing frequency of
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the imposed pressure drop gives rise to various phenomena: relaxation oscillations,
sub-harmonic oscillations, quasi-periodic and chaotic solutions. In [65, 66] the ap-
plication of a general MNS to the calculation of DWO stability boundaries is made.
Several numerical aspect of the implementation of these schemes are discussed.
W. Ambrosini et al. [7] (2000) use the homogeneous equilibrium balance equa-

tions and present a comparison between lumped and distributed parameter models.
The prediction of the marginal stability boundaries is quite similar using both of
them. The main mechanism triggering DWOII are discussed with relation to the
criticisms introduced by U. Rizwan [168]. The results indicate that for high inlet
subcoolings the mechanism proposed by Rizwan is more adequate than the classi-
cal mechanism. Under these conditions: the period of oscillations is considerably
longer than twice the fluid transit time; the outlet density does not oscillate in phase
with outlet pressure drop and the density-wave phenomenon looks mostly governed
by flow perturbations rather than by actual density wave propagation. On the other
hand, for low inlet subcooling conditions it is found that the classical description
of the main mechanisms is more accurate. Under these conditions: the period of
oscillations is closer to twice the fluid transit time; the outlet density oscillations
are correlated with outlet pressure drop oscillations; density wave propagation can
be observed along the channel. D. Delmastro and A. Clausse [45] (2001) describe a
simple mathematical model based on delay equations, derived from a homogeneous
model. Using a linear perturbation method it is proved a good agreement with a
distributed parameter model.
S.Y. Lee and Y.L. Kim [117] (1999) describe numerically a natural convection

loop. The stability boundaries of Ledinegg instability, DWOI and DWOII are anal-
ysed numerically. The influence of a expansion tank upstream from the heated sec-
tion is investigated. In all the cases the compressible volume destabilise the system.
A.K. Nayak et al. [147] (2002) describe the application of a homogeneous model
for the simulation of a BWR natural convection reactor. Both DWOI and DWOII

modes are predicted. The frequency of DWOII instability is larger than that corre-
sponding to DWOI . The effect of neutronic feedback is investigated. These effects
are also investigated by G.V.D. Prasad and M. Pandey [163] (2008). In this last
investigation, the boiling system undergo into chaotic oscillations (DWOII) when
a strong reactivity feedback is applied (neutron flux-void fraction). For the DWOI ,
subcritical Hopf bifurcation leading to unstable limit cycle, as well as supercritical
Hopf bifurcation leading to stable limit cycle have been found. A review of sev-
eral modelling investigations in single- and two-phase flow natural convection is
presented in [71]. In order to simulate the geysering phenomenon in a steam-water
natural circulation loop, S. Paruya and P. Bhattacharya [159] derived a moving nodal
model (lumped parameter model).
Very recently, S. Paruya et al. [160] (2012) investigated the difference between

the fixed node scheme (FNS) and the moving node scheme (MNS) in the prediction
of DWO phenomenon. The analysis suggests that MNS is more efficient and has
a better convergence compared to FNS, using a finite difference method. Numeri-
cal simulations of long and short channels show that in the case of short channels
with high Froude number the “islands of instability” appear in the NZu-Nsub plane.
Moreover, the strong effect of the subcooling in the period of the oscillations, as
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described in [168, 7], is reported. Should also be mentioned that the occurrence of
these phenomena in systems under supercritical conditions is described in [6, 8, 70].

2.5.4.1 DWO in parallel channels

V.A. Gerliga and R.A. Dulevskiy [68] (1970) presented one of the first analytical
investigations regarding the occurrence of thermo-hydraulic oscillations in parallel
channels. In this work the characteristic equation for a parallel system is derived. K.
Fukuda and S. Hasegawa [59] (1979) derived the governing equations for a general
array of parallel boiling channels with different characteristics. M. Aritomi et al.
[9] (1983) study the density wave phenomena in a forced convection upflow boil-
ing system with parallel channels. A drift-flux model is implemented and a linear
stability analysis is performed using a transfer function method. The experimental
and analytical results for a twin-parallel channel system are compared, obtaining a
good agreement between them. This last investigation is extended in [10], where
the DWO phenomenon is studied in more than two channels. In the case of more
than three channels, it is shown a behaviour quite similar to a twin channel system
regardless of whether there are an odd or even number of channels. For more than
three channels, the flow instability first occurs in the most unstable pair of channels.
A very extensive investigation is presented by R.P. Taleyarkhan et al. [202], us-

ing a model that accounts for subcooled boiling, arbitrary heat flux distribution,
distributed and local hydraulic losses, heated wall dynamics and slip flow in venti-
lated parallel channels. This study is focused in the description of thermo-hydraulic
phenomena in BWRs. This analysis suggests that radial variations of power, sub-
cooling and ventilation between parallel channels can have a substantial impact on
the predicted stability margins. Comparison with experimental data confirms the
basic predicted trends and good agreement with the stability limits is observed.
G. Guido et al. [76] [77] presented an analytical stability analysis of parallel boil-

ing channels. Explicit expressions for the stability limits of Ledinegg and DWOII

are obtained. In addition, the oscillation periods for twin parallel channels are calcu-
lated. The reported modes correspond with in-phase and out-of-phase oscillations.
In the case of a non-identical channels system, the normal modes are not longer in-
phase or out-of-phase, but the phase shift depends on the individual conditions. In
addition for intermediate and large inlet subcooling lengths, when different power
distribution between the channels is used the system becomes more unstable. A.
Clausse et al. [36] (1989) extended this analysis using a perturbation method to
analyse the feedback between the boiling channels and the external system. For
different channels, the in-phase and out-of-phase modes interact with each other
and complicated modes, involving coupling between the channels and the loop, can
be induced. The results of this study explain the differences of the modes reported
in experimental investigations. Moreover, it is proved that the phase shift is very
dependent on small differences between channels.
J.D. Lee and C. Pan [116] (1999) studied the behaviour of a system with 1-5

channels using a MNS. It is proved that the multiple channel system becomes more
unstable with an increase of the channel number. In all simulations the most heated
channel exhibits the largest oscillation, and is out-of-phase with the other channels.
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When a forced perturbation is imposed periodic, quasi-periodic and chaotic oscil-
lations may appear. In [85], a lumped-parameter model is used to study a two par-
allel channel with natural convection. In-phase (loop instability) and out-of-phase
(channel-to-channel) oscillations are found. The effects of various parameters in the
stability limits are analysed. For example the resistance coefficients in the single-
phase flow region Kin (total flow) and Ki (each channel) are stabilising factors. In
contrast, the resistance coefficients in the two-phase flow region Kout (total flow)
and Ke (each flow) are destabilising factors, as described in other investigations.
G.V.D. Prasad et al. [164] (2008) simulate a twin-parallel in a natural circulation
system using a lumped parameter and a commercial code (RELAP5/MOD3.4). The
lumped parameter model predicts similar trends to the observed in the RELAP5
simulations. The DWOI and DWOII modes in a twin-parallel channel system are
investigated. The effects of gravitational and frictional pressure drops and geometri-
cal parameters on the oscillation modes are investigated. The two channels oscillate
out-of-phase in the DWOI region due to dominant gravitational pressure drop at low
powers. On the other hand in the DWOII region, the channels oscillate in-phase and
out-of-phase depending on the dominance of two-phase frictional pressure drop and
the downcomer inertia. The downcomer inertia can be varied by varying the dimen-
sions of the boiling system. Thus, geometrical parameters influence the DWOII

mode but not the DWOI .
X. Genglei et al. [67] (2012) study oscillations in 1-2-4-9 parallel channels us-

ing the commercial code RELAP5. A comparison with experimental data is made
in order to validate the results. It is found that in some cases the non-equilibrium
model overestimates the stable region. In contrast, the homogeneous equilibrium
model predicts conservative limits in all the cases. The DWO, Ledinegg instabil-
ity and flow distribution instability are investigated. The stability limits for the
DWOI and DWOII modes are analysed. Moreover, the system pressure increases
are proved to increase the system stability of both modes. Similarly, M. Colombo
et al. [38] (2012) use the RELAP5 code to investigate a parallel twin-channel sys-
tem. In this investigation it is also found that the non-equilibrium model (RELAP5)
is non-conservative for the prediction of the stability boundaries. A parameter influ-
ence analysis shows that an increase in the inlet resistances and an increase in the
system pressure stabilise the system. On the contrary, nonuniform heating makes
the system more unstable with the increase of nonuniform degree.

2.6 Discussion

In the previous sections a comprehensive assessment of the main mechanisms
triggering two-phase flow instabilities has been presented. In particular, a detailed
presentation of the main experimental and analytical results concerning the Ledi-
negg instability, flow distribution instability, density wave oscillations and pressure
drop oscillations has been made. In this section a discussion of those results is
presented. It is apparent, however, that further research is needed. The recommen-
dations for further work are tabulated bellow:
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Experimental research needed

• As described in section Section 2.2.9, the knowledge on two-phase flow in-
stabilities in condensing systems is still very limited. In total not more than
ten articles can be found in the open literature analysing these phenomena.
For these reason two-phase flow instabilities in condensing system should be
investigated.

• The interaction between pressure drop oscillations and density wave phenom-
ena, should be studied. This statement is based in the fact that several inves-
tigations reported the DWO superimposed to the PDO. In particular, as seen
in [179], horizontal boiling channels are more vulnerable to the interaction
between these two modes. This interaction could be the cause of the discrep-
ancies seen in the amplitudes and frequencies observed for the PDO, in the
experimental cases [235, 152, 49].

• None of the previous works analyse the effects of compressible volumes
downstream the heated section on two-phase flow instability phenomena, es-
pecially for PDO and DWOmodes. The effect on PDO and DWO of different
amounts of gas upstream and downstream the heated channel should be stud-
ied. In particular, the PDO phenomenon in systems with small compressible
volumes near the test section and the influence of compressibility volumes in
the stability limits of the DWO modes should also be investigated.

• Experimental analysis of DWO in short test sections (small friction numbers
Λ) would help to understand more about the influence of the momentum terms
on DWO phenomena. Moreover, the use of this kind of test section would be
interesting to analyse if PDO are generated only due to the compressibility of
the two-phase mixture.

• In addition the interaction mechanism between DWO and thermo-acoustic
oscillations and microscopic instability should be studied.

Analytical research needed

• More analytical investigations should be conducted in order to understand the
different mechanisms related with condensing instabilities.

• As described in Section 2.5.3, most of the theoretical studies analysing PDO
assume a quasi-steady state model for the heater channel (proposed by [190]).
Nevertheless, none of these investigations study the limitations of this assump-
tion in the representation of physical systems. In the other hand, none of these
studies are able to describe the interaction between PDO and DWO modes,
present in most of the experimental results. In conclusion, the use of proper
models representing the physics described in the experiments should be inves-
tigated.

• The analytical study of the influence of other parameters than: the inlet/outlet
throttling, system pressure, channels number, inlet subcooling, heat flux and
mass flow rate on the stability of DWO modes should be addressed.
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• More analytical investigations are needed in order to clarify the mechanism
and parameter influence on high-order density wave oscillations (DWOIII).

2.7 Summary
A brief review of the main mechanisms triggering two-phase flow instabilities

were introduced. The main phenomena were described in order to give the reader
the necessary tools to distinguish among them. The main experimental and analyt-
ical investigations regarding the occurrence of the phenomena studied in this work
were analysed. Several aspects of the current state-of-the-art in the two-phase flow
instabilities field were critically discussed.
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PART I

Numerical investigation





CHAPTER III

Least Squares Spectral Method for
thermo-hydraulic problems

� The main objective of this chapter is to evaluate the application of the Least
Squares method for solving thermo-hydraulic problems. A brief analysis of the
typically used numerical methods is presented. In a general context, the weighted
residual method is described in order to introduce the least squares formulation.
The application of this method for a general system of equations is described in or-
der to show the practical details of its implementation. In addition, the development
of a general hp-adaptive solver for the resolution of thermo-hydraulic space-time
problems is depicted. Finally, a numerical example is used to analyse the character-
istics of the final scheme.

3.1 Introduction
As previously mentioned in Chapter 2, the numerical investigation of thermo-

hydraulic systems was mainly developed for the study of nuclear industry safety.
Nowadays, transient phenomena in thermo-hydraulic systems are simulated using
several commercial codes, such as

• ATHLET(Germany, 1D, FVM 1st order)
• CATHARE(France, 1D – 3D, FVM-FDM 1st order)
• CATHENA(Canada, 1D, FDM 1st order )
• RELAP5 (USA, 1D – 3D, FDM 1st order)
• TRAC (USA, 1D – 3D, FDM 1st order)

Moreover, in the oil and gas industries there are several commercial codes for
simulating diabatic and adiabatic multi-phase and multi-component systems, such
as

• OLGA(Norway, 1D/3D, 1st order)
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• PLAC (England, 1D 1st order)
• TACITE (France, 1D 1st order)
• PIPEPHASE, SimSci (England, 1D 1st order)
• Aspen HYSIS (USA, 1D 1st order)
• TRAFLOW (1D 1st order)

In general, all of these commercial codes are developed based on three main
numerical schemes:

• Finite Difference Methods (FDM), see G.A Sod [23]
• Finite Volumes Methods (FVM ), see R. Leveque [15], S.V. Patankar [19]
• Galerkin-Finite Elements Methods (FEM), see P.G. Ciarlet [7], S. Brenner
and R.L. Scott [5]

A large number of different numerical techniques to solve partial differential
equations is available nowadays, although they have not been widely used in indus-
trial applications. Some of them are: Orthogonal Collocation Method [24], Mesh
Free Collocation Method [17], several versions of the FEM ( Generalized Finite
Element Method (GFEM), Extended Finite Element Method (XFEM), Spectral Fi-
nite Element Method (SFEM)). In particular, during the last years the Least Squares
Spectral Method (LSSM) has gained a lot of attention, [4, 13]. Several advantages
can be mentioned:

• Independent of the underlying equation, for any problem a well- or bad- posed
problem results in a symmetric positive–definite systems of linear algebraic
equations, which can be efficiently solved.

• For incompressible flows, least–squares can be applied without the limitation
of the Ladyzhenskaya-Babuŝka-Brezzi (LBB) condition for the approxima-
tion order of the velocity and pressure fields, [2, 6].

• The Courant-Friedrichs-Lewy (CFL) number poses often as a stability crite-
rion for explicit time integration methods. Since the time stepping method
used in this work is unconditionally stable (fully implicit) there is no need to
use a CFL number for stability reasons.

• For first order problems (e.g. an advective transport equation) the least squares
method does not require special numerical treatment like the up–wind dis-
cretization in the Finite Difference Method. Thus, no numerical diffusion is
introduced.

• The LSM meets the need for a-posteriori error analysis by supplying an error
indicator in the form of the residuals that are minimized by the procedure. In
particular, this is a very reliable indicator which can be used for adaptation.
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The main disadvantages of using LSSM are: (1) the higher condition of the
matrix system, compared with other methods such as Galerkin; (2) the regularity
requirements for the global solution, also higher than Galerkin formulations.

The main objective of this chapter is to evaluate the implementation of LSSM,
in the resolution of transient phenomena in thermo-hydraulic systems. In the next
section, the method of weighted residual is introduced to derive the least square
formulation. Then, the application of the LSSM in a general set of linear equations
is used to describe the implementation of the methods. Finally, a general high-
order adaptive framework for thermo-hydraulic systems and some applications are
presented.

3.2 Method of weighted residuals

Given a general problem

{ Lu = g in Ω
Bu = u0 on Γ ⊂ ∂Ω

(3.1)

where: u is the main unknown variable defined in a domain Ω; L is any linear
partial differential operator; B is the boundary condition operator; g is a source
term independent of u; and u0 is the value of u at the boundary of the domain Γ.
Then, the residual can be defined as

R(u) = Lu− g (3.2)

The Weighted Residual Formulation (WRF) consists on seeking for the mini-
mum of the residual function, weighted by a general function φ, over the entire
domain. That is

J (u) =

∫
Ω

R φ dΩ → minimum (3.3)

In this context, according to the weighting function φ, different methods are ob-
tained. In the Box 3.1, a summary of different methods and their particular weight-
ing functions is presented. As it is possible to see, the finite difference method and
the finite volume method depend on particular points rj . This family of methods is
called “point discretization methods”. Conversely, the methods depending on a set
of basis functions are called “spectral approximation methods” (i.e. Galerkin, Least
Squares, Orthogonal Collocation, etc).
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Box 3.1: Weighted Residual Formulation

Method Weighting Function
Finite differences φ(r) = δ(r− rj)
Finite volumes φ(r) = 1 if r ∈ Ωj

= 0 if r /∈ Ωj

Galerkin φ(r) = ψj

Least-Squares φ(r) = R
where the functions ψj are the components of a complete set of
basis functions in Ω.

3.3 The Least Squares formulation

As described before, the least squares method is a particular case of theweighted
residual formulation. Given the system defined in Eq. (3.1) and assuming that it is
well-posed, L is a linear differential operator and there are two Hilbert scalesX(Ω)
and Y (Γ) x Y (Ω) such that (L,B) has a complete set of homeomorphisms, [21].
Then, the norm-equivalent functional becomes

J (u) =
1

2

(||L−g||2Y (Ω) + ||B−u0||2Y (Γ)

)
(3.4)

In consequence, minimising the functional J for u means:

Find u ∈ X(Ω) such that

lim
ε→0

d

dε
J (u+ ε v) = 0 ∀ u ∈ X(Ω) (3.5)

Hence, the necessary condition for the minimisation of J is equivalent to:

Find u ∈ X(Ω) such that

A(u,v) = F(v) ∀v ∈ X(Ω) (3.6)

with

A(u,v) =

∫
Ω

Lu Lv dΩ +

∫
Γ

Bu Bv dΓ (3.7)

F(v) =

∫
Ω

g Lv dΩ +

∫
Γ

u0 Bv dΓ (3.8)

whereA : X ×X → R is a symmetric, continuous bi-linear form, and F : X → R

a continuous linear form. The introduction of the boundary residual allows the use
of spaces X(Ω) that are not constrained to satisfy the boundary conditions.
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3.3.1 Element splitting
The domain Ω is divided into Ne non-overlapping sub-domains Ωe, called spec-

tral elements, such that

Ω =
Ne⋃
e=1

Ωe, Ωe ∩ Ωl = ∅, e 
= l (3.9)

In consequence, the global function u can be expressed as the union of the local
functions in each element

u =
Ne⋃
e=1

u
e (3.10)

3.3.2 The discretized formulation
After partitioning the domain, a series expansion of the solution in each element

is defined in order to approximate the functions ue, such as

u
e � u

e

h
=

Na∑
j=0

ue
jψj ψj ∈ Xe

h(Ω
e) ⊂ Xe(Ωe) (3.11)

notice that the approximated space Xe
h(Ω

e) has a finite-dimension while the space
Xe(Ωe) has an infinite-dimension.
Therefore, the approximated solutions in each elements will be restricted to

a linear combination of the functions {ψj} defined in Xe
h(Ω

e). In consequence,
replacing Eq. (3.11) in Eqs. (3.7, 3.8) the solution, in each element, is given by

Na∑
j=0

Ae(ψj, ψi) u
e
j = F e(ψi) ∀ψi ∈ Xe

h(Ω
e) (3.12)

where

Ae(ψj, ψi) =

∫
Ω

Lψj Lψi dΩ +

∫
Γ

Bψj Bψi dΓ (3.13)

F e(ψi) =

∫
Ω

g Lψi dΩ +

∫
Γ

u0 Bψi dΓ (3.14)

3.3.3 Numerical integration and quadratures
As shown in Eqs. (3.13) and (3.14), within each element it is still necessary to

evaluate the integral function. The Gaussian quadrature method consists on taking
an approximation of order Oq over the integral, such as

∫
Ω

f(r) dΩ �
Oq∑
q=0

wq f(rq) (3.15)
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Figure 3.1: Time–space formulation to solve a one-dimensional transient problem. The
space is divided in different elements and in every time step the solution, in each element, is
converged.

with (Oq +1) number of quadrature points (rq) and quadrature weights (wq). There-
fore, the choice of the points and weights will define the accuracy of the quadrature
integration.
Finally, the integrals of Eqs. (3.13 and 3.14) are approximated by quadratures

(rq,wq) in Ω and (rm,wm) in Γ. Thus, the general discretized formulation of the
problem is reduced to an algebraic system, that is expressed as

Ae(ψj, ψi) � Ae
ij =

Nq∑
q=0

wq Lψj(rq) Lψi(rq) +
Nm∑
m=0

wm Bψj(rm) Bψi(rm)

F e(ψi) � F e
i =

Nq∑
q=0

wq g(rq) Lψi(rq) +
Nm∑
m=0

wm u0(rm) Bψi(rm)(3.16)

3.4 One-dimensional transient problems
Until now, the general formulation for a least squares spectral method was pre-

sented. In this section, the problem is restricted to a two-dimensional space-time
domain. This formulation is based on a time-space formulation using a time march-
ing approach, such as the ones presented in [20, 8]. In each time strip, the solution
will be converged before moving to the next time–space strip. Thus, the domain
becomes Ωe = Ωe

x×Ωe
t = (xe, xe+1)× (tn, tn+1), withΔt = tn+1− tn, as indicated

in Figure 3.1.
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Figure 3.2: Legendre polynomials defined over a set of GLL collocation points, in a one-
dimensional generic domain [-1,1].

In this work, the discretization points for each element of the space-time domain
are based on the Gauss Lobatto Legendre (GLL) set of collocation points. In addi-
tion, the nodal series expansion is also based on the same discretization, by taking
the Legendre polynomials defined over the Gauss-Lobatto collocation points. In the
Figure 3.2, the polynomials corresponding to a GLL discretization of order 4 ( 4+1
points) in a general one-dimensional domain are shown. The local approximated
solution ue

h can be finally expressed as

u
e
h(z, t) =

Nz∑
i=0

Nt∑
j=0

ue
ij ϕi(z) ϕj(t), with ue

ij = u(zi, tj) (3.17)

where ϕi(z) and ϕj(t) are the one-dimensional set of Legendre polynomials men-
tioned before.

Box 3.2: Legendre polynomials through GLL collocation points
For example the polynomial ϕj(z) defined in the reference domain Ω̂ = [−1, 1]
is given by

ϕj(z) =
(z2 − 1)

dLNz
(z)

dz
Nz(Nz + 1)LNz

(z)(z − zj)
(3.18)

where the (Nz + 1) GLL–points, zj , are the roots of the first derivative of the
Legendre polynomial of degree Nz, extended with the boundary nodes as de-
scribed in [9].
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In summary, for a general problem given by the operators (L,B), Eq. (3.1), the
final algebraic system can be expressed as:

Find the coefficients ue
ij , such that

Nz∑
i=0

Nt∑
j=0

Ae
ijkmu

e
ij = F e

km ∀ k = 0, ..., Nz m = 0, ..., Nt (3.19)

where

Ae
ijkm =

Nz∑
iz=0

Nt∑
it=0

wiz wit L(ϕi(ziz)ϕj(tit)) L(ϕk(ziz)ϕm(tit)) (3.20)

F e
km =

Nz∑
iz=0

Nt∑
it=0

wiz wit L(ϕk(ziz)ϕm(tit)) gkmϕk(ziz)ϕm(tit) (3.21)

in this case the boundary conditions would be imposed in a weakly form in the
borders z = zmin and z = zmax according to the problem. Respectively the initial
condition, u0, would be imposed in t = tn. Notice also that the source terms given
by g were approximated by taking the GLL expansion series as shown in Eq. (3.21).

Finally, the problem can be rearranged in a global matrix-vector system,

¯̄A ūh = F̄ (3.22)

where the dimension of the vector ūh will be ND = NexNzxNt and ¯̄A will be a
positive-definite square matrix of dimension NDxND. As commented before, sev-
eral numerical methods allow to solve this kind of square symmetric systems in a
very efficient manner (e.g. conjugate gradient method).

3.4.1 Numerical error estimator and adaptivity
The residual defined by the functional J (u) can be expressed as

J (u) =

∫
Ω

(Luh − g
)2
dΩ (3.23)

where uh is the numerical approximated solution. This residual can be used as an
error estimator, since it indicates how big the error of the numerical solution is.
Following the steps presented in the Section 3.4, the error estimator in each element
becomes

Re =
Nz∑
iz=0

Nt∑
it=0

wiz wit

Nz∑
i=0

Nt∑
j=0

(
ue
ijL(ϕi(ziz)ϕj(tit))− gijϕi(ziz)ϕj(tit)

)2
(3.24)
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In conclusion, the Re error estimator can be used locally, in each element, for
local adaptation or the sum over all the elements can be used to adapt the main pa-
rameters of the global marching scheme [20, 8]. Hence, according to the numerical
formulation proposed in the previous sections, there are four main parameters that
would define the accuracy of the numerical scheme. They are

• Oz: (Nz − 1) Approximation Order of the space variable

• Ot: (Nt − 1) Approximation Order of the time variable

• Ne: Elements number in the space domain

• Δt: Time step

As can be seen, several possible adaptation strategies can be implemented, de-
pending on the choice of the discretization parameters to be modified. The strategy
in normally decided based on the experience of the user and the particular prob-
lem. In [8] more details of the residual and the convergence of the problem can be
founded. In general, when the order of approximation is modified it is said that the
scheme is p-adaptive (Oz, Ot). Moreover, when the size of the elements is modified
the scheme is called h-adaptive (Δt, Ne). Different adaptation strategies will be pre-
sented and analysed in the next chapter. In the next section, the general description
of a hp-adaptive framework for thermo-hydraulic systems is described.

3.5 General hp-adaptive framework for the resolu-
tion of thermo-hydraulic systems

In the previous sections, the basic concepts of the LSSM implementation for
a general linear problem were presented. The main idea in this section is to de-
scribe the particular application of the LSSM to the resolution of thermo-hydraulic
problems, based on conservation equations. In the Figure 3.3 a flow chart of the
numerical solver is presented. The solver framework is divided in four main parts:
Definitions and initialisation, Time steps loop, Non-linear loop and the Elements
loop. In the next sections, a brief description of these parts is presented.

3.5.1 Definitions and initialisation
In this first part, the general conditions of the problems are set up. First, the two-

dimensional space-time mesh is generated. Then, all the variables of the problem
are created and initialised. If necessary, a stable point calculation is performed and
set as initial state, depending on the problem.

3.5.2 Time steps loop
This is the main loop of the solver. Following the Figure 3.3 the different stages

are described in the following.
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Figure 3.3: Flow chart of the non-linear solver based on a least squares spectral method.
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• Guess accelerator: A guess solution for the main variable, uh, is set up. This
guess step is simply to save computational time (non-linear iterations), since
the solution of the previous step uh_prev, is normally differing from the non-
linear solution in the current step. Thus, according to the time evolution of
the different variables and the boundary conditions a guess solution is taken.

• Non-linear loop: As presented before, the LSSM is derived assuming a
linear operatorL. Therefore, the set of equations describing the problemmust
be linearised and, consequently, a non-linear loop have to be implemented
in order to deal with the non-linear components, typical from any thermo-
hydraulic system. In this work, a Picard method is chosen for the iteration
process. The following list describe the main steps performed inside this non-
linear loop.

◦ Non-linear Boundary Conditions: Normally, for thermo-hydraulic sys-
tems, the boundary conditions depend on the main variables values ( e.g.
the pressure drop in a valve). In this step, the boundary conditions are
updated according to the current non-linear step solution, uh.

◦ Properties Calculation: The main properties (density, void fraction,
temperature, etc.) may depend on the variables (enthalpy, pressure, etc.).
According to the chosen models and closing laws, the properties are up-
dated to the value of the current non-linear solution of the main variables
normally contained in uh.

◦ Elements loop: The elements loop consists in the following steps:
 Elements Variables: The local element variables, ue

h and main prop-
erties are calculated from the global variables uh.

 Elemental Matrices: Using the results of the Eq. (3.20), the elemen-
tal matrix and source terms are assembled.

 Boundary and Initial Conditions: The boundary and initial condi-
tions are imposed weakly to the specific nodes, as explained before.

◦ Global matrix assembling and solver: The global matrix and source
vector ( ¯̄A, F̄ ) are assembled by gathering the elemental matrices and
sources vectors, (Ae, F e). The system is solved by using a conjugate
gradient method and a new solution, uh_sol is obtained.

◦ Relaxation: A relaxation technique is used in order to improve the con-
vergence of the system in the case of highly non-linear problems. In the
following equation the relaxation technique is applied to the solution
uh_sol,

uh_new = (θ)uh_sol + (1− θ) uh_prev (3.25)

where uh_prev corresponds with the solution of the previous nonlinear
step and θ is the relaxation parameter bounded in the interval (0, 1). The
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new solution will be a linear combination of the previous step and the
new non-linear solutions.

◦ Local Error: the local error is calculated as

εNL = uh_new − uh_prev (3.26)

according to this error, the non-linear loop will stop when εNL becomes
smaller than the maximum non-linear error εMax.

◦ Local Adaptation: According to the strategy of adaptation the parame-
ters (θ, εMax) can be modified. Generally this parameters are not modi-
fied, but for the cases of expensive problems, this kind of local adaptivity
can improve significantly total computational time.

• Global error calculation, εΔt: Using the Eq. (3.24) for the element error
estimator, the global error for each time step is calculated as the sum of all
the elements error estimators. That is

εΔt =
Ne∑
e=1

Re (3.27)

• Global adaptation: According to the value of εΔt and the adaptive strategy
chosen for each problem there exist two options:

Adaptation The time step solution is dismiss. Some of the parameters,
(Oz, Ot, Ne, Δt), are changed and the mesh and variables are initialised
for this new domain with the conditions of the previous time step.
No-adaptation The time step solution is accepted.

• Outputs: The time step solutions are saved as the output variables

In this section the main description of the solver developed and utilised in this
work was presented. In the next and finally part, a numerical example is presented.

3.6 Numerical example: Fast transient phenomena
in supercritical fluids

A pressure wave propagation problem in a supercritical fluids will be presented
in this section. This kind of problems are of particularly interesting to evaluate
numerical methods performance for the numerical complexity and also for the in-
volved physical phenomena.

A super-critical fluid presents physio-chemical properties that are between those
of liquids and gases, according to the thermodynamic state. These particular prop-
erties have motivated the application of super-critical fluid in several technological
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Figure 3.4: Scheme of the shock tube problem.

areas, such as pulse cleaning [18], solute formation of powders [16], etc. In addition,
these phenomena are investigated in the transport ofCO2 in supercritical conditions
as described by [3] and the development of super-critical nuclear reactors, see [10].
The numerical modelling and simulation of transient phenomena in super-critical

fluids is quite challenging due to the complexity of the physical process and the
temporal and spatial scales involved. In [14] the simulations of shock tube prob-
lems for gas and super-critical CO2, using the finite volume method, are described.
Moreover, several articles describe the use of first order methods in the simulation
of these kind of phenomena in supercritical CO2, [11, 12, 25, 1]. The introduction
of numerical diffusion using traditional finite difference method is described in [23].
As described in this last work, the influence of numerical diffusion is an undesirable
effect that can notably influence the numerical solution.

3.6.1 The Model
The shock tube problem consists of a diaphragm that divides a tube in two re-

gions at different pressures and same temperature, as sketched in Figure 3.4. At
time t > 0 the diaphragm bursts and three different kinds of waves move into the
domain, Figure 3.5. A rarefaction wave (R) moves to the left at the speed of the
sound (interaction between pressure and flow). This rarefaction wave is not dis-
continuous even when the initial conditions are discontinuous, since the slope of
the wave decreases when it moves. A second wave called contact discontinuity (C)
moves to the right with the velocity of a particle in the fluid (slow enthalpy wave).
In this case no discontinuity is observed in the pressure profile but discontinuities
are shown in the rest of the variables. The last wave is called shock wave (S) and it
is moving to the right with discontinuities in the main variables profiles, due to the
negative gradient of the velocity.
The mathematical model used to describe the evolution of the system is based

on conservation laws. Mass, momentum and energy equations can be expressed as

∂ρ

∂t
+

∂G

∂z
= 0 (3.28)

∂G

∂t
+

∂

∂z

(
G2

ρ

)
+

∂P

∂z
+

f

DH

|G|G
2ρ

= 0 (3.29)

∂ρh

∂t
+

∂Gh

∂z
=

DP

Dt
(3.30)
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Figure 3.5: Scheme of the shock waves in enthalpy, flow, density and pressure, after for the
shock tube problem.

where G is the mass flux; P is the static pressure; h is the specific enthalpy; ρ is the
density; f is the Darcy-Weisbach friction factor; DH is the diameter of the pipe; z
is the space coordinate and t the time coordinate. The friction factor f , is calculated
using the “Colebrook and Blasius” pressure drop correlation. Friction losses and
temperature diffusion are neglected in the energy equation, due to the low influence
(≈ 10−4) respect to the DP

Dt
term. In this example, the system is closed calculating

in each point the density with the specific enthalpy and absolute pressure using
REFPROP V 8.0 [22].
The initial condition for the pressure profile is a step function corresponding

with the values of Pin and Pout as shown in Figure 3.4. The initial flow is set to zero
and the initial enthalpy profile is calculated with the values of the pressure and the
initial constant temperature, Tin.

3.6.2 Linearization
The linear set of equations of the system described in Eqs. (3.28) and (3.30)

results in

∂ρ∗

∂t
+

∂G

∂z
= 0

∂G

∂t
+

∂

∂z

(
G∗2

ρ∗

)
+

∂P

∂z
+

f

DH

G∗2

2ρ∗
= 0

∂ρ∗h

∂t
+

∂G∗h

∂z
− DP

Dt
= 0

where G∗ and ρ∗ correspond to the values of the previous non-linear step, as ex-
plained before. Hence, using the operator description of Eq. (3.1)), it is possible to
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rewrite the linearised system as

L =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

∂ •
∂z

0 0

∂ •
∂t

∂ •
∂z

0

0 −D •
Dt

ρ∗
∂ •
∂t

+G∗∂ •
∂z

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭

(3.31)

g =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−∂ ρ∗

∂t

− ∂

∂z

(
G∗2

ρ∗

)
− f

DH

G∗2

2ρ∗

0

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(3.32)

u =

⎧⎨
⎩

G
P
h

⎫⎬
⎭ (3.33)

3.6.3 Numerical Results
The numerical simulation of the shock wave in super-critical CO2 was per-

formed using a 4 order approximation for both time and space, with a time slag
ofΔt = 2 10−6sec and Ne = 100 (number of elements). The non-linear maximum
error was set as εMax = 10−6. The main parameters of the simulations are:

• Fluid: CO2
• L = 1m, DH = 25mm

• Pin = 90 105 Pa, Pout = 80 105 Pa, Tin = 32 oC

In the Figures 3.6(a) to 3.7 the evolution of the main variables and the dynamic
of the three waves are shown. (S) and (R) waves move with a velocity ≈ 300 m

s

(sound velocity), whereas the (C) wave moves with a velocity of u = G
ρ
≈ 2.3m

s

(particle velocity).
Figure 3.6(a) shows the evolution of the pressure in the moment after the di-

aphragm breaking. As described by [23], the discontinuity in the pressure split in
two shock waves, (R) and (S). Nevertheless the pressure profile does not change
with the (C) contact wave. In Figure 3.6(b) the evolution of the flow is presented.
In contrast with the pressure profile the (C) wave is also present in the flow profile.
These variations in the flow profile are due to the changes in density. This effect is
not described in [14], probably due to diffusion of the method used to simulate this
transient behaviours.
The other thermodynamic variables, enthalpy, density and temperature, are plot-

ted in the Figure 3.7. An enthalpy dependence with the pressure changes is observed
due to the last term in Eq. (3.30). These changes in the enthalpy profile also affect
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Figure 3.6: Evolution of pressure and flow profiles during the shock tube simulation.

the values of the density and temperature profiles, according with the working con-
ditions. The three waves described are observed in the density profile. However, for
the density profile the (C) wave is the most influencing (≈ 60% of the total change).
Finally a non-negligible discontinuity, of more than one centigrade degree in the
temperature profiles is observed. These phenomena are due to the variations in the
pressure and the enthalpy as a result of the shock waves.

3.6.4 Discussion

A transient shock tube problem with super-critical CO2 was described in the
previous sections. The least squares method have proved to correctly describe the
evolution of this system. Moreover, as a result of the low diffusion of the numerical
method, it is possible to see the contact shock wave phenomenon in the flow profile.
The high accuracy of the method allows to make a detailed description of the wave
propagation for the shock tube.
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3.7 Summary
The Least Squares Method for the simulation of transient problems was pre-

sented. The most relevant aspects of a numerical framework used to solve one-
dimensional transient problems were described. The framework was based on a
coupled space-time formulation. Furthermore, the use of hp-adaptivity in the reso-
lution of thermo-hydraulic non-linear problems was presented. Finally, numerical
examples were used in order to test the developed framework.
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CHAPTER IV

Simulation of a single-phase natural
circulation loop using a least squares

hp-adaptive solver

� In this chapter the performance of the adaptive high-order method, developed
in the previous chapter, is analysed. A single-phase natural circulation loop is simu-
lated in order to evaluate the accuracy and the computational time in the resolution
of non-linear systems. Finally, several numerical simulations are discussed in rela-
tion to the development of the adaptive strategies for this kind of transient thermo-
hydraulic problems.

4.1 Introduction
The study of thermo-hydraulic instabilities represents a challenging topic of re-

search in thermal fluid dynamics both in the industry and in academics. As dis-
cussed in Chapter 2, the investigation of thermo-hydraulic instabilities is of interest
in the design and operation of many industrial systems and equipment, such as
steam generators [6] , boiling water nuclear reactors [12, 9], heat exchangers [5],
refrigeration plants and in the oil industry [8]. Flow instabilities are undesirable
since they can induce mechanical vibrations, problems of system control and dis-
turbance of heat transfer in certain areas of the equipment. A particular case of
thermo-hydraulic instability occurs in single-phase natural circulation system. This
case presents several applications in nuclear reactors, solar energy units, thermo-
syphons, etc. The problem of single phase natural circulation presents a complex
non-linear behaviour that has motivated a systematic investigation both experimen-
tally and analytically ([1], [10], [13]).
The simulation of nonlinear systems can be accomplished by several methods.

A relevant aspect in the selection of the numerical method is the introduction of
artificial dissipative and dispersive effects which may mislead the underlying be-
haviour of the system. For that reason, a suitable method for solving the problem
should minimise the numerical errors. As explained in the previous chapter, for time
dependent problems the space-time formulation allows high order accuracy both in
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Figure 4.1: Welander problem, the chaotic natural circulation loop.

space and time, [3, 11].

The main goal of this chapter is to discuss the application of the time-space
adaptive least squares formulation, developed in Chapter 3, to describe the evolution
of a single phase natural circulation loop.

4.2 The Welander problem
The Welander problem, proposed by Pierre Welander (1967), is one of the sim-

plest thermo-hydraulic examples where very complex behaviours could be found.
It consists of a closed single phase thermo-syphon with two adiabatic legs and two
point constant temperature sources as can be seen in Figure 4.1.
The mathematical model, presented byWelander, consists in the conservation of

mass, momentum and energy. The main assumptions are: Boussinesq approxima-
tion (changes in the density just in the momentum balance); laminar and Newtonian
flow; constant wall temperature and heat transfer coefficient; adiabatic legs. In
this study a turbulent regime is assumed, following the model described in [2, 1].
When the initial conditions are anti-symmetrical the loop preserves this antisymme-
try, as shown experimentally by [7]. This characteristic could be used to simplify
the mathematical formulation of the problem, modelling just one of the two legs
and assuming an anti-symmetrical behaviour in the other leg. Thus, following the
model described in [1] and taking into account the length of the heater as [2, 4], the
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s =
2x

L
dimensionless
space coordinate

x space coordinate

τ =
2κlt

L
dimensionless time Q mass flow

q =
Q

Aκl
dimensionless flow l heater length

θ =
T − T0

ΔT
dimensionless tem-
perature

h heat transfer coefficient

ΔT =
Theater − Tcooler

2
A cross section area

T0 =
Theater + Tcooler

2
ρ density

κ =
Pw h

A ρCp
β expansion coefficient

ξ = 1.75 Cp specific heat

α =
gβΔTL

2(κl)2
D diameter

ε =
α

16

(
ρDκl

μ

)0.75 RL

2κl
L loop length

R = 32
μ

ρD2
Pw wetted perimeter

Table 4.1: Nomenclature of the variables defined for the Welander problem

dimensionless conservation system can be written as

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dq

dτ
= α

∫ 1

0
θds− εq|q|ξ−1 for τ > 0

∂θ

∂τ
+ q

∂θ

∂s
=

{
0

−L

2l
(1 + θ)

0 < s < (1− 2l/L)
2l/L < s < 1

and τ > 0

(4.1)
The dimensionless variables used in this chapter are given in the Table 4.1.

Boundary conditions result from the imposition of the antisymmetric behaviour in
both legs, then the non-dimensional temperatures in s = 0 and s = 1 are given by

θ(0, τ) = −θ(1, τ) (4.2)

Initial conditions for the dimensionless temperature and flow are imposed as
external functions according to the problem as{

q(0) = q0
θ(s, 0) = θ0(s) for 0 < s < 1.

(4.3)

Eqs. (4.1) to (4.3)) define the dimensionless Welander problem for turbulent
flow depending just on the three parameters ξ, α and ε. As previous works show,
these parameters control the stability of the system.
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4.3 Problem linearization
The Welander’s problem, equation (4.1), is linearised in order to use the method

described above as

⎧⎪⎪⎨
⎪⎪⎩

dq

dτ
= α

∫ 1

0
θds− εq|q∗|ξ−1 for τ > 0

∂θ

∂τ
+ q∗

∂θ

∂s
= 0 for 0 < s < 1 and τ > 0

(4.4)

The operator L can be written as

L =

⎡
⎢⎣
∂•
∂τ

+ ε|q∗|• 0

0
∂•
∂τ

+
∂•
∂s

⎤
⎥⎦ (4.5)

where u = [q θ], g = [0 α
∫ 1

0
θds], u0 = [q0 θ0] and q∗ is the linearised dimen-

sionless flow. The solver presented in the previous chapter is used to solve this
non-linear iterative problem.

4.3.1 Error estimators
As described, the residual defined by the functional J (u) is given as

J (u) =

∫
Ω

(Luh − g
)2
dΩ (4.6)

with uh the numerical approximation. As shown before, this residual can be used as
an error estimator, since it indicates how big is the error of the numerical solution.
The main problem of using this operator is the complex matrix operations required
to calculate it, Eq. (3.24). Hence, in order to take a more suitable error estimator,
it is possible to use the fact that the initial conditions are imposed in a weak way.
Thus, the numerical error is also reflected at the boundary. In this way, it could be
possible to use the error in the boundary as an estimator of the numerical error of the
solution. The error given by imposing the boundary conditions in a weak manner
can be written as

EIC(t) =
∫
Γ

(
uΓ(t)− uh(t)

)2
dΓ (4.7)

where Γ is the boundary of the domain where boundary and initial conditions, uΓ(t),
are imposed. As we can see from equation (4.7), this measure does not represent the
residual on the boundary. It represents the difference between the imposed solution
and the numerical solution. Hence the values of these two estimators should not nec-
essarily be of the same magnitude. One possible disadvantage regarding the use of
this estimator is how penalties in the boundary conditions could affect its behaviour.
It implies that when the imposed conditions in the boundary are penalised the error
estimator is reduced. Numerical examples in the next section are performed in order
to analyse all these questions.
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Figure 4.2: Theoretical stability map, [1] for a positive flow steady-state conditions, ξ =
1.75, l = 0.05.

4.4 Numerical Examples

A stability parameter map of the system is shown in Figure 4.2. The stability
limit, from [1], is plotted on this figure. A length of source of 5% of the total length
(point source) of the loop is used, in order to approach to this referred case.
The plots in Figure 4.3 show the three different behaviours of the system. These

operating points are also plotted in the stability map of Figure 4.2. As it is possi-
ble to see, stable states are damped achieving the steady state solution after a cer-
tain time. Stable and unstable states agree with solutions presented by [1], both in
characteristic times as in the magnitude of the dimensionless temperature and flow.
These simulations are solved on successive space-time strips Ωτ = [0, 1] × Δτ ,
using Δτ = 0.01, Ne = 10, Ox = 4, Ot = 3 and εMax = 10−6.
The trajectory of the dimensionless flow rate versus the integral of the dimen-

sionless fluid temperature is shown in Figure 4.4. The two attractors corresponding
to the clock-wise and anti clock-wise motion are clearly observed. The location of
the attractors as well as the shape and magnitude of this diagram are in agreement
with the case presented by [1] in their Figure 3.

4.4.1 Low order and high order methods

Previous works pointed out the importance of the diffusion effect of low order
methods in similar problems [1]. Figure 4.5 shows a comparison between the solu-
tion obtained with a low order discretization, (Ox = 1, Ot = 1), and with a high
order discretization, (Ox = 5, Ot = 5), using Ne = 10 elements in both cases. The
low order discretization case introduces a significant amount of numerical diffusion
which damps the oscillatory behaviour of this unstable case.
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Using an initial condition different from the steady state point. (α = 339, ξ = 1.75, ε = 2.3,
l = 0.05 ).

4.4.2 Estimator validation and convergence

During the evolution of the system, the flow rate changes the sign when the flow
is reversed. In the flow reversal phenomena, the temperature of the system increases
significantly which results in strong gradients increasing the value of the residual,
Figure 4.6. It is also interesting to note that the numerical error, measured by the
residual Re and by the initial condition error EIC , follows a similar trend, even
when penalties for boundary conditions are applied. For the case shown in Figure
4.6, a penalty of 1000 was applied to the boundary conditions and accordingly that
value corresponds to the difference between the magnitude of EIC with and without
penalties. This example shows that even when the magnitude of the estimators are
different, the trend in all the cases results the same. Moreover this example shows
that the implementation of this estimator in an adaptive solver is possible even when
penalties on boundary conditions are used.
One important advantage of using a high order method is the flexibility for

changing the approximation order of the solution. Figure 4.7 shows the conver-
gence of the solution when increasing the order of approximation for both space
and time, keeping the same discretization, Ne = 10 and Δτ = 0.1. Hence, increas-
ing the approximation order can reduce the error in the approximation significantly,
but this can result in a significant increase of the computational time.

4.4.3 High order hp-adaptive scheme

Based on the observed behaviour of the residual, a possible manner of improv-
ing the simulation of this problem while reducing the computational cost is to se-
lectively modify the numerical parameters (Ne, Δτ , Ox, Ot) during the simulation.
For this purpose, the boundary conditions error estimator EIC determines the dis-
cretization and the order used in each time step. The adaptive strategy consists in
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Figure 4.8: Evolution of the temperature profile using an h-adaptive strategy for both time
and space, in the case of an unstable condition. Solid line represents the simulated leg while
the dotted line represents the antisymmetric leg. [α = 339, ξ = 1.75, ε = 2.3, l = 0.05].

defining a maximum and a minimum error and when the error estimator gets over
these limits the discretization and the order are changed.
As it was commented before, flow reversals introduce an important error. Then

in this example, different strategies to simulate a flow reversal are tested. Figure
4.8 shows the evolution of the temperature profile using an h-adaptive strategy. The
discretization of space and time was doubled when the numerical error was bigger
than the upper limit and divided by two when the estimator was smaller than the
lower limit. The order of approximation for space and time were respectively Ox =
4 andOt = 3. In the figure, the solid line with dots represents the temperature profile
in one of the legs while the discontinuous line corresponds to the antisymmetric leg
(not simulated). The figure shows the different discretization used at different times
during the evolution of the solution. The corresponding evolution of the flow vs.
time can be seen in Figure 4.9.
In order to study the different strategies of adaptation, a simulation using a p-

adaptive strategy was also performed. For this case the order of the space and
time was increased or decreased an order according to the magnitude of the error
estimator. In all the cases Ox = Ot + 1, Ne = 25 and Δτ = 2 10−2.
The evolution of the error estimator for both previous cases is presented in Fig-

ures 4.11 and 4.12. The error can not exceed the maximum value imposed. Thus
the problem can be solved in a cost-effective manner, since the solver uses the lower
order or bigger discretization without exceeding error limits.
In order to compare the performance of adaptive strategies with respect to con-

ventional methods, two different fixed schemes were simulated for the same case.
The values of the numerical parameters were fixed in order to have a numerical er-
ror lower than the same upper limit as in the cases above during all the simulation.
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Figure 4.10: Evolution of the temperature profile using an p-adaptive strategy for time and
space, in the case of an unstable condition. Solid line represents the simulated leg while the
dotted line represents the antisymmetric leg. [α = 339, ξ = 1.75, ε = 2.3, l = 0.05].
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Computational times are presented in table 4.2, where it is possible to see that for
both adaptive schemes the computational time was improved with respect to fixed
schemes. Indeed a big difference in computational time, less than 25 % in the worse
case, was achieved using the p-adaptive and hp-strategy. It shows that increasing the
approximation order for the space is more effective in terms of the computational
time than decreasing the discretization size. On the other hand a small difference
between hp-adaptive and p-adaptive computational times, table 4.2, indicates that,
regarding the computational time, it is more effective to decrease discretization size
of the time than the order of approximation.

Table 4.2: Computational times for different strategies

Solver Ne Δτ Ox Ot Comp. time [sec] Estimator limits
Fixed 80 5e-3 4 3 838 < 10−5

Fixed 25 2e-2 6 5 179 < 10−5

h-adaptive x2 /2 4 3 137 10−5 − 10−7

p-adaptive 25 2e-2 +1 +1 30 10−5 − 10−7

hp-adaptive 25 /2 +1 3 27 10−5 − 10−7

4.5 Summary
The hp-adaptive time-space least squares spectral method was discussed for

solving a natural circulation loop given by the so called Welander’s problem. The
method has shown to be quite robust for solving this kind of problems using dif-
ferent order of approximation and discretization. It was shown that low order dis-
cretization approaches can affect the nature of the problem by damping the dynam-
ics of an unstable case. The implementation of the weak imposed boundary condi-
tions error as an estimator was analysed. It was also proved that the use of an adap-
tive strategy reduces significantly the computational costs. Different hp-adaptive
strategies were developed based on maintaining the value of the numerical error
limited by an upper and lower value. Finally p-adaptation in the space was in terms
of computational time, the best strategy.
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PART II

Modeling of two-phase flow
instabilities





CHAPTER V

Dynamic simulation of Ledinegg
instability

� The flow excursion instability (Ledinegg) could produce severe damages in
thermo-hydraulic components due to fast changes in the main variables. In this
chapter, this phenomenon is studied by simulating the transient behaviour of the
system during the process. The effects of dynamic changes in the pressure drop vs.
flow characteristic curve are analysed. Finally, some numerical aspects related to
the application of an adaptive high-order method to the resolution of these complex
thermo-hydraulic problems are discussed.

5.1 Introduction
The investigation of two-phase flow instabilities results quite relevant for the

design and operation of many industrial systems and equipment, such as steam gen-
erators, boiling water nuclear reactors, heat exchangers, thermo-syphons, re-boilers,
refrigeration plants and some chemical processing systems, as seen in Chapter 2. M.
Ledinegg (1938) described a phenomenon later named Ledinegg instability or flow
excursion. This is the most common type of static oscillations, according to the clas-
sification introduced in [1] and it is associated with a sudden change in the flow rate.
The main mechanisms involved in the occurrence of this phenomenon are explained
in detail in the Section 2.2.1.2.
In Figure 5.1 a typical pressure drop curve as a function of the mass flow for the

case of a heated section is shown. There are two limiting cases which correspond
to the case of all vapor and all liquid (dotted lines). For a given set of parameters
(Q, Tin, Ki, P ), the characteristic pressure drop of two-phase flow systems may
show the N-shape curve. Thus, according to the characteristic pressure drop of
the external system, the operation points would result stable or unstable, as it was
commented in Chapter 2. In some cases the occurrence of Ledinegg instability in
industrial systems may trigger the burn-out of the system due to the sudden change
in the operation state ([4]). This effect is shown in dashed line in Figure 5.1. When
the flow is decreased from a single-phase liquid region, the system turns suddenly
to a two-phase state, with a high generation of vapor.
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Figure 5.1: Characteristic pressure drop vs. flow rate. In the plot, four different external
characteristics (cases) are presented.

M.M. Padki et al. (1992) performed a theoretical bifurcation analysis of Ledi-
negg phenomena. He concluded that the necessary conditions for its occurrence
corresponds to the case of: internal characteristic curve (pressure drop - flow rate)
with negative slope; internal characteristic curve steeper than external curve; and
multiple intersections of the internal and external characteristic curves. Different
scenarios are plotted in the Figure 5.1. For cases 3 and 4, point 1 fulfils the men-
tioned stability condition. The standard way to avoid this kind of instabilities is to
make the slope of the external characteristic curve steeper than the internal curve.
The analysis of the evolution of the flow during the occurrence of the Ledinegg in-
stability is quite relevant. However, little information has been found in the open
literature about this process.

The main goal of this chapter is to study the dynamic of a heated pipe with
focus on the Ledinegg instability. In particular, a detailed description of the dynamic
effects on the main variables is presented. In Section 5.2, the mathematical model
is discussed. The numerical solver presented in previous chapters is used to solve
the mathematical equations modelling the phenomena. The possibility of using
an adaptive solver is also discussed. Finally, in Section 5.4, several simulations
are presented and the numerical and physical aspects related to the occurrence of
Ledinegg instability are discussed.

5.2 The model
The simplest model used to study these kinds of thermo-hydraulic instabilities

consists of two pressurised tanks, two valves and a heated section, Figure 5.2. In this
model, the pressure difference between both tanks acts as driving force (external)
and according to the valves opening the external characteristic results in a quadratic
decreasing curve, Figure 5.1. When the valveKin is almost closed the slope is close
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Figure 5.2: Diagram of the model used to simulate the Ledinegg phenomenon.

to infinity (case 1) and when this valve is fully open the slope of the curve is zero
(case 4). The high slope case is equivalent a large serial array (thermo-hydraulic
circuit), so even when the pressure drop changes, the flow remains constant. On the
other hand, the case of a zero slope is equivalent to a parallel array of components
(tubes in a heat exchanger).

The mathematical model used to describe the evolution of the system is based
on the following assumptions:

• One-dimensional.

• Thermodynamic equilibrium between phases.

• Two-phase homogeneous model, [7].

• Two-phase Müller-Steinhagen and Heck pressure drop correlation [5], see
Appendix A.

The mass, momentum and energy equations can be expressed as

∂ρ

∂t
+

∂G

∂z
= 0 (5.1)

∂G

∂t
+

∂

∂z

(
G2

ρ

)
+

∂P

∂z
+

[
f

DH

+
N∑
i=1

Kiδ(z − zi)

]
|G|G
2ρ

= 0 (5.2)

∂ρh

∂t
+

∂Gh

∂z
= Q

PH

Ax

(5.3)

where G is the mass flux; P is the static pressure; h is the specific enthalpy; ρ is
the density; Q is the heat source; f is the Darcy friction factor; Ki is the constant
value of concentrated local pressure drop for valves;DH is the diameter of the pipe;
PH is the perimeter; Ax is the cross section area; z is the space coordinate and t the
time coordinate. The pressure drop in the valves is calculated using a pressure drop
concentrated value, Ki, for each valve. Friction losses are neglected in the energy
equation.
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5.3 Linearization
From Eqs. (5.1) to (5.3) it is possible to see that the system is highly non-linear.

As shown in Chapter 3, it is necessary to find a linear form for this set of equations
in order to use LSSM (Least Square Spectral Method). The linearization of the
equations system described results in

∂ρ∗

∂t
+

∂G

∂z
= 0 (5.4)

∂G

∂t
+

∂

∂z

(
G∗2

ρ∗

)
+

∂P

∂z
+

[
f

DH

+
N∑
i=1

Ki

]
|G|G
2ρ∗

= 0 (5.5)

∂ρ∗h

∂t
+

∂G∗h

∂z
= Q

PH

Ax

(5.6)

where G∗ and ρ∗ correspond to the old values of flow and density respectively.
Hence, using the operator description of Eq. 3.1, it is possible to rewrite the lin-
earised system as

L =

⎧⎪⎪⎪⎪⎨
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0 0
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(5.7)

g =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−∂ ρ∗

∂t

− ∂

∂z

(
G∗2

ρ∗

)
−
[

f

DH

+
N∑
i=1

Kiδ(z − zi)

]
|G|G
2ρ∗

Q
PH

Ax

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(5.8)

u =

⎧⎨
⎩

G
P
h

⎫⎬
⎭ (5.9)

the corresponding initial nodes are set to the initial values for flow, pressure and
enthalpy. The boundary conditions for enthalpy, flow and pressure are set in z = 0.
This case is equivalent to taking an infinity slope for the external characteristic, case
1 in Figure 5.1.

5.4 Numerical Results
All the simulations in this section have been done in a system with the following

parameters:

• Fluid: Water
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Figure 5.3: Evolution of the pressure drop during a cold start of the system from an un-
heated initial condition.

• L = 1m, DH = 5mm

• Q = 6kW

• Pin = 105 Pa, Tin = 20 C

• Kin = Kout = 0 (horizontal external characteristic)

The adaptive strategy used in these examples corresponds to varying just the
time step and a constant high order for both time and space, in this case Oz = 5 and
Ot = 4. The number of elements in which the space is discretized is Ne = 20 and
the maximum non-linear error, as described in Eq. (3.26), is εNL = 10−6.

5.4.1 Stable point simulation
In this section, the evolution of the system corresponding to the cold starting

of the system from an initial condition of constant flow (200 kg/m2s) and constant
subcooling temperature (20 C) is presented. The flow and pressure at the inlet are
imposed as boundary conditions. This case is equivalent of having an infinite slope
for the external characteristic, case 1 in Figure 5.1. Therefore even if the slope of
the internal characteristic is negative, this point does not fulfil the criteria necessary
for Ledinegg instability and result in a stable behaviour of the system.

In this first example the start-up of the system is simulated. The heat source is
started at t = 0 and fix to a constant value during the simulation. In Figure 5.3,
the pipe pressure drop evolution (head),during the starting of the system, is plotted.
The first region (t < 0.7 sec) is characterised by a small decrease in the pressure due
to changes in the viscosity; in the second region (0.7 sec < t < 2.0 sec) the small
increase in the pressure is due to changes in the density. In the subcooled liquid
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Figure 5.4: Evolution of the quality profile during a cold start of the system from an un-
heated initial condition.

region these two effects (density, viscosity) are always present, but their influence
varies depending on the thermodynamic state. At approximately 2.2 sec vapor is
spontaneously generated in half of the domain. Hence a high jump in the pressure
drop in the system is produced. Finally the system achieves a steady state. The
evolution of the thermodynamic quality is presented in Figure 5.4, where a sudden
generation of vapor in a big region of the domain, between t = 1.5 and t = 2, is
observed. This phenomenon is due to the constant increment of the temperature in
the domain because of the constant heat source. It means that in the starting up of
these two-phase flow systems it is always necessary to limit the slope of the heat
source in order to avoid a spontaneous generation of vapor that can produce some
damage in the system.
Figure 5.5 shows the changes in the time discretization according to the error es-

timator. The adaptive strategy implemented consists in doubling the time step when
the estimator is smaller than a minimum error limit value and dividing the time step
by two when this estimator is larger than a maximum error limit. The evolution
of the time step is written in the top of this figure for a better understanding of the
adaptive solver behaviour.

This example where the flow is imposed, is directly related with the simulation
of large systems. In such big systems the flow could be considered constant with
respect to the pressure drop of the component simulated and therefore the pressure
drop becomes the target of the calculations.

5.4.2 Ledinegg instability simulation

The characteristic curve corresponding to the steady-state N-shape of the prob-
lem described above is shown in Figure 5.6. The N-shape curve was obtained using
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Figure 5.6: Evolution of the system during two different flow excursions (flow 200 kg/m2s).
The perturbation of the boundary conditions were Pout = 996510 Pa, Pout = 996490 Pa,
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black line.
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Figure 5.7: Evolution of the inlet flow during a transient flow excursion corresponding to
the simulation in Figure 5.6 with increasing flow.

the same model for steady state calculations. The initial condition of the system
simulated here is the final state of the previous example. As one can see in Figure
5.6, this initial condition corresponds to a negative slope of the internal character-
istic. It means that by changing the slope of the external characteristic to a smaller
slope than the internal, this point becomes unstable.
In this example the outlet pressure is set as a boundary condition thus getting a

horizontal slope (case 4 in Figure 5.1). The value of the pressure is the same as the
one obtained in the previous final state, Pout = 996490 Pa. The evolution of the sys-
tem under these conditions corresponds to the positive flow displacement evolution
from the unstable point, Figure 5.6. In this figure, the simulation corresponding to
a perturbed higher value of the pressure outlet Pout = 996510 Pa is presented. This
case corresponds to the system going to smaller flow rates. These two simulations
are showing equal probability to evolve in both directions (greater or lower flow
rates) and not just to lower flow rates as described in most of the previous works
[1, 2]. For the first flow excursion simulation (i.e. towards greater flow rates) the
evolution of the inlet flow, density profile and pressure profile are plotted in Figures
5.7-5.8. The characteristic evolution time (time to go from 10 - 100 % of the initial
and final value of the mass flux respectively) for this case is approximately 3 sec.
An important fact is that the nature of the dynamic effects results from delays

in the propagation of the thermodynamic information (enthalpy) instead of the fluid
dynamic information (pressure).

5.4.3 Influence of dynamic effects on the N-shape characteristic
curve

In order to study the dynamic changes in the pressure drop response of the sys-
tem due to dynamic effects, theΔP vs. G curve during a linear variation of the flow
in time is obtained. Some dynamic N-shapes curves for different flow variations are
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shown in Figure 5.9.
During the increasing of the mass flow rate, the delays in the propagation pro-

duce a positive curvature of the enthalpy profile and, in consequence, the pressure
drop is higher if compared to the steady-state case. On the other hand, when the
flow is decreasing the negative curvature of the enthalpy profile will produce lower
values of the pressure drop, as shown in Figure 5.9. These changes in the charac-
teristic curve are of particular importance when analysing pressure drop oscillation
phenomena (PDO). As explained, PDO implies the successive occurrence of in-
creasing and decreasing flow excursions. However, as will be exposed in Chapter 8,
most of the models used in the calculation of PDO assume a steady-state charac-
teristic curve, even when the described phenomenon is dynamic as shown in these
examples.

5.5 Summary

In this chapter the Ledinegg transient evolution was simulated for several condi-
tions. In these simulations is possible to see that for an unstable point the system
can evolve to both lower and higher flow rates. The dynamic changes of the char-
acteristic pressure drop vs. flow rate curve due to delays in the propagation of the
enthalpy information were studied. A high-order hp-adaptive method was imple-
mented in order to improve both the computational time as well as the accuracy of
the numerical solution.
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CHAPTER VI

Two-phase flow instabilities in boiling
and condensing systems

� In this chapter density wave and Ledinegg instabilities are analysed in a single
channel systems. Both phenomena are analysed for boiling and condensing con-
ditions. The analysis is based on the direct numerical simulation of the conserva-
tion equations using a homogeneous approach. Stability limits are constructed and
compared with available correlations. In the case of boiling conditions, the analy-
sis is extended to subcooled, saturated and over-heated inlet conditions. Finally a
discussion regarding the occurrence of these phenomena in condensing systems is
presented.

6.1 Introduction
In Chapter 2 the phenomena known as Density Wave Oscillations (DWO) and

Ledinegg instability were introduced. The main mechanisms involved in the oc-
currence of these transient phenomena were explained and a review of the main
experimental and analytical investigations was presented. As explained, the stabil-
ity in thermo-hydraulic variables such as flow, pressure and temperature should be
studied in detail to better understand and characterise the conditions for the occur-
rence of these phenomena. In particular Ledinegg and DWOII are the two most
studied instabilities due to their occurrence and relevance.
Regarding the modelling and theoretical background of density wave oscilla-

tions, the investigations carried out in [7, 8] constitute the theoretical basis in the
understanding of density wave phenomenon. In these works a thermal equilibrium
model was used to describe the system in a one-dimensional model. The Ishii-Zuber
stability map is the most used map for two-phase flow stability analysis. In [16]
the use of a non-equilibrium theory was proposed. For low subcooling this model
seems to fit better to the experimental data. Nevertheless, in the high subcooling
cases the equilibrium model fits better the experimental data. In [5] the validity of
the homogeneous model was discussed. In this last work several pressure, subcool-
ing and heat capacity models were compared with experimental data. It was proved
that in general terms the best approximation is made with no subcooling model and
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heat capacity of the wall when that mechanism could be important (massive tubes).
More recently [15, 14], a homogeneous equilibrium model (no subcooling) was
used to study DWO. Several aspects of the classical theoretical description of DWO
were critically discussed. The introduction of non-uniform heating was discussed in
[13, 14]. These studies consider that the mechanism responsible of the oscillatory
behaviour are the change in the exit density (related with the spatial slope of the
density profile) and the change of the exit flow. For different subcooling conditions
those effects have a stronger or weaker influence over the system.
Nevertheless, it is still not clear how the density wave mechanisms affect the

systems for condensing and saturated boiling flows. In [10] an experimental and
numerical study showed the occurrence of oscillations in the condensing secondary
side of a heat exchanger, stating that condensation processes are similar to the boil-
ing processes in the sense of occurrence of density wave oscillations. However,
no theoretical analysis was presented to support the previous statement. In addi-
tion, several studies described the occurrence of oscillations in condensing systems
[1, 2, 11, 3]. These experimental investigations indicate that the nature of the oscil-
lations seems to be very different from density wave phenomena, regarding the time
periods.

The purpose of this chapter is to study how the involved mechanisms in DWOII

and Ledinegg phenomena affect condensation and boiling systems with subcooled,
saturated and over-heated inlet conditions. A homogeneous model is used to de-
scribe the nature of the involved phenomena for different operation regions. Non-
dimensional stability maps, Npch vs Nsub, are constructed and several simulations
show the behaviour of a simple thermo-hydraulic system. In addition the applica-
tion of a high-order method to solve the conservation equations is described and
implemented.

6.2 The Model
The thermo-hydraulic model used to study these kinds of instabilities is the same

as the model presented in Section 5.2. It consists of two constant pressure tanks, two
valves and a horizontal heated section, as shown in Figure 6.1. The mathematical
model used to describe the system is the same as the model presented in the previous
chapter. It is based on the assumptions,

• One-dimensional.

• Thermodynamic equilibrium between phases.

• Two-phase homogeneous model [17].

• Two-phase Müller-Steinhagen and Heck pressure drop correlation [12], see
Appendix A.
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Figure 6.1: Scheme of the implemented model to analyze DWO and Ledinegg phenomena.

6.2.1 Stability Criteria
The stability of these phenomena is normally analysed by the construction of

non-dimensional stability maps. In this chapter the Sub-cooling and Zuber (phase-
change) numbers are used following [7]. They correspond to

Nsub =
hf − hin

hfg

ρfg
ρg

NZu = Npch =
Q

GAxshfg

ρfg
ρg

(6.1)

The numerical stability limits obtained in this chapter are compared to existing
stability limit correlations. One the most used limits to analyze the DWO stability
is the Ishi’s simplified stability criterion [7]. It is obtained by the development
of a thermal equilibrium homogeneous model and it is only applicable for high
subcooling numbers (Nsub > π). It is expressed as

Nsub = NZu − 2(Kin +Kout + fTP )1 +
1

2
(2Kout + fTP ) (6.2)

where Kin and Kout represent the constant inlet and outlet pressure losses and fTP

is the two-phase mixture friction factor.
Another more recent stability limit for DWO is Guido’s criterion [6]. This stabil-

ity limit is obtained using a simple lumped model assuming all the pressure losses
represented by an inlet and outlet valves. The representative values of these valves
are assumed constant, represented with * in Eq (6.4). The expression of this limit is
given by

Npch =
τ

2

(
1 +

2

Nsub

)
− 5

2
+

((
τ

2

(
1 +

2

Nsub

)
− 5

2

)2

+ τ

) 1

2

+Nsub (6.3)

where the value of τ is given by

τ = 2
Kin ∗+Kout∗
Kout ∗+1

(6.4)

The latter limit for DWO is valid for all the range of subcooling numbers. As
this criterion does not represent distributed friction losses it is only valid in the
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cases where the local pressure losses in the valves are significant respect to the total
pressure drop in the system. In the analysis presented by Guido it is also obtained
the classical stability limit for Ledinegg phenomenon as

Nsub =
NZu + τ

2
(6.5)

6.3 Numerical description
The linearization of the systems is presented in Section 5.3. The main difference

with respect to the problems presented in the previous chapters is that the boundary
conditions for enthalpy and pressure are set up at z = 0 and the third boundary
condition corresponds to the outlet pressure at z = L.

6.3.1 Numerical solution stability
To evaluate the stability of the numerical solution the evolution of the inlet flow

is fitted with the function,

f(t) = Ae−αtsin(βt+ γ) +B (6.6)

then a stability criterion could be defined as

α > 0 Stable α < 0 Unstable (6.7)

Figure 6.2 shows two different simulations and its corresponding fitted curve,
Eq. (6.6). These simulations correspond respectively with a stable and an unsta-
ble cases. For these two cases the (Npch,Nsub) pairs are (5.2, 1.1) and (10, 0.6)
respectively.

6.4 Numerical results
The approximation order for the space and time are Oz = Ot = 4. The number

of elements in which the space is discretized is Ne = 50 and the time step is Δt =
10−2 sec for all the cases. The non-linear relative error tolerance for the Picard loop
is εNL = 10−8. In this chapter is not used any adaptive strategy, since only the
system stability is analysed. In this case the simulated times are in the order of a
few oscillations cycles.
All the simulations in this section are done in a system with the following char-

acteristics:

• Fluid: R134a
• L = 1m, DH = 5mm

• Pout = 8 105 Pa, Pin = Pstationary(Gin = 500 [kg/m2s])

• Kin = 2,Kout = 1
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Figure 6.2: Density wave oscillations and fitted functions. The (Npch,Nsub) for each case
is: (a) (5.2, 1.1) and (b) (10, 0.6).
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Figure 6.3: Stability map of α as a function of (Npch,Nsub) for a boiling system. The blue
points correspond with the simulations.

6.4.1 Boiling
Figure 6.3 shows a three-dimensional map of the stability function α as a func-

tion of (Npch,Nsub). This plot is generated by a total number of 355 simulations
where according to the evolution of the system the alpha coefficient is computed.
The boiling region is defined for positives Npch numbers.
It is observed that for low negative subcooling numbers (Nsub < −5) the system

response becomes stable and with a fast time response (i.e. α >> 1). This situa-
tion corresponds with a high-saturated (xin > 0.5) and over-heated inlet conditions.
The stability of this region is due to the low density change from the saturated to
the over-heated states. On the other hand, for Nsub > −5 the stability of the system
decreases and in some regions alpha becomes negative. The stability of the low
saturated and subcooled region is analysed in the following sections.

6.4.1.1 Sub-cooled inlet region

The stability map for the subcooled region is presented in Figure 6.4. In this plot
the unstable regions due to Ledinegg and density wave instabilities are observed.
For the cases of Ledinegg excursion α is imposed to be α = −0.1 and no fitting
is made. An example of Ledinegg excursion is plotted in Figure 6.5, where the
system evolution to a new operation point is shown. The classical limit introduced
by Guido [6] for Ledinegg instability is plotted in red line in the Figure 6.4. It does
not fit the boundary found in this analysis for any subcooled region. This differences
are probably due to the simplifications used in Guido’s lumped model, such as not
friction in the pipe and the homogeneous pressure drop model for the valves.
The simplified stability limits, described before, are presented in Figure 6.4.

The simplified correlation presented by Ishii [7] predicts conservatively the limit of
stability for DWO. Nevertheless, the differences between Ishii’s correlation and the
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Figure 6.4: Stable and unstable regions for a boiling system with a subcooled inlet condi-
tions. Ochre line shows the stability limit for α = 0. Ishii’s [7] and Guido’s [6] stability
limits are shown in the map.

limit obtained in this chapter could be due to the pressure drop correlation and used
in the present model. Another important difference with Ishii’s model is that in the
present study the density profile, for the single- and two-phase regions, is updated
according to the local enthalpy and pressure. In addition, Saha’s limit [16], for low
subcooling numbers, is also plotted. It is necessary to remark that this last limit is in
the region where subcooled boiling is important. Moreover, this limit is not an inde-
pendent criteria since it is necessary to give the criticalNpch for whichNsub = 0. In
conclusion, the usage of Saha’s limit does not seem appropriate for predicting the
occurrence of DWO. The simplified Guido’s limit for DWO is also presented in the
figure. It does not predict accurately the unstable limit for DWO. The main reason
of this notable discrepancy is that in this last model the friction losses in the pipe
are neglected and a homogeneous model is taken in the valves. Consequently, the
results of these criteria (Ledinegg and DWO) are only valid in those cases where
the local pressure losses (inlet and outlet valves) are much more higher than the
pressure loss in the pipe.

6.4.1.2 Saturated inlet region

In Figure 6.6 the stability map of the saturated inlet region is presented. This
region is characterised by a low stability. The DWO stability limit follows the same
trend as in the low part of the subcooling region (Nsub > 0). An inflection point
in the stability limit is observed when the outlet reaches the single phase gas con-
ditions, red line in Figure 6.6. This change in the behaviour corresponds to the
difference in the local pressure drop at the exit restriction between the single gas
and the two-phase flow cases. An extrapolation of Saha’s limit for DWO is plotted
in the figure. For Nsub < 0, it does not exist any subcooling boiling in the system
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Figure 6.5: Transient response of the system in a Ledinegg flow excursion. In this case
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(saturated inlet) and the simplified limit predicted by Saha does not fit the limit ob-
tained in this chapter. In conclusion, it is possible to say that this limit does not give
an accurate representation of the main phenomena occurring in the low subcooling
region.

Even when no other work analyses oscillations in the saturated inlet region, it
is necessary to remark its importance since there is a great number of industrial
systems that work in saturated conditions with a low amount of vapor. In addition,
the observed oscillations are much faster than those for high subcooling, making it
harder to control. However none of the existing correlation is able to predict the
position of this limit accurately.
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Figure 6.7: Transient response of the condensing system. This case corresponds to (Npch,
Nsub) = (-30,-2).

6.4.2 Condensing
An example of the response of condensing systems is presented in Figure 6.7.

In this case, in contrast with the behaviour of a boiling system, the system evolves
in an over-damped manner. An exponential curve is fitted to analyze the stability
of the system. The stability map for the condensation region is presented in Figure
6.8. In all the cases the system behaves in a stable fashion (α > 0). Moreover the
minimum value for the parameter α is 3.5, Figure 6.8. A total of 250 cases have
been simulated in order to obtain the stability map for a condensing system. In this
stability map the region of Nsub between 2 and -50 is analysed. The region with
positive subcooling number is not analysed since it corresponds with the just liquid
region. No Ledinegg or density wave instability are observed. A discussion of the
nature of two-phase flow instabilities in condensing systems is presented in the next
section.

6.5 Discussion

6.5.1 Density wave oscillations
As described in [15] for the subcooled inlet conditions, DWOII are mainly the

consequence of the regenerative feedback between friction pressure drop and delay
effects. In general terms, it is well known that friction losses at the inlet valve
stabilise the system while the outlet friction losses destabilise it. In addition, it is
also known that the variations in the flow and density at the exit restriction control
the oscillation occurrence, since a constant pressure is imposed to the system. While
changes in the density produce a positive feedback (destabilising), the changes on
the exit flow tend to stabilise the system, as described in [15]. Furthermore it can
be easily seen that density profile slopes of opposite sign will affect the system in
opposite manner, since the same perturbation will produce an opposite reaction in
the two-phase friction losses (pipe and valve). For example, in the case of positive



134 Chapter 6. Instabilities in boiling and condensing systems

Figure 6.8: Stability map of α as a function of (Npch,Nsub). In all the cases α is positive
and then the system is stable. The blue points correspond with the simulations.
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Figure 6.9: Density profiles for boiling and condensing cases. Boiling case ( Npch = 19,
Nsub = 5); Condensing (Npch = -19, Nsub = -15).

slope (cooling) any increase in the flow produces a decrease in the density at the
outlet, while in the case of negative slope (heating) any increase of the flow produces
an increase in the exit density. In Figure 6.9 the density profiles for the boiling
(heating) and condensing (cooling) cases are presented. For these cases the gradient
of the density profile monotonously fulfils

∂ρ

∂z
< 0 (Heating case) (6.8)

∂ρ

∂z
> 0 (Cooling case) (6.9)

and these statements are valid for any distribution of heat and any inlet condition
(subcooled, saturated or over-heated). Consequently due to the characteristic posi-
tive slope of the density profile for condensing flows, the outlet two-phase friction
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Figure 6.10: Comparison between the internal characteristic curves of a boiling and a
condensing systems. Dashed lines represent the “all vapor” and “all liquid” cases.

terms will have a stabilising effect. Thus, the system will be stable in the DWOII

sense, as shown by the simulations of condensing systems in Figure 6.7. This last
conclusion is also in accordance with the experimental data reported in [1, 2], where
it is shown that the oscillations in condensing systems are not according with den-
sity wave and they seem to be related with the amount of compressible volume in
the system such as pressure drop oscillations for boiling systems [9, 4]. The main
difference with the oscillations occurring in those systems are the characteristic pe-
riods of the oscillations. Nevertheless, it is still not clear how the DWO type I
and type III could affect condensing systems and its relation with the experimental
oscillations described by [1, 2].

6.5.2 Ledinegg instability

The occurrence of Ledinegg instability is related with the shape of the pressure
drop vs. flow characteristic curve of the system. Steady simulations for both, boil-
ing and condensing systems are presented in Figure 6.10. The system is equivalent
to the one described in the previous sections and the inlet temperatures are −23oC
and 107oC for the boiling and condensing cases, respectively. When the flow tends
to zero, in the boiling case, the total pressure drop tends to the all vapor curve. In
contrast, when the flow tends to infinite then the pipe would be full of subcooled
liquid and the total pressure drop would tend to the all liquid case. As the vapor
have a higher pressure drop than the liquid (higher velocity), the two-phase flow
characteristic curve will be higher then the one corresponding to the liquid case and
for some cases the N-shape would be observed. On the other hand in a condensing
system, the mechanism result exactly the opposite. When the flow tends to zero, the
total pressure drop will approach to the all liquid case and when the flow tends to in-
finite the curve will tend to the all vapor case. As it is possible to see in Figure 6.10,
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the pressure drop for the all vapor case is always greater (2 orders of magnitude)
than the all liquid case.
In consequence, for systems in which the friction pressure drop is dominating

(see Section 2.2.1.1 and Section 2.2.1.1), the characteristic curve for the condensing
systems will show a steeper slope than the boiling case following the pressure drop
curve of the all vapor case. As shown in the figure, the characteristic curve for con-
densing systems do not show the typical N-shape of boiling systems. Due to these
reasons condensing systems do not have the problem of Ledinegg instability when
the friction terms dominate the total pressure drop (most of the real systems). It is
important to notice, that for upward condensing systems the potential component
could still create a negative slope of the characteristic pressure drop vs. flow curve,
as explained in Section 2.2.1.2.

6.6 Summary
Density wave and Ledinegg phenomena were analysed for boiling and condens-

ing in a single channel. A high-order spectral method was used to solve the consti-
tutive conservation equations of the system in order to avoid the typical numerical
diffusion of low order methods. A comparison with previous density wave stability
criteria was presented. In general terms, only Ishii’s simplified criterion for density
wave oscillations predicts accurately the stability limits. A saturated inlet case is
analysed. None of the stability correlations describe the stability limit in this case.
The Ledinegg limits are also characterised and a significant difference between the
limit obtained in this chapter and the classical criterion is observed. In addition
a condensing system was also analysed. No unstable oscillatory behaviour is ob-
served. A discussion of the occurrence of density wave oscillations and Ledinegg
phenomena in condensing systems is presented. It is found that due to the character-
istic positive slope of the density profile it is not possible to find density wave (type
II) phenomenon in such systems. It is also proved that Ledinegg instabilities are not
occurring in horizontal condensing systems.
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CHAPTER VII

Inertia and compressibility effects on
Ledinegg and density wave

phenomena

� In this chapter Ledinegg and density wave oscillations are studied. The main
focus of this study is the analysis of the effects of different parameters related to real
systems. The effect on the stability of the fluid inertia and the presence of compress-
ible gases in the system is analysed. DWOIII (high-order) modes are found to be
related with the fluid inertia of external piping. The occurrence of these high-order
modes, reported in the literature, is analysed based on the numerical simulation
results. In particular it is found that both inertia and compressibility have a high im-
pact on the stability limits of the systems. Finally, the use of wavelet decomposition
analysis is proved to be an efficient tool in stability analysis of several frequencies
oscillations.

7.1 Introduction
As explained in Chapter 2, the occurrence of oscillations and instabilities may

cause severe damages in many industrial systems. Consequently the stability in
thermo-hydraulic variables such as mass flux, pressure and temperature should be
studied in detail to better understand and characterise the conditions for the occur-
rence of these phenomena.
In the Sections 2.2.1.2 and 2.2.2 the main mechanisms involved in the occur-

rence of Ledinegg and density wave instabilities are presented. In the last two chap-
ters, a homogeneous model is used to describe the evolution and stability of a single
channel system. In this chapter, the main focus will be taken in the description of
the external system (pump, piping, valves, surge tanks) to study the influence of
different parameters in the stability of a boiling single channel. As explained, there
exist several experimental and theoretical works describing the occurrence of den-
sity wave phenomenon [5, 13, 9, 14, 11, 2]. One of the contradictions between those
works was the description of DWOIII (high-order) modes. While in Yadigaroglu’s
work [13] higher-order modes were experimentally observed, in Saha’s investiga-
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tion [9] no higher modes were reported, even if special focus is made on searching
for these modes. In addition, regarding the experimental study performed in the
latter work, it is necessary to remark that in Saha’s experiment the heated section
was fixed in a by-pass configuration to assure a constant pressure drop condition
(parallel channel condition). Moreover, all the pipes were 50 mm inside diameter
and the heater was 10 mm inside diameter. From the given information, the section
before the heater (where the pre-heater, turbine flow-meter and flex-joint were situ-
ated) was at least 2 meters long. It means that the inlet external inertia was higher
than the inertia terms in the heated section. As it is shown later, the fluid inertia is
playing an important role in the occurrence of high-order modes. Most of the exper-
imental research do not focus on high-order modes. Actually by the data reported
in [14, 11, 2] where the main focus is given to pressure drop oscillations (slow os-
cillations), it is possible to see that the acquisition system was not able to sample
fast enough to describe high-order phenomena. In particular previous studies have
not analysed the influence of the external parameters of the thermo-hydraulic loop
such as compressibility (gases) and external fluid inertia (piping). In some studies
(e.g. [3]), a non-heated vertical riser was modelled but the main focus is given to
the gravity and pressure drop influence, as explained in Chapter 2.

The purpose of this chapter is to analyse the influence of the fluid inertia and
compressibility volumes in different parts of the thermo-hydraulic loop. A model
that includes external parameters (inertia, compressibility, pump response) is pre-
sented. A non-dimensional stability analysis of different cases is presented.

7.2 The Model
In this section a model to study the stability of two-phase flow systems is pre-

sented. This model includes: a constant pressure tank, Pout; a variable pressure tank
in order to take into account the pump response and the pump evolution, Pin(G1, t);
a heated section; two different surge tanks to simulate the effects of compressible
volumes (non-condensable gas), VSi and VSo; four incompressible pipe lines (inertia
effects), Li ; and finally four localised pressure drops in each section,Ki, as shown
in Figure 7.1. Thus, the pressure difference between both tanks acts as the driving
force and, according to the valves opening, the external characteristic (ΔP vs. G)
results in a quadratic decreasing curve. The implemented model is based on the
following assumptions,

• One-dimensional model.

• Two-phase homogeneous model, [10].

• Thermodynamic equilibrium conditions, [6].

• Colebrook pressure drop correlation in the single phase region [12] and two-
phase Müller-Steinhagen and Heck pressure drop correlation for two-phase
flow region [7], see Appendix A.
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Figure 7.1: Scheme of the implemented model.

The mathematical description of the external system (pump, piping, surge tanks)
corresponds to the conservation of momentum, since an adiabatic incompressible
model is assumed for the pipes. In addition, an ideal isothermal gas model is as-
sumed for the surge tanks. The equations of the external system can be expressed
as

Ṗsi =
P 2
si

Psi0Vsi0

Axs

ρl
(G2 −G1) (7.1)

Ṗso =
P 2
so

Pso0Vso0

Axs

ρl
(G4 −G3) (7.2)

Ġ1 =

[
Pin(G1, t)− Psi −K1

G1|G1|
2ρl

]
1

L1

(7.3)

Ġ2 =

[
Psi − P2 − (K2 + 1)

G2|G2|
2ρl

]
1

L2

(7.4)

Ġ3 =

[
P3 − Pso − (K3 − 1)

G3|G3|
2ρout

]
1

L3

(7.5)

Ġ4 =

[
Pso − Pout −K4

G4|G4|
2ρout

]
1

L4

(7.6)

The mathematical model used to describe the evolution of the heated section is
the same as the one presented in previous chapters. The conservation equations can
be expressed as

∂ρ

∂t
+

∂G

∂z
= 0 (7.7)

∂G

∂t
+

∂

∂z

(
G2

ρ

)
+

∂P

∂z
+

f

DH

G|G|
2ρ

= 0 (7.8)

∂ρh

∂t
+

∂Gh

∂z
= Q

PH

Ax

(7.9)

As shown in Eqs. (7.1) to (7.6), the pressure drop in the valves is calculated
using a homogeneous local pressure drop model,Ki, for each valve. Friction losses
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are neglected in the energy equation and the friction factor in Eq. (7.8) is given by
the known Colebrook correlation for the single phase regions (liquid or gas) and by
Müller-Steinhagen and Heck correlation for the two-phase region [7]. All the fluid
properties are updated in each point as a function of the local enthalpy and pressure.
Even if not all the introduced parameters are analysed in this chapter, their de-

scription is necessary to present a model that includes the main effects present in
real industrial cases. None of the previous mentioned works analyse directly these
external effects. In the next chapter ([8]) a complementary analysis to this chapter
is made with focus on the pressure drop oscillations. The main parameters and cri-
teria to study the stability of these systems were introduced in the last chapter, see
Section 6.2.1.

7.3 Numerical description

7.3.1 The internal problem (heated section)

In accordance with the previous chapters the linearization of the internal system
results in

Lint =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂ •
∂z

0 0

∂ •
∂t

∂ •
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0 0 ρ∗
∂ •
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(7.10)
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where G∗ and ρ∗ correspond to the old values of flow and density respectively. The
initial condition boundary nodes are set to initial values for flow, pressure and en-
thalpy. In this chapter, the boundary conditions for enthalpy, flow are imposed at
z = 0 and the boundary condition for the pressure is set at z = L.

7.3.2 The external problem (pump, piping, valves, surge tank)

The external system is solved only as a function of the time (one-dimensional).
The operator description of this system, Eqs. (7.1) to (7.6) corresponds with
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where the ∗ variables correspond to the values of the variables in the previous non-
linear step.

7.3.3 Wavelet stability analysis
To evaluate the stability of the numerical solution the evolution of the inlet flow

is analysed by using wavelet decomposition [1]. In particular, the “Mexican hat”
wavelets family is used. This numerical technique is useful not only to analyse the
frequency spectrum but also to obtain the evolution of the spectrum corresponding
to the signal. For a given function u(t), the “Mexican hat” wavelet transform is
written as

ũ(σ, t) =

∫
u(t′)Ψ(t− t′, σ)dt′ (7.16)

where the function Ψ is the negative normalised second derivative of a Gaussian
function,

Ψ(σ, t) =
d2Fσ

d2t
=

2√
2σπ

1

4

(
1− t2

σ2

)
e
−t2

2σ2 (7.17)



144 Chapter 7. Inertia and compressibility effects on two-phase instabilities

Figure 7.2: Density wave oscillations and wavelet decomposition. Two different modes can
be observed. This case corresponds to the example of Section 7.4.1.3. The pair (Npch,Nsub)
for this case is (17,7.5).

Finally the variable σ is transformed to frequency (Hz) and the signal spectrum
is analysed. In Figure 7.2 the wavelet decomposition of a simulated case is pre-
sented. The color-bar corresponds to the percentage of energy for each coefficient
of the wavelet decomposition. In this case the decomposition is characterised by
two peaks at different frequencies. The lower frequency component behaves in
convergent fashion, while the high frequency component evolves with a divergent
behaviour. The peak position for each characteristic frequency is detected and an
exponential curve is fitted to the maximum values. Then, according to the obtained
exponential function, f(t) = Ae−αt, the stability criterion for each mode corre-
sponds to Eq. (7.18). In this way, the use of wavelet analysis allows to analyse
independently the evolution of different frequency modes.

α > 0 Stable α < 0 Unstable (7.18)

As it is shown in Chapter 2, several mathematical and modelling techniques
could be used to simplify this problem (linearization, Laplace transforms, etc.). Nev-
ertheless, the main idea of using the direct simulation analysis is to use the same
analysis as the one used in industrial systems, where those mathematical tools and
modelling simplifications can not be applied.

7.4 Numerical Results
In the following simulations, the numerical order of approximation of time and

space is Oz = Ot = 4. The number of elements in which the space is discretized is
Ne = 50, the time step is Δt = 10−2 sec, and the nonlinear relative error tolerance
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for the Picard loop is εNL = 10−8. In this chapter no hp-adaptive strategy is used,
since the simulated times are in the order of a few oscillation cycles.

7.4.1 Inertia analysis
In the following examples the influence of the fluid inertia in the external pipes

is discussed. The presence of compressible gases in the system is assumed to be
negligible. All the simulations in this section are done in a systemwith the following
characteristics:

• Fluid: R134a

• LHS = 1m, DH = 5mm

• Pout = 8 105 Pa, Pin = Pstationary(Gin = 500 [kg/m2s])

• K1 = 10,K2 = 0,K3 = 0, K4 = 1

• Vsi = Vso = 0

7.4.1.1 No external inertia

In this example a no external inertia case is analysed, L1−2−3−4 = 0. The
corresponding stability map is presented in Figure 7.3. A total of 204 simulations
have been used for the construction of this map. Most of these simulations are
localised close to the stability limit to assure an accurate description of the system
in that region.
The simplified stability criteria corresponding to Ishii [6] and Guido [4], de-

scribing the occurrence of Ledinegg and DWO are plotted in this figure. These
limits follow the same trends as it was described in the previous chapter, Chap-
ter 6. Therefore the usage of Guido’s limit for both Ledinegg and DWO to real
cases should be very carefully analysed, since these criteria do not seem to reflect
the nature of the involved phenomena. In contrast, Ishii’s limit seems to predict
conservatively the occurrence of DWO. No high-order modes are observed in the
analysed simulations for this case.

7.4.1.2 Inlet inertia

The same case as the previous section is analysed but in this example a one meter
inlet pipe, L2 = 1m and L1−3−4 = 0 are used. A total of 226 numerical simulations
have been used to construct the map in Figure 7.4. Similarly the stability limit
criteria for DWO and Ledinegg instabilities are plotted. None of the stability limits
seems to predict accurately the DWO stability limit, since the models used to obtain
those limits do not reflect the influence of external parameters (pipe line lengths).
Moreover, the system behaves in a more stable way when inertia is introduced at
the inlet of the heated pipe. No high-order modes are observed in this case. A
discussion and a comparison of this results is presented in the following sections.
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Figure 7.3: Stability map for L1−2−3−4 = 0. This stability map corresponds to the normal
DWO mode. Green and black lines are, respectively, Ishii’s simplified criterion [5] and
Guido’s correlation [4]. Pink and red lines show the numerical stability limit and Guido’s
criterion for the occurrence of Ledinegg instability.

Figure 7.4: Stability map for L2 = 1m, L1−3−4 = 0. This stability map corresponds to
the normal DWO mode. Green and black lines are, respectively, Ishii’s and Guido’s criteria.
Pink and red lines show, respectively, the numerical stability limit and Guido’s correlation
for the occurrence of Ledinegg instability.
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7.4.1.3 Outlet inertia

In this example, an outlet one meter pipe is considered, ( i.e. L1−2−4 = 0 and
L3 = 1m). A total number of 225 cases have been used to construct the stability
map of Figure 7.5(a). Ishii’s and Guido’s stability limits for DWO and Ledinegg are
also plotted. None of these criteria reflect the stability limits correctly, since none
of them take into account external parameters such as the inertia of the fluid in non-
heated pipes. In contrast with the other two examples, in this case high-order DWO
appear for high sub-cooling numbers. The limits for the normal mode and the high-
order modes are plotted in Figures 7.5(a) and 7.5(b). For Nsub > 5, the high-order
modes become unstable even when the natural DWO mode is stable. Moreover, for
Nsub > 10 the higher-order oscillations are not a pure frequency oscillation but,
conversely, they correspond to the sum of different frequencies modes, as shown
in the Figure 7.6. This last fact is completely in accordance with the experimental
data presented in [13], where for higher sub-cooling the superposition of different
higher-order modes is observed. The ratio between high-order and normal modes
frequencies goes from 2.5 times (Npch = 14, Nsub = 5) to approximately 10 times
(Npch = 21, Nsub = 12).

7.4.1.4 Discussion

In Figure 7.7 all the stability limits for the inertia examples are plotted. As it is
possible to see, the effects of inlet external inertia stabilise the system. In contrast,
the outlet inertia not only destabilises the system but also causes the occurrence
of high-order DWO (type III). In conclusion, as an important design rule for two-
phase systems, it is possible to say that the outlet pipes (two-phase outlet) should be
shortened as much as possible in order to stabilise normal DWO and do not induce
high-order modes. Moreover, the occurrence of high-order modes can affect more
strongly the control systems since their frequency is higher than a normal DWO.
The period of the normal oscillations does not seem to change significantly within
these three different examples.
These stability limits are in accordance with the experimental data presented in

[13]. These results seem to be the link between Sahas’s and Yadigaroglu’s experi-
mental works. Regarding those cases, it is necessary to remark that the outlet pipe
used in Yadigaroglu’s experiment has had a strong influence over the system, induc-
ing the described high-order modes. On the other hand in the case of the Saha’s
experiment, the use of a by-pass configuration and the long inlet section stabilise
the system and as a result no high-order mode oscillations were observed.

7.4.2 Compressible volumes analysis
In this section the influence of the compressible volumes on the stability of

the system is studied. The same methodology as described in the inertia cases is
applied. All the simulations in this section are done in a system with the following
characteristics:

• Fluid: R134a
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Figure 7.5: Stability maps for L1−2−3 = 0, L4 = 1m. Normal (DWO - type II) (a) and
high-order (DWO - type III) (b) stability maps are shown. Green and black lines represent,
respectively, Ishii’s and Guido’s criteria. Pink and red lines show the numerical stability
limit and Guido’s correlation for the occurrence of Ledinegg instability.
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Figure 7.6: Density wave oscillations and wavelet decomposition. (Npch,Nsub) for this
case are (19,10.5). In this case the high-order modes (DWO - type III) are the sum of
different frequency components.
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Figure 7.7: Comparison of the stability limit for the three analysed examples. No external
inertia (blue line), inlet inertia (green line) and outlet inertia (red line). In the case of outlet
inertia higher-modes are observed in the system. The higher-mode stability limit is also
plotted in red line.
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Figure 7.8: Comparison of the stability limit for the case of inlet and outlet compressible
volume. For DWO the different cases are: no compressibility case (blue lines), inlet com-
pressibility (green lines) and outlet compressibility (red lines). Ishii’s and Guido’s stability
limits are plotted in dashed lines.

• LHS = 1m, DH = 5mm

• Pout = 8 105 Pa, Pin = Pstationary(Gin = 500 [kg/m2s])

• K1 = 10, K2 = 0, K3 = 0,K4 = 4

• L1 = 1m,L2 = L3 = 0, L4 = 1m

Three different cases are presented: no compressibility, inlet compressibility
and outlet compressibility. In the compressibility cases a 10 [l] volume upstream
or downstream of the heated section, respectively, is modelled. The compressible
volume is assumed to behave as an ideal gas, as described in Section 7.2. As shown
above, one meter pipes are simulated at the inlet and outlet of the system. In Figure
7.8, the comparison between the stability limits of the three examples in this section
is shown. Significant differences on the stability limits are observed. For all the
cases the oscillations are mainly dominated by the main mode. Only in the no
compressibility case high-order modes are observed for high sub-cooling numbers.
The high-order modes are observed as a wave in the stability limit for sub-cooling
number larger than 7. No high-order modes are observed in the cases where the
compressible volume is taken into account. For the construction of the maps a total
of 227 (no comp.), 260 (outlet comp.) and 280 (inlet comp.) simulations have
been analysed. The soft undulations in the boundaries are due to the numerical
approximation of the stability surface and they do not represent any physical effect.
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7.4.2.1 Discussion

In Figure 7.8 the limit for both Ledinegg and DWO are presented for the three
different cases. For the inlet compressibility case the stability limit of both Ledinegg
and DWO are highly influenced. These two limits are more unstable compared to
the case of no compressibility. The destabilisation of the Ledinegg limit is explained
by the decoupling between K1 section and the heated section due to the compress-
ible tank. So in this case the external characteristic pressure drop vs. flow curve,
intersecting the curve of the heated section, is not following the behaviour of the
valve K1. Moreover, in this case the density wave stability limit is changing its
shape. It seems that the limit is influenced by the Ledinegg stability limit. So the
influence of the compressible volume is not just moving the stability limit to the left
(destabilising) but also adding a region close to the Ledinegg limit as unstable zone.
It should be noted that the phenomena occurring in that region is not due to pressure
drop oscillations but due to flow excursions (Ledinegg) instead.
In contrast, when a compressible downstream volume is simulated, then the

limit for DWO is stabilised (moved to the right) for every sub-cooling number. It
also stabilises the high-order modes, discussed on previous sections. The stabilisa-
tion of high-order modes seems to be the consequence of the decoupling between
the heated section and the outlet pipe. In that sense it can not be directly concluded
that a compressible volume stabilises high-order modes. This effect is a secondary
consequence of fixing a compressible volume downstream the heater. In any case,
the compressible volume can be used as a valid way of stabilising the system in a
DWO sense. As analysed in [8], the influence of the compressible tanks are related
with the distance respect to the heated section. So for both cases (inlet and outlet)
the influence will be stronger as closer they are placed respect to the heated section.

In conclusion, the introduction of a compressible volume downstream the heated
section can result in a more stable system. In addition, in most of the two-phase
systems the tanks where vapor can produce the effect of compressible volume are
located downstream the heated section. Thus, special attention has to be paid to
the use of pressurisers and expansion volumes when they are fixed upstream of the
heated section.

7.5 Summary
A general model to study the effects of several external parameters (external to

the heated section) such as: fluid inertia in pipes, compressible gases and pump re-
sponses was presented. Density wave and Ledinegg phenomena were analysed with
focus on the influence of these external parameters which have not been analysed
in previous studies.
The inertia influence of the connecting pipes was analysed. It was found that

the inlet inertia (longer inlet pipes) increases the stability of the system. On the
contrary, for the increase of outlet inertia (longer outlet pipes) the stability of the
system is not just decreased but also high-order oscillations are induced. The oc-
currence of high-order oscillation modes, reported experimentally, was described.
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The frequency of these high-order oscillations was found to be between 2.5 and 10
times the frequency of the normal mode, according to the (Npch,Nsub) region. Dif-
ferent modes are induced for different set of parameters as observed experimentally.
Wavelet decomposition was proved to be an efficient analysis technique for studying
the evolution of different oscillatory modes.
The effects of compressible gases in the system were also studied. It was found

that when a compressible volume is placed upstream of the heated section, then
the system becomes highly unstable, for both Ledinegg and density wave phenom-
ena. In contrast, when the compressible volume is fixed downstream of the heated
section the system becomes more stable in the density wave sense.
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CHAPTER VIII

Dynamic simulation of pressure drop
oscillations

� In this chapter the pressure drop oscillation phenomenon is studied. The model
used in the previous chapter is adopted in order to study the influence of several pa-
rameters. A comparison between a dynamic and the traditional steady-state models
is made. Important differences in the prediction of the system evolution are obtained.
It is proved that in several cases the results obtained with the steady-state models
do not represent the nature of the involved phenomena. Moreover, the influence of
several parameters such as compressible volumes and fluid inertia, downstream and
upstream from the heated pipe, is investigated. It is observed that these parameters
can affect the stability of the system and the frequency of the oscillations.

8.1 Introduction
In the last 60 years several aspects of the phenomenon called pressure drop

oscillations have been studied. The main mechanisms involved in the occurrence
of this phenomenon were explained in the Section 2.2.1.5. In the last years several
experimental investigations described PDO in boiling systems, [17, 4, 8, 5]. In [4]
the existence of a critical surge tank volume was experimentally proved. For this
critical volume a transition between unstable-stable states takes place. Moreover,
in [2] and [16] a deep experimental analysis on the interaction between dynamic
instabilities in a horizontal tube was presented. In most of the experimental cases
DWO are observed during the occurrence of PDO.
Several simplified theoretical methods have been applied to study PDO: Van-

der-Pol oscillator methods ([9]), D-partition methods ([15, 7]), planar models ([6]),
bifurcation analysis ([10, 11]). These studies assume that PDO phenomenon is not
related with other dynamic phenomena such as DWO. In consequence, they assume
that the dynamic of the system is given by the evolution of the main variables in the
external components (surge tank and piping). Steady-state models for the heated
pipe are normally used. The main argument to study this phenomenon using sim-
plified methods is that the time period of PDO is always much greater than the
period for DWO. It is necessary to remark that these conditions are true only for
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some kind of particular systems: big compressible upstream tank and short heated
pipe. Moreover, it is found that the period of the oscillations is proportional to the
amount of compressible gas in the surge tank, see [4]. It means that for low amount
of non-condensable gases in the system (normal conditions in an industrial case)
the frequency of these oscillations may result in the same order than density wave
oscillations. On the other hand, even when in most of the experimental cases DWO
have been observed overlapped with PDO, no work analyses the implementation
of a dynamic model (normally used for DWO). More recently [14], the interaction
between dynamic instabilities was briefly described. Nevertheless, no comparison
with previous models or parameter analysis were presented in this last work. In ad-
dition none of the previous studies analysed the influence of compressible volumes
downstream the heated section and its effect on PDO phenomenon.

The objective of this chapter is to analyse the validity of the previous mentioned
models (steady-state heated pipe) used to simulate PDO. The dynamic model used
in previous chapters is used to study this phenomenon. The effects of compressible
volumes, both upward and downward from the heated section, and the effect of
fluid inertia in the non-heated pipes are considered. Moreover, a parametric study
regarding the system stability is also presented.

8.2 The Model
The model used in this chapter is the same as the one presented in the previous

chapter. In this chapter a steady-state simplification is introduced in the model of
the heated section in order to compare with the dynamic model. In the next section,
these two models are described.

8.2.1 Heated section models
The model used in previous chapters will be called “dynamic” model. It corre-

sponds with the resolution of the conservation equations, Eqs. (7.7) to (7.9). In this
section the model used in previous PDO works, from now on called “steady-state”,
is described.

8.2.1.1 Steady-state model

The steady-statemodel is based in the assumption that the temporal terms in the
conservation equations, Eqs. (7.7) to (7.9), are negligible. In consequence, the flow
can be assumed constant (Gin) and the momentum and energy equations become

∂P

∂z
= − ∂
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8.3 Numerical results
The numerical order of approximation for the time and the space are respectively

Oz = 5 and Ot = 4. The number of elements in which the space is discretized is
Ne = 35 and the time step is assumed to be Δt = 10−2 sec. In addition the non-
linear tolerance is εNL = 10−6.

All the simulations in this section are done in a system with the following char-
acteristics:

• Fluid: R134a
• LHS = 1 [m], DH = 5 [mm]

• Q = 1 [kW]

• Pout = 8 x 105 [Pa], Tin = −23 [oC], Gin = 500 [kg/m2s]

• L1 = 1 [m], L2 = 1 [m], L3 = 1 [m], L4 = 1 [m]

This case is representative of a typical industrial process where the total pressure
drop is controlled by the external system (highK1). The effects ofK1 on the system
behaviour are fully described in [3]. Moreover, PDO are restricted to this kind of
systems where the slope of the external characteristic is steeper than the slope of the
internal characteristic (K1 >> K2). The values ofK2,K3 andK4 represent typical
component pressure drop losses such as angles, curves, valves and they are in the
order of the pressure drop of the heated pipe.

8.3.1 Dynamic vs. steady-state models
For the system described above both the dynamic and the steady-state models

are solved. The results of these simulations are presented in Figure 8.1(a). It can
be seen that despite the same initial conditions the evolution of the system results
in completely different behaviours, both in frequency and in the amplitude of the
oscillation. Moreover, while the steady model predicts a periodic oscillation, the dy-
namic model predicts a stable operation point. A detailed view of the beginning of
these simulations, with same initial conditions, is presented in Figure 8.1(b). Simi-
larly, several more cases were studied (VS = 0.5,2,4,5,10 [l]). For all of them both
models give different results. It implies that the results of the steady-state models
can not be directly used in order to analyse the stability of these systems. It is ob-
served that the dynamic behaviour of the heated channel affects both the amplitude
and the frequency of the oscillations. In consequence, the nature of the phenomena
involved are not well described by steady-state models.

8.3.2 Parametric study
All the simulations presented as a part of this parametric study are made using

the dynamic model introduced in the previous sections.
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Figure 8.1: Comparison of the dynamic and steady-state model results. A detail of the
evolution at the beginning of the simulation from the same initial conditions is shown in (b).

8.3.2.1 Inlet compressibility

In this section the effects of different volumes at the inlet surge tank are analysed.
A comparison of the flow evolution is presented in Figure 8.2. According with this
figure, for larger volumes the stability of the system is decreased and after a critical
volume (≈ 1 [l]) the system evolves in an unstable diverging behaviour. In a detailed
view of these simulations, Figure 8.3, it is possible to see that for the case of VS =
0.5-1 [l], the system evolves in a stable manner. This change in behaviour according
to the size of the surge tank was reported experimentally in [4].
As it is possible to see, in Figure 8.3 the frequency of the oscillations changes ac-

cording to the volume of the surge tank (T = 10s@VSi = 5l - T = 5s@VSi = 1l).
It means that for small volumes the period of the oscillation will always become
comparable to the particle transit time (approx. 2 [sec] in this case), related with
the density wave oscillations periods. In consequence, the argument that pressure
drop oscillations are always slower than density wave phenomenon, used to justify
the use of steady-state models, results completely invalid for any system, since this
phenomenon depends on the amount of compressible gas. Moreover, even for large
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Figure 8.2: Evolution of the system for different inlet surge tank volumes, VSi.

compressible volumes (slow oscillations) the steady-state model predicts always
fast transitions when the system evolves from the all liquid to the two-phase flow
state and vice-versa. Then the use of those models do not even fulfil its own assump-
tions, since the characteristic time of this transitions will depend on the parameters
of the system.
In addition, it is necessary to remark that in this example (representative of a

real system [13]) the unstable-stable critical volume is 5 times larger than the total
volume of the heated pipe (VS 1 [l] and a heated pipe volume of 0.2 [l]). In conse-
quence, the experimental cases normally described in the literature can not be used
as a representation of a system with the presence of non-condensable gases. The
study of pressure drop oscillations as it is normally presented is only representative
of systems with a large compressible volume, even larger than the volume of the
heated section, such as pressurisers and expansion tanks. In addition, the usage of
normal control systems make those slow phenomena easy to control, changing for
example the pressure in the surge tank, the valves opening, etc. The actual risk in
the occurrence of these phenomena is exactly the higher frequency oscillation ob-
tained with small compressible volumes, representative of non-condensable gases.
In conclusion, it is necessary to use dynamic models in the modelling of the heated
section in order to represent accurately the evolution of the involved phenomena.

8.3.2.2 Outlet compressibility

As commented before, in the classical description of PDO [1, 5], it is normally
assumed that the surge tank at the inlet of the heated section represents any kind
of compressible gas present in the system. In this section several simulations show
the evolution of different cases in which the compressible volume is considered
downstream from the heated section, VSo in Figure 7.1. In Figure 8.4 a comparison
between the flow evolution for different outlet volume cases, for the same condi-
tions as the example presented in the previous sections, is presented. A flow per-
turbation of 1 % respect to the steady-state solution is used as initial condition. As
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Figure 8.4: Evolution of the system for different outlet surge tank volumes, VSo.

a main result, for all the cases the system behaves in a stable manner. Moreover,
for larger outlet volumes the system becomes more robust to system perturbations.
These results are in agreement with [12] (Chapter 7) where it is proved that outlet
compressible volumes stabilise the system for density wave phenomena.

8.3.2.3 Inertia stability analysis

The effects of fluid inertia in external pipes is analysed in this section. An inlet
surge tank of VSi = 1l is used to perform the simulations. The inertia of the different
sections is analysed by changing the length of each part independently. In Figure
8.5 the variation in the mass flux at the exit of the surge tank is presented. As it
can be seen, for longer inlet sections (more fluid inertia) the system results slightly
more unstable. It is necessary to remark that these changes are very small since
an increase of 900 % in the inlet mass increases the amplitude of the oscillations
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Figure 8.5: Influence of the length L1 on the system stability.
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Figure 8.6: Influence of the length L2 on the system stability.

in a 20 %. In the same way, for larger lengths the frequency is also increased. In
conclusion, even if it is possible to see differences this effect will not represent a
big problem for real systems since the variations are to small.
Regarding the inertia effects of the pipe connecting the surge tank and the heated

pipe, the influence on the behaviour of the system is greater. A high influence on
the stability of the system is observed by changing this parameter. For smaller L2

the stability of the system is decreased, resulting for some values in a diverging be-
haviour. The critical value for this case seems to be close to L2 = 0.25 [m] where
a stable periodic oscillation is achieved. This behaviour is also reported experi-
mentally in [4] where for smaller L2 the stability of the system is decreased. The
frequency of the oscillations seems also drastically influenced by the length of L2.
For smaller lengths the oscillations turn in an oscillation similar to a pure density
wave oscillation, larger frequency, as can be observed in Figure 8.6. In contrast with
the results of modifying L1 and L3, the destabilisation of the system is the result of
the occurrence of DWO instead of PDO. These facts are in completely agreement
with the results shown in [12] where the inertia effects on density wave oscillations
are fully analysed.
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Figure 8.7: Influence of the length L3 on the system stability.

Finally the stability influence of the length L3 is also studied. As it is possible
to see in Figure 8.7, for greater lengths the system becomes more stable. For a
change of 90 % the amplitude of the oscillation is reduced in a 50 %. Then the
effect of the inertia in the outlet pipe is not negligible. Is important to remark that
even when the amplitude of the oscillations is small the validity of the numerical
results is not affected, since the stability analysis is based on a local description.
An important observation that should be made regarding the length L3, is that for
real systems the increase of L3 is also an increase of the compressible volume and
then the stability of the system is decreased. Therefore the stability of the system
depends on the interaction between inertia and compressibility effects and none of
them can be neglected.

8.4 Summary
In this chapter pressure drop oscillations were studied using a dynamic model.

A comparison of the prediction with a steady-state model, commonly used in the
literature, was presented. Remarkable differences were observed. While the steady-
state predicts periodic oscillations for any size of compressible volume, the dynamic
model predicts a transition between stable and unstable behaviour depending on the
system parameters. It was also shown that in certain cases the results obtained
with the steady-state model do not fulfil the assumptions needed to use this kind of
models. In consequence, the usage of these results to describe real system should
be carefully studied.
The effects of a compressible volume in the system were studied. When the

compressible volume was located at the inlet of the heated section pressure drop
oscillationswere found. For small inlet compressible volumes the system evolves in
a stable manner. In addition, the existence of a critical volume was proved through
several simulations. Thus, for greater volumes than the critical volume the system
becomes unstable. In contrast, when the compressible volumes are located at the
outlet of the heated section then no PDO are found. It was also shown that the use
of an outlet compressible volume makes the system more stable in the PDO sense.
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Finally, the stability effects of the external fluid inertia were also analysed. It
was found that for long inlet pipes (L1) the system is slightly more unstable. More-
over, the variation of the length between the surge tank and the heated section had
a strong influence on the stability of the system, as observed experimentally. For
small length of the section connecting the surge tank and the heated pipe (L2) the
system was destabilised and the frequency of the oscillations jumped to higher fre-
quencies due to a stronger coupling between the pipe and the surge tank dynamics.
This coupling was due to the transition between pressure drop and density wave
oscillations. It was also found that the outlet inertia (L3) do not affect significantly
the behaviour of the system, respect to PDO.
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Experimental investigation





CHAPTER IX

Design and construction of an
experimental facility to study
two-phase flow phenomena

� In this chapter several aspects related to the design of two-phase components
are investigated. A similarity criterion based on non-dimensional numbers is de-
scribed. A brief stability analysis of boiling systems is presented. Both static and
dynamic modelling of two-phase flow systems are presented. Moreover, the design
of an experimental facility to study two-phase flow instabilities is presented. Sev-
eral details of the construction, calibration and operation of this loop are described.
Finally, some experimental results are shown.

9.1 Introduction
In Chapter 2 an extensive description of two-phase flow instabilities was pre-

sented. The main kinds of instabilities occurring in forced and natural convection
loops were presented. As discussed, most of the investigations in the field are fo-
cused in boiling components for the nuclear industry. Nevertheless, the continues
technological growth of the different industries is making two-phase components
more and more used under many different conditions. Interesting cases of this
kind of complex components can be found in liquefaction of natural gas (LNG).
For example, components such a heat exchangers where both boiling and condens-
ing phenomena take place are very used nowadays [27]. Furthermore, these open
investigations related with LNG industry, are faintly focused in two-phase flow in-
stabilities In consequence, the experimental and numerical study of two-phase flow
instability phenomena for other fluids and conditions are still necessary.
In the Table 9.1 the used fluid and the main thermodynamic variables of several

experimental investigations on two-phase flow instabilities are presented. As it is
possible to see, most of the experimental investigations used water or freon 11/113
as a working fluid. However, in the last years, several experimental works utilise a
new kind of hydro-fluorocarbon refrigerants [13, 2, 21]. In these last works, two-
phase flow characteristics such as heat transfer and pressure drop were analysed.
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Moreover, the thermodynamic properties of this kind of fluids are similar to the
properties of hydrocarbons (propane, methane, etc.) highly used in several indus-
tries. In conclusion, it is still necessary more research in order to link the existing
basic knowledge to the industrial equipment, fluids and process design.

The main objective of this chapter is to present a design methodology for two-
phase flow components with main focus on thermo-hydraulic instabilities. In Sec-
tion 9.2 the most used non-dimensional numbers in two-phase flow components are
described. This non-dimensional criterion is used to select a proper fluid to rep-
resent the conditions in the liquid natural gas components. In Section 9.3 several
simulations are used in order to characterise the parameter region for the occurrence
of instabilities. The final characteristics, construction and operation details of the
forced convection loop designed as a part of this work are presented in Sections 9.4
and 9.5. Finally, in Section 9.6 several experimental data are presented as a verifi-
cation of the design methodology.

9.2 Similarity criteria
In order to assure the correspondence between the behaviour of different sys-

tems (i.e. from the laboratory to real systems and vice-versa), it is necessary to
adopt a similarity criterion. The criterion presented in this chapter was introduced
in [8] for boiling two-phase flow system. In this last work, the non-dimensional
form of the characteristic equation for a general boiling system was obtained and
seven non-dimensional groups were obtained. They are

• Geometrical similarity: The geometrical parameters can be expressed in a
non-dimensional manner by using the axial characteristic length, such as

D∗ =
D

L
(9.1)

• Subcooling number: It takes into account the time lag effects in the liquid
region

Nsub =
hf − hin

hfg

ρfg
ρg

(9.2)

this is one of of the fundamental parameters in the stability analysis, since it
scales the subcooling of the fluid entering the heated section.

• Phase change number, or Zuber number [31]: It scales the change of phase
due to the heat transfer to the system

NZu = Npch =
Q

GinAxshfg

ρfg
ρg

(9.3)

both Npch and Nsub are significant in the stability analysis and also in the
description of steady-state operational conditions.
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• Drift Number: It takes into account the diffusion effects due to relative mo-
tion of the phases

NDrift =
Vgj

vin
(9.4)

since Vgj depends on the flow regime, this group characterise the flow pattern.

• Density number: It scales the system pressure

Nρ =
ρg
ρl

(9.5)

since this number scales the pressure, it result quite important on the drift and
two-phase frictional pressure drop terms.

• Froud number: It takes into account the effects of the gravity,

Fr =
G2

in

ρ2l gL
(9.6)

• Reynolds number: It takes into account the hydrodynamic conditions

Re =
GinD

μl

(9.7)

the Re and NFr numbers have the standard significance.

The main assumptions for obtaining this set of non-dimensional numbers are:

• The capillary body forces are negligible (mini-micro channels).

• The compressibility and dissipative effects are neglected in the energy conser-
vation equation.

• The heat source is considered uniformly distributed.

In addition, the influence of external valves (inlet and outlet) has to be taken into
account by the similitude criteria. This relation is quantified by the Nτ number, see
[6], determined by

Nτ = 2
(Ki +Ko)

(Ko + 1)
(9.8)

whereKi andKo are the pressure drop coefficients for the inlet and outlet valves re-
spectively. Before continuing, it is necessary to remark that these non-dimensional
numbers can generally be defined for any industrial system. In the next section the
selection of a working fluid, based on this non-dimensional analysis, is presented.
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9.2.1 Fluid selection and experimental conditions
Since two-phase flow instabilities phenomena are present in a very wide range

of systems and conditions, a reference case will be used for the design of an exper-
imental facility to study two-phase flow instabilities. In this chapter, the conditions
in the LNG (Liquid Natural Gas) industry are taken as the reference case. In partic-
ular, in previous studies [18, 27], the use of plate-fin heat exchangers and hydrocar-
bons for LNG process is described. Due to the characteristics of the mentioned heat
exchangers a horizontal condition is assumed. As a consequence, the Fr number is
not considered in the following analysis. Moreover, to simplify the design analysis,
a homogeneous condition is also assumed. Therefore, the NDrift is not considered
either. In the Table 9.2 the characteristics of the reference case are presented (red).
In addition several candidate fluids are compared in terms of the non-dimensional
numbers presented in the previous section. In order to assure similar characteris-
tics to the reference fluids (propane, methane, butane) and taking into account the
current environment protection regulations [17, 5], then the new generation of envi-
ronmentally acceptable hydrocarbon products is taken into account. In the last years,
they are gaining widespread acceptance for many industrial applications [13, 2, 21].

Fluid Propane R134a Co2 Pentane water R22
(Reference)

L/D 400 400 400 400 400 400
Nsub 8.7 8.7 8.7 8.7 8.7 8.7
Npch 11.5 11.5 11.5 11.5 11.5 11.5
Nρ 0.035 0.035 0.035 0.035 0.035 0.035
Re 7.6 104 7.6 104 7.6 104 7.6 104 7.6 104 7.6 104
D [mm] 10 5 5 5 5 5
L [m] 4 2 2 2 2 2
P [bar] 8 8.3 14.5 6.6 55 9.8
Tin [oC] -25 -5 < -72 70 160 -27
Q [W] 10000 4180 6900 4500 22500 4300
G [kg/m2s] 900 2720 2500 1700 1500 2500

Table 9.2: Comparison of similar two-phase conditions between different fluids.

As it is possible to see in Table 9.2, the usage of CO2 for a similar condition
than the reference case implies low temperatures (< -72 [oC]) and pressures of at
least 20 [bar]. Moreover, fluids such as propane, pentane or other pure hydrocar-
bons are flammable and that implies a more complex frame for the experiment. As
discussed previously, the water has completely different characteristics than other
fluids. Pressures in the order of 55 [bar] and temperatures of 160 [oC] are needed to
achieve the same conditions as the reference case.
In conclusion, the new family of hydro-fluorocarbons (R22, R134a) seems to

meet the conditions imposed to the working fluid. The use of R134a implies an inlet
temperature of -5 [oC] while the R22 has to be below -27 [C] as seen in Table 9.2.
In conclusion, the refrigerant R134a seems to be an attractive solution for the design
of this experimental two-phase flow loop. Moreover, its low boiling point (50 [oC]
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(a) Variation of heat power

(b) Variation of sub-cooling temperature

Figure 9.1: Typical N-shape curve for boiling R134a at 6 bar, varying the heat source (a)
and the inlet temperature (b).

@ 10 [bar]), the low latent heat of vaporisation (1.6 105 [J/kg] @ 10 [bar] – one
order lower than water) and its non-flammable characteristics, also simplify the
complexity of the design. In the next sections, the occurrence of instabilities for
these particular conditions are presented.

9.3 Numerical simulations

The numerical solver developed and utilised in the last chapters is used in this
chapter to simulate the phenomena occurring for the conditions obtained previously.
The main goal of these simulations is to characterise the occurrence of instabilities
for different parameter regions. Both steady-state and dynamic simulations provide
useful information for the loop design.
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9.3.1 Pressure drop characteristic curve
As presented in Chapter 2, the occurrence of Ledinegg and pressure drop insta-

bilities depends on the slope of the characteristic pressure drop vs. flow, N-shape
curve. In consequence, it is important to understand in which parameters region
(power, pressure, temperature, length, diameter) the unstable behaviour is achieved
(negative slope). A brief parameter analysis is presented here, in order to assure
the occurrence of a negative slope in the designed loop. The characteristics of the
simulated system are:

• fluid: R134a
• Pin: 8 [bar]

• Tin: -10 [oC]

• Q: 900 [W]

• L: 2 [m], D: 9 [mm]

In Figure 9.1(a) the characteristic curve for different parameters are presented.
For this set of curves all the parameters are kept constant but variations in the uni-
form power are analysed. As it is possible to see, even if the characteristic curve
changes for different power levels, the relative shape (N-shape) do not change sig-
nificantly its shape. It implies that for a wide range of powers the system present a
negative slope characteristic curve. Similarly, the modification of the steady-state
curve dues to variations in the inlet temperature is presented in the Figure 9.1(b). In
this case, the shape of the curve is changing significantly with different sub-cooled
inlet temperatures. Therefore, for this system, it is necessary to assure more than 30
[oC] of sub-cooling at the inlet, in order to have a negative slope. In conclusion, in
order to have a negative slope, it is necessary to assure a working inlet temperature
minor than 0 [oC] at 8 [bar].

9.3.2 Heat distribution effects
In real systems such as heat exchangers, reactors, re-boilers, etc, the heat source

is not uniform due to several different factors. Thus, in order to understand the in-
fluence of the non-uniform heating in the thermo-hydraulic behaviour of the system,
a steady-state analysis is performed in this section.
In Figure 9.2(a) different profiles of the heat source are presented, all of them

with the same average value. In Figure 9.2(b) the corresponding characteristic
curves for the different non-uniform sources are shown. According with this fig-
ure, an important influence of the heat distribution in the characteristic curve is
observed. For those distributions applying more heat at the inlet, the N-shape am-
plitude is bigger. On the other hand, when the heat is applied at the outlet of the
channel, then the slope of the characteristic curve is increased (stabilising effect).
Consequently, a variable distribution heat source will be interesting to study these
effects. Thus, different kinds of systems can be represented and studied in the same
experimental facility.
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(a) Heat distribution

(b) Characteristic N-shape curve

Figure 9.2: Comparison of the two-phase N-shape curve for different heat source distribu-
tion. (a) Heat source distribution, (b) Characteristic curves.

9.3.3 Density wave oscillations
As seen in previous chapters, the occurrence of DWO is highly influenced by

the sub-cooling and phase change numbers and the valves constants; Nsub, Npch,
Kin andKout. According to the working parameter region the DWO can be asymp-
totically stable (converging), unstable (diverging) and marginally stable (periodic).
Simulations of DWO for the conditions proposed in Table 9.2 are presented. The
main parameters for these simulations are:

• fluid: R134a
• Pout = 8.0 [bar]

• Q: 500 [W]

• Tin 8 [oC]

• L: 2 [m], D: 5 [mm]

• Gin: 230 – 250 – 280 [kg/m2s]

• Kin = 10
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• Kout = 4

In Figure 9.3(a), three different simulations show the occurrence of density wave
oscillations. The corresponding inlet initial mass flow rates are 230 – 250 – 280
[kg/m2s]. The three different regimes (converging, periodic and diverging) can be
seen in these examples. In addition, a stability map with the operation points of the
three different simulations is shown in Figure 9.3. The approximated stability limit
proposed by Zuber and Ishii [8] and the Guido’s limit [6] are plotted.
It is necessary to remark that under the occurrence of this phenomenon the wall

temperature can reach high temperatures producing burn-out. Consequently, an
automatic safe system should be taken into account in the designed loop. This
maximum temperature would be most of the times at the end of the pipe. On the
other hand, regarding the acquisition times, it is seen that the oscillations period is
about 10 [sec]. Moreover, the fastest oscillations will occur at the highest power and
flow and lower subcooled inlet temperature. Under that conditions the oscillation
time would be in the order of 1 [sec]. Nevertheless, as explained in Chapter 7, the
occurrence of high-order modes would bound the acquisition time to at least 0.1
[sec] for the variables in the heated pipe.

9.4 Final Design
Based on the analysis carried out in the previous sections, the parameter region

for the experimental loop design is:

• Fluid: R134a (easy to handle, low boiling point, low latent vaporisation heat)
• System pressure, P: 4–15 bar
• Mass flow rate, G: 5–2000 kg/m2s

• Inlet temperature, Tin: -20 – 40 oC; Sub-cooling: 0–50 oC

• Max Power input, Q: 2 kW

In the Figure 9.4, a basic scheme of the main components in the loop is shown.
In addition, some of the characteristics of this final design are explained in the
following.

1. Two operating modes(Tanks/Pump): In order to study the influence of differ-
ent external characteristics the loop has two operating modes. One using two
tanks at different pressures (constant pressure condition) and another using
a pump to circulate the fluid. The two-tanks operating mode is used for low
flow rates (less than 0.06 l/min). In this operating mode, the flow rate is es-
tablished by the difference in pressure between a high pressure tank (HP) and
a low pressure tank (LP), and controlled by a regulating valve. The HP tank
is pressurised with nitrogen. The LP tank is kept at constant saturation condi-
tion and thus the pressure and temperature are fixed by the conditions of the
condenser. For higher flow rates, the tank-system does not provide enough
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Figure 9.3: Flow evolution and the corresponding Ishii-Zuber stability map (Ledinegg and
DWO) for the designed two-phase loop. The operation points for the simulations of this
section are plotted with crosses.
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Figure 9.4: Scheme of the final design of the two-phase loop.

flow rate for a significant time and therefore the flow rate is controlled by a
the pump.

2. Surge Tank: in order to study pressure drop oscillations, see Chapters 2 and 8,
a compressible volume is mounted upstream from the heated section. In ad-
dition a second tank to characterise the effects discussed in previous chapters
is placed at the outlet of the heated section. In operation these tanks are filled
with nitrogen.

3. Pre–Conditioner: a heat exchanger is mounted before the test section in order
to control the inlet conditions.

4. Distributed Source: As shown by Figure 9.5, the electrical “heat source” is
split into five sections to achieve a non-uniform heat profile, as described in
Section 9.3.2.

5. An adjustable valve provides the inlet pressure drop (Ki), while for the exit
restriction an orifice valve is used. Design values of these two valves are
Kin ≈ 5-500 and Kout ≈ = 2-50.

6. An adjustable valve is mounted in the by-pass branch in order to adjust the
constant pressure drop boundary condition in the test section [8].

In Figure 9.4 a simplified sketch of the final design can be observed. In any
of the two operating modes, the fluid is conditioned at the desired temperature with
the pre-conditioner before entering the test section. A condenser is situated after the



178 Chapter 9. Experimental facility design

Figure 9.5: Scheme of the distributed electrical DC heat source

test section to condense the generated vapor before sending the fluid to the LP tank
where it is stored. A conditioner (heat exchanger) is introduced before the pump in
order to assure subcooled single phase flow into the pump. Two secondary circuits
provide the refrigeration for the pre-conditioner, conditioner and condenser. In the
next section a detailed description of each part is made.

9.5 The experimental facility
In the Figure 9.6 the detailed scheme of the constructed facility is plotted. In

this figure all the main components an its localisation are sketched.
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In Figure 9.7(a) a view of the constructed loop is shown, where it is possible to
see most of the main components: surge tank (left top), distributed power supply
(right bottom), test section with instrumentation (center). The tanks, condenser and
pump are located behind the distributed power supply. The electrical system is
split in three different boxes: “main electrical box”, “distributed power supply” (in
the right side of Figure 9.7(a)) and the “instrumentation box”. The main reason
to split the electrical part is to isolate the instrumentation from the high voltage
source (340 V). In the first step of the construction, the high pressure tank (HP) is
omitted. Thus, the use of the pump and by-pass is the only the operation mode.
Nevertheless, the design takes into account the incorporation of the HP tank in the
future. Before continuing, it should be mentioned that a complete risk assessment
report was presented by L.C. Ruspini and Erik Langørgen [24] (2011), in order to
get the operation authorisation at the Thermal Laboratory, EPT, NTNU.Moreover, a
technical report with the status and the final design was presented in L. Ruspini et al.
[23] (2010). In the next section, the main components of this facility are described.

9.5.1 Test Section
The test section consists in a stainless steel tube of 5 mm of inner diameter and

8 mm outside diameter. In Figure 9.8 a sketch of the test section is presented. Some
of the test section characteristics are listed in the next.

• 7 pressure taps for differential pressure drop measurements.
• 12 external thermocouples (wall temperature).
• 2 internal thermocouples to study heat transfer characteristics.
• 6 electrodes to control the heat distribution.
During the operation the test section is heated by Joule effect. A controller and

rectifier circuit is used in order to convert the AC into a DC to heat each section.
The total electrical input power is calculated from measurements of voltage and
current in each of the heated sections, as it is explained in Section 9.5.7.1. In Figure
9.7(b) a detailed view of the test section is presented: copper electrodes with voltage
measurements, pressure taps for differential pressure drop measurements (left) and
thermocouples connections (right). The whole test section is mounted between two
pieces of isolating material to reduce the heat exchange with the surroundings.

9.5.2 Looking glass and Image analysis
At the outlet of the heated section a looking glass is mounted to perform a photo-

graphic analysis. Moreover, the glass tube acts as a dielectric and thermal insulator
between the electrically heated test section and the rest of the circuit. The glass
tube consists in a borosilicate pipe (fabricated at RealFag, NTNU). The tube is 5
[mm] inner diameter, 8 [mm] external diameter and 20 [cm] long. It has undergone
pressure testings up to 25 [bar] (maximum pressure to be used during operation, ≈
15 [bar]). A high speed camera (Photron- FastCam SA3) is mounted in this glass
tube to allow the study of flow patterns, similar to the experiment described in [26].
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(a) General view of the facility

(b) View of the test section

Figure 9.7: Views of the experimental facility. (a) Frontal view of the experimental facility.
Surge tank (up-left), Heat source box (right), Test section (center). (b) Test section view. In
the left side the pressure taps are shown (measurement of pressure drop inside the pipe). In
the right side of the picture the internal and external thermocouples can be observed.
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Figure 9.8: Test section sketch.

9.5.3 Outlet Arrangement

As shown in Figure 9.6, downstream from the test section is placed a parallel
arrange to study pressure drop characteristics. These two different legs will be used
to characterise distributed pressure drop (piping) and local pressure drop (orifice
valve). A 1 [m] pipe, now on called “outside” section, is used to study distributed
pressure drop. It is made of stainless steel with the same characteristics of the heated
pipe (5 [mm]). On the other hand, in the Figure 9.9 a scheme of the orifice valve
used in the other leg is shown. As it is possible to see the orifice can be changed to
study the effects of different outlet local pressure drops. Orifices of 1.5, 2, 2.5, 3, 4,
5 and 7 [mm] were fabricated.

9.5.4 Heat exchangers and refrigeration chillers

Two secondary circuit are mounted in order to remove the heat from the heat
exchangers and condenser. In Figure 9.10 a diagram of the two secondary circuits
is shown. The chillers 1 and 2 are K9 and K6 models from the company “Ap-
plied Thermal Control” (ATC). The pre-conditioner is a plate-fin heat exchanger
(B8THx14 SWEP) and the condenser is a shell and tube heat exchanger (CFC-12 –
Alfa Laval). The secondary refrigerant is a solution of glycol and water. The two
chillers are connected to the computer through the RS485 serial protocol. Thus,
their reference temperature can be adjusted from the interface software, as will be
described in Section 9.5.8.

9.5.5 Pump

A gear pump (GB – MICROPUMP) with a magnetic drive coupling is used.
The velocity of the pump is controlled from the interface software. In this way, it is
possible to control the flow in order to study the response of the system to particular
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Figure 9.9: Detailed scheme of the outlet orifice valve. Measures in [mm].

Figure 9.10: Secondary circuits, heat exchangers and refrigeration chillers.
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signals. Moreover, a PID controller is implemented in order to assure the constant
flow condition even when other parameters of the system change, see Section 9.5.8

9.5.6 Loop instrumentation
Absolute pressure transducers are used to measure the pressure in the tanks (LP

and surge tank), after the surge tank, before and after the test section. In addition,
differential pressure transducers are located in the test section, the inlet and the
outlet valves. As shown in Figure 9.6, temperature measurements are placed: before
and after the pre-conditioner, before the pump, before and after the test section. Two
flow-meters, F1 and F2, are used to measure the refrigerant flow before and after
the surge tank.

9.5.7 Accuracy of the measurements
In the next sections, a description of the calibration and the accuracy of the

different measures taken in the experimental rig are described. In Table 9.3 the
accuracy of the instruments and the statistical error for the different variables are
presented. In the next section the description of the power calibration is presented.

9.5.7.1 Power calibration

As mentioned in previous sections, the applied heat is a difficult variable to
measure. A controller-rectifier circuit is used in each of the heated sections in order
to convert AC to DC. Due to the high current, the use of capacitors provoke over-
warming and life span reduction of the transformers, used to convert the 340 [V]
(AC) signal to 7 [V] (AC). Therefore, the high ripple of the signal made it difficult
to estimate the actual heat applied to the different sections. In order to deal with this
problem a full calibration of the heating system is needed. First, a digital oscillo-
scope (LeCroy) was used to obtain the actual shape of the applied voltage and cur-
rent signals in each of the heated sections. Then, the voltage and current signals ob-
tained with the oscilloscope were integrated numerically to get the DC component
of the signal. An integration time corresponding to 20 periods was used to obtain
the average values. On the other hand, the current measure chain used resistance
in order to transform the current signal into voltage. In Figures 9.11(a) and 9.11(b)
the calibrations of current and voltage signals are shown. The variables Current PC
and Voltage PC are the values measured in the acquisition card. The total power is
obtained by multiplying these two measurements, Vcal (calibrated voltage) and Ical
(calibrated current). Nevertheless, as the shape of the signals is not constant, then
this power has to be corrected by a ΦAC/DC factor. This last term takes into account
the effects of ripple, specially important at low powers.
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In Figure 9.11(c) the values of the ΦAC/DC factor vs. the calculated power are
shown. The ΦAC/DC factor is calculated as

ΦAC/DC =

∫ 20T

0
i(t)v(t)dt

VcalIcal
(9.9)

and the total applied power will be calculated using the following expression

Qcal = ΦAC/DC Vcal Ical (9.10)

this last value is the power shown at the interface software. The value of theΦAC/DC

is calculated for each heated section independently. As can be seen this calibration
allow to measured the actual applied power even when the pipe resistance change
locally due to the subcooled or overheated conditions.
However, the effects of thermal losses to the environment should be taken into

account to calculate the actual heat transferred to the fluid. The actual total heat is
calculated as

Qreal = ΨThermal Qcal (9.11)

where the ΨThermal is the thermal losses factor. For each condition of power, en-
vironment temperature and inlet temperature, this factor is calculated by using the
inlet and the two internal thermocouples in the test section. Using the energy conser-
vation, the actual heat transferred to the fluid is proportional to the the temperature
increase. Thus, the thermal factor is calculated as,

ΨThermal =
Cpl ΔT12 G Axs

Qcal

LTot

L12

(9.12)

where ΔT12 is the temperature difference between two arbitrary points with a dis-
tance L12; Cpl the heat capacity of the liquid; and Axs the cross sectional area. In
the Figure 9.17 an example of the factor ΨThermal for a particular case is plotted.
It is necessary to remark that, in the experimental cases, the heat losses are never
higher than the 8 %. Finally, in Appendix B the error propagation for the measure-
ment of the power is obtained.

9.5.8 Software Interface
The software interface to control the main parameters of the experimental rig

was designed and implemented as a part of this work. The interface was made
using NI Labview (2011). In the Figure 9.12 a view of the user screen is shown. In
the following, some of the main features of the program are described:

• File acquisition
• On-line visualisation
• Power control:

– Temporal PID Control of the power in the heated sections, (Constant -
Sin function).
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Figure 9.11: Power calibration. The current and voltage signals are calibrated by measur-
ing the integral of the actual current and voltage for each heated section. The total power
is corrected by the ΦAC/DC factor to take into account the signal shape.
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– Space control of the heat distribution (Linear – Cos function).

• Pump control: Temporal PID Control of the flow, (Constant - Linear - Piece-
wise - Sin function).

• Chillers control:
– RS485 Communication: with the chillers of the secondary circuits.
– Chiller 1 (K9): PID Control of the inlet temperature, Tin (T20).

– Chiller 2 (K6): PID Control of the tank pressure, Ptank (P4), through the
chiller temperature.

• Alarm Control: As a safe system the heat source is shut-down when:
– Maximum Temperature ( 190 [oC]).
– Maximum Current (200 [A]).
– Maximum Pressure (15 [bar]).

9.6 Experimental results
In this section some general experimental cases are shown. The experimental

results are presented as a validation of the methodology used in the designing of the
experimental facility. The main parameters used for these experiments are:

• Pout = 8.3 [bar]

• Qreal = 0-1500 [W] (Uniform distribution)

• Lheated = 2 [m], Ltotal ≈ 6 [m], D: 5 [mm]
• Gin ≈ 0-500 [kg/m2s]

• Kin ≈ 30
• Kout ≈ 20

9.6.1 Static characteristic curves
The characteristic ΔP vs. G curves for the pipe and the outlet orifice valve are

presented in the Figure 9.13. In this case a orifice valve of 3 [mm] was used. As the
phenomena involved into the pipe take place in the whole length of the pipe then
the measured pressure drop results more accurate and less sensible to flow pattern
changes. In contrast, for the case of the outlet valve the local effects that takes place
into the orifice are instantly reflected in the pressure drop measurement, as shown by
the error bars in the Figure 9.13(b). In this case the inlet temperature was bounded
between (-13 – -9) [oC] and the applied power was approximately 1200 [W].
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Figure 9.12: Software interface to control the experimental loop.
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Figure 9.13: N-shape curve for the pipe and outlet valve. Green line represent the averaged
value and dashed black lines show the error of the measurements.
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9.6.2 Density wave oscillations
In Figure 9.14 the beginning of a periodic oscillation is presented. This be-

haviour is the result of increasing the heat from a stable state to the corresponding
of an unstable state condition, as described in the simulations of Section 9.3.3. The
evolution of the applied heat is presented in Figure 9.14(b). As the figure shows the
relative increase on the applied heat is smaller than 2%, when the transition from
converging to periodic occurs. The characteristic time for these oscillations is ap-
proximately 3 seconds. Should be noticed that the difference with the simulations
presented in Section 9.3.3, where the period of the oscillations are about 10 sec,
are due to the differences in the sub-cooling number. In this case the sub-cooling
number is smaller and the flow is higher making the period smaller. In Figure 9.15
it is possible to see the periodic state achieved, after a stabilisation time, by the
same conditions as in the previous case. In this case the periodic behaviour does not
correspond only with one pure frequency but the oscillation is slightly modulated
by a component of lower frequency (non-linear effect). The change from a periodic
to a stable state is shown in Figure 9.16. In this case the applied heat is decreased
from 550 [W] to approximately 500 [W]. In this case as the flow decreases from the
previous two cases, the period of the oscillation corresponds to about 5.5 seconds.
The acquisition time for this experiments was 0.5 [sec].

9.6.3 Image analysis
In the Figure 9.17 the measured thermal factor for this case is shown. As it is

possible to see, only at the low power points it is possible to use the temperature
difference to measure this factor. Therefore, for the high power cases the thermal
factor is extrapolated using a linear function as shown in the figure.

The characteristics of the flow patterns at the heat section outlet are studied
using a fast camera, Section 9.5.2. In 9.18, the flow pattern for different conditions
are studied. The basis system conditions are:

• Ptank ≈ 6.5 [bar]
• Gin = 0.6 [l/min] = 660 [kg/m2 s]

• Tin = 0 [oC]

• Qreal ≈ 0-2300 [W] (Uniform distribution)

in each case a different power was applied and a waiting period of 3 [min] was
used in order to achieve stationary conditions. The corresponding thermodynamic
equilibrium quality values are shown in the label of each image. In these images
it is possible to see that subcooling boiling is significant (negative thermodynamic
quality), Figures 9.18(a) and 9.18(b). On the other hand, for high power conditions
the channel shows a dry-out condition, Figure 9.18(j). In this last case, the liquid do
not wet the wall but it forms drops in the bulk of the gas. In these images the slug,
intermittent and annular flow patterns are also shown.
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Figure 9.14: Starting of the periodic oscillation. Nsub = 3.7, Pin = 8.3 [bar], Tin = 17
[oC].
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Figure 9.15: Periodic evolution of the flow. Nsub = 3.8, Pin = 8.4 [bar], Tin = 17 [oC],
Qreal = 870 [W].
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Figure 9.16: End of the periodic oscillation. Nsub = 3.8, Pin = 8.3 [bar], Tin = 16 [oC],
Qreal = 550 [W].
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(a) Qreal = 374 [W] – xout = -0.026 (b) Qreal = 423 [W] – xout = -0.005

(c) Qreal = 451 [W]– xout = 0.007 (d) Qreal = 509 [W] – xout = 0.032

(e) Qreal = 567 [W] – xout = 0.057 (f) Qreal = 634 [W] – xout = 0.086

(g) Qreal = 776 [W] – xout = 0.14 (h) Qreal = 964 [W] – xout = 0.22

(i) Qreal = 1418 [W] – xout = 0.43 (j) Qreal = 2110 [W] – xout = 0.74

Figure 9.18: Flow patterns for different applied powers. Different flow patterns are shown.
(a) liquid-bubbles, (b) small bubbles, (c) small slugs, (d) slugs, (e) slugs, (f) big slugs, (g)
intermittent, (h) intermittent-annular, (i) annular, (j) mist.
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9.7 Summary
A horizontal forced convection loop to study two-phase flow instabilities was de-

signed. The theoretical basis for the design of two-phase components are described.
The most used similarity criteria were described and used to design a facility us-
ing a heat exchanger in the LNG industry as a reference case. Several numerical
simulations are used in order to study the steady and dynamic characteristics of the
system. In addition, the influence of the heat distribution was studied, demonstrat-
ing its high-influence on two-phase instabilities. Several construction details and
specifications of the designed loop were described. In the last part of the chapter,
some experimental results of the final design loop were presented. The static char-
acteristic curve for a heated pipe and an orifice valve were analysed. In addition, the
occurrence of experimental density wave oscillations were also described. Finally,
an image analysis (fast camera) is performed to show several different flow patterns
for a particular case.
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CHAPTER X

Pressure drop characterisation

� In this chapter different steady-state pressure drop models for single- and two-
phase flow are experimentally analysed. In the first part, the distributed pressure
drop in the “heated” and “outlet” sections, presented in the previous chapter, is
studied. A modification to Blasius-Colebrook correlation is made in order to de-
scribe accurately the single-phase pressure drop. The distributed two-phase pres-
sure drops, for “diabatic” and “adiabatic” cases, are also studied. A comparison of
the most used correlations and experimental data is made. Finally, a new model
for the “diabatic” friction pressure drop is introduced and its results are compared
with previous models. In the last part, the same methodology is applied to the local
pressure drops. Several well-known correlations, for orifice valves, are compared
with experimental data for single- and two-phase flows.

As described in previous chapters, the stability of any two-phase flow system
is highly dependent on the pressure drop losses along the circuit. In addition, it is
well known that predicted two-phase pressure drop using leading methods differs
by up to 100 % from experimental data. The main objective of the next sections,
is to analyse the accuracy of the different correlations to describe the pressure drop
losses in the thermo-hydraulic circuit presented in the previous chapter.
In the next sections, experimental and numerical results are analysed according

to the next classification:

• Distributed pressure drop

– Single-phase

– Two-phase: Adiabatic case

– Two-phase: Diabatic case

• Local pressure drop (orifice valve)

– Single-phase

– Two-phase: Adiabatic case
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Figure 10.1: Scheme of the “outlet” test section and the orifice valve, downstream the
heated section (glass tube). This outlet parallel array is used to study distributed and local
pressure drops. This sketch was made by Håvard Rekstad. The measures are in [mm].

10.1 Distributed pressure losses

In this section, the distributed pressure drop losses for single- and two-phase
flows are studied.

10.1.1 The experimental data

The general conditions for all the experimental data presented in this section are

• fluid: R134a

• Pout: 6.5 [bar]

• Q: 0-2000 [W]

• Gin: 0-3000 [kg/m2s]

• LHS: 1.6-2.05 [m], Lout: 1.00 [m]

• Din: 5 [mm]

In the Figure 10.1 is shown the outlet arrange used to study the distributed and
the local pressure drops at the outlet of the heated test section. As described in
Section 9.5.3, a 1 meter pipe is placed downstream from the heated section to study
adiabatic pressure losses. The characteristics of this pipe are the same of the pipe
used as heated section. In the next sections single and two-phase pressure drop
losses will be investigated.
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10.1.2 Single-phase characterisation
Since all the pipes in this work are horizontal, it is possible to neglect the poten-

tial pressure drop. In a similar manner, the momentum pressure drop is neglected
since the density does not suffer any significant change. Then, in accordance with
the analysis made in Appendix A, the experimental friction factor is expressed as

f =
D

L

2ρ

G2
ΔPfric (10.1)

whereΔPfric,G,L andD are measured and ρ is calculated as a function of (Tin,Pin).
In the next, the pressure drop in the heated and the outlet test sections are anal-

ysed independently since the heated section has pressure taps and inner thermocou-
ples that can affect the friction terms. In order to analyse these friction pressure drop
losses, four different data sets have been obtained experimentally. In Table 10.1 the
main parameters for the experimental cases are shown.

Data Set Tin [Co] Pin [m] Q [W]
1 14 6.5 0
2 14 6.5 0
3 14 6.5 0
4 17 6.5 ≈ 1800

Table 10.1: Average inlet parameters for the single phase pressure drop losses.

10.1.2.1 Outlet test section friction factor

In the Figure 10.2, the experimental values for the friction factor and two of the
most used correlations, smooth pipes (Blasius-Colebrook) and rough pipes (Cole-
brook), are shown. Four different experimental data sets are plotted. In the first
three, the fluid is in liquid state (low Reynolds numbers), while in the last one the
fluid is in super-heated vapor state (high Reynolds numbers).
As can be seen, none of the correlations reflects accurately the experimental

values for low and medium Reynolds numbers. A roughness of ε/D = 0.01 is used,
for the rough pipe correlation (Colebrook). This value corresponds with normal
roughness levels on stainless steel pipe, ε = 0.05[mm], as seen [12, chapter 6].
This last correlation seems to predict accurately the pressure drop at high Reynolds
numbers. Nevertheless, at low Reynolds numbers the use of this correlation under-
estimate the pressure drop loss. In order to model the distributed friction pressure
drop properly, a variation of Blasius-Colebrook correlations is proposed as follow

f = 64/Re Re < 103

f = 3.2/Re0.45 + 0.019 103 < Re < 104.9

f = 1/(−1.8log10((6.9/Re) + (ε/3.7)1.11))2 104.9 < Re

(10.2)
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Figure 10.2: Single-phase friction factor calculation for the “outlet” pipe. Comparison of
the experimental values and the most used correlations.

where the same roughness (ε/D = 0.01) is used. The comparison with the ex-
perimental data, displayed in Figure 10.3, shows that for the working range of the
system (Re > 1e3.8 ⇒ G > 300kg/m2s) this last correlation reflects the experi-
mental trends very accurately. The parameters of this correlation (constants and ex-
ponents) are obtained by minimising the difference between the experimental data
and a function with the same functional shape as Blasius-Colebrook correlation. In
accordance with the results shown in Figure 10.4, the total uncertainty of using this
last correlation is minor to 5 % .

10.1.3 Heated section distributed friction factor
As mentioned earlier, the use of any well-know correlation that does not take

into account the influence of roughness for middle Reynold number would under-
estimate the actual value of frictional pressure drop. Therefore, following the anal-
ysis of previous section, a modified “Blasius-Colebrook” correlation is obtained for
the heated section pipe.

f = 64/Re Re < 103

f = 3.8/Re0.45 + 0.019 103 < Re < 104.9

f = 1/(−1.8log10((6.9/Re) + (ε/3.7)1.11))2 104.9 < Re

(10.3)

notice that it is only changed the constant parameter in the term of the Re−0.45. In
this case, a roughness of ε/D = 0.015 is used. This constant values are obtained by
minimising the difference with the experimental data. In Figure 10.5, a comparison
with the experimental friction factor values is shown. In the three sets of experimen-
tal data the fluid is in liquid state. Finally, the total pressure drop obtained using
Eq. (10.3) is compared with the experimental values in the Figure 10.6. The total
uncertainty for the working region of the facility results minor to 5 %.
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Figure 10.3: Single-phase friction factor calculation for the “outlet” pipe. Comparison of
experimental values and the correlation from Eq. (10.2).
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Figure 10.5: Single-phase friction factor calculation for the “heated” test section. Com-
parison of experimental values and the correlation from Eq. (10.3).
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Figure 10.6: Single-phase pressure drop for the “heated” test section. Comparison of
experimental values and the correlation from Eq. (10.3).
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10.2 Two-phase characterisation

It is well known that the two-phase pressure drop is highly dependent on the inlet
conditions (Q,Tin,Gin). In this section, several sets of data are used in order to study
pressure drop losses. In the Table 10.2, the average of the main thermo-hydraulic
variables for those experimental cases are given. A waiting period, necessary for
the stabilisation of the system was used in order to achieve the steady-state condi-
tion. Nevertheless, slight variations are observed for increasing and decreasing flow.
These variations are probably due to flow pattern transitions and to the heat transfer
modification in the heat exchangers. Then, this information is indicated as ⇑ and ⇓,
respectively.

Case Q [W] Tin [Co] LHS [m] G evolution
1 1810 -15 2.05 ⇑
2 1840 -10 2.05 ⇑
3 1840 -10 2.05 ⇓
4 1870 -2 2.05 ⇑
5 1870 -2 2.05 ⇓
6 1660 -10 2.05 ⇑
7 1660 -10 2.05 ⇓
8 1385 -10 2.05 ⇑
9 1385 -10 2.05 ⇓
10 1410 -2 2.05 ⇑
11 1430 5 2.05 ⇑
12 1200 -10 1.65 ⇓
12 1200 -10 1.65 ⇓
13 925 -10 2.05 ⇑
14 930 -2 2.05 ⇑
15 930 -2 2.05 ⇑
16 960 5 2.05 ⇑
17 960 5 2.05 ⇓
18 990 10 2.05 ⇓
19 560 -10 1.65 ⇑
20 560 -10 1.65 ⇓
21 300 5 2.05 ⇓

Table 10.2: Average inlet parameters for the experimental cases.

10.2.1 Adiabatic case: Outlet test section

In order to model the “adiabatic” pipe, a thermal equilibrium model was imple-
mented. As explained, gas and liquid are assumed to be at the same temperature
in the two-phase region. Moreover, the total pressure in the outlet section can be
calculated as
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Figure 10.7: Two-phase pressure drop for the “outlet” test section (Adiabatic). Compari-
son of experimental values and most used correlations in the literature, Eqs. (A.2) to (A.18).

ΔP = ΔPFric = ΔPL0Φ
2
TP (10.4)

since this is a steady, adiabatic and horizontal problem. As presented before the
single-phase pressure drop is given by

ΔPL0 =
fL

D

G2

2ρl
(10.5)

where G is the total mas flow rate and f correspond with the correlation obtained
in Eqs. (10.2) and (10.3). The two-phase multiplier Φ2

TP is calculated following
the description of Section A.1. The two-phase pressure drop correlations, given in
Eqs. (A.2) to (A.18), are implemented. In the Figure 10.7, the numerical results are
compared with the experimental values. The inlet conditions of the outlet pipe are
the result of the model used in the next section for the heated pipe. As shown in
these figures, the best performing model has an uncertainty larger than 40 %. In the
following, a new adiabatic model is proposed.
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10.2.1.1 A new model: adiabatic two-phase distributed pressure drop

As shown in Figure 10.7, for the present experimental conditions the most accu-
rate results are obtained with the Grönnerud and Müller correlations. This last one,
is specially characterised for its simplicity, since it depends only in the pressure
drops for the all liquid and all vapor pressure drops and the quality. In the same
manner, the empirical correlation proposed in this work, depends only on these pa-
rameters. At the same time some small variations in the pressure drop characteristic
curve are observed for the transition to the annular flow pattern, see Figure 10.9.
Thus, an empirical correlation is proposed to describe the frictional pressure drop,
taking into account these small variations due to the flow pattern transition.

The main parameter of this correlation is the ratio between the pressure drop of
all liquid and all vapor cases. It can be calculated as

ψ =

(
∂P

∂z

)
G0(

∂P

∂z

)
L0

(10.6)

Therefore the functional shape of the multiplier introduced in this work is

Φ2
Rus = (1− x) + ψ x +

3.6

S ψ x2 (1− x)
1

2 (10.7)

where the value of S depends on the local flow pattern. The function of the two first
terms on the right hand side is to make a smooth transition when x ≈ 0 and x ≈ 1.
As explained, a clear change in the pressure drop characteristic curve is observed
when the system evolves into the annular flow pattern. For that reason, a variation
on the parameter S is introduced according the limit of this transition, expressed as
a critical volumetric flux jcrit. In consequence, the parameter S is defined as

S = 1 j < jcrit

S =

(
j

jcrit

)γ

j > jcrit

γ = 1.5

(10.8)

where in this case the flow-pattern transition limit is given by

jcrit = 4.5 + 5 x + 3 x (1− x) [m/s] (10.9)

Notice that for the slug, intermittent and bubbly flow patterns, the total volumet-
ric flux j is always minor than jcrit and in consequence the parameter S = 1. It is
important to remark that this completely empirical flow pattern transition is based
on the phenomenological variation of the pressure drop curve and not on visual ob-
servations. Moreover the range of application of this transition limit is only valid
for inlet temperatures below 0 Co. Although not of general applicability, this simple
transition correlation give an accurate description of the pressure drop changes for
this particular case. In Figure 10.8 a comparison of the experimental data and the
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Figure 10.8: Two-phase pressure drop for the “outlet” test section. Comparison of experi-
mental values and the correlation introduced in Eq. (10.7).

predicted pressure drops, using the described model, is presented. As can be seen,
the predicted values have and uncertainty less than 15 %. In Figures 10.9 and 10.10,
two different experimental cases are used to put in evidence the predicted pressure
drops for the different two-phase correlations studied in this work.

In Table 10.3 the uncertainties of the results for each correlation are compared.
In accordance with the figures, it is easy to see that the correlation developed in this
section predicts much more accurately the pressure drop for the outlet pipe.

Adiabatic
Model In 20 % range In 5 % range

Homogeneous 40.4 15.4
Martinelli 38.4 16.2
Friedel 57.6 19.2
Müller 55.4 19.6

Grönnerud 80.4 28.3
Ruspini, Eq. (10.7) 96.7 57.3

Table 10.3: Adiabatic two-phase pressure drop. Comparison of the results and confidence
intervals for the different correlations.

In the end of this section, a discussion about the phenomenological description
and the applicability to other cases of the different correlations, for both “adiabatic”
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Figure 10.9: Two-phase pressure drop for the “outlet” test section. Comparison of all
correlations and the experimental pressure drops for case 10 in Table 10.2.
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Figure 10.10: Two-phase pressure drop for the “outlet” test section. Comparison of all
correlations and the experimental pressure drops for case 6 in Table 10.2.



210 Chapter 10. Pressure drop characterisation

and “diabatic” cases, is presented.

10.2.2 Diabatic case: Heated test section
The most important difference in the diabatic case, respect to the adiabatic case,

is the addition of heat to the fluid. It makes that the involved phenomena occur-
ring are significantly different. As the fluid is flowing through the pipe, then it is
heated. According to that, bubbles start been generated close to the wall even when
the average temperature is less than the saturation temperature (subcooling boiling).
Then, more vapor is generated and the different flow patterns take place over the
pipe. In this case the total frictional pressure drop is the sum of the local pressure
drops caused by different flow patterns. Another important difference respect to the
adiabatic case, is that the momentum pressure drop becomes non-negligible. In ad-
dition, the experimental measured pressure drop is the sum of both, momentum and
frictional pressure drops and it is not possible to distinguish between them. This
is one reason because the model of momentum pressure drop plays an important
role in the prediction of the diabatic pressure drop. As explained in [5], momentum
pressure drop is caused by changes in the density profile that, in the boiling case,
produce a flow acceleration along the pipe.

The model used in this section, takes into account the sub-cooled boiling phe-
nomenon following P. Saha and N. Zuber [8] (1974). In addition, a separated flow
model is used to calculate the momentum pressure drop, see [5]. The expression for
this component is

ΔPMom =
G2L

2

(
1

ρ′in
− 1

ρ′out

)
(10.10)

where the momentum density is given by

1

ρ′i
=

[
1

ρl

(1− xi)
2

(1− αi)
+

1

ρg

(xi)
2

(αi)

]
(10.11)

The friction components are calculated using the same correlations as for the
adiabatic case. Finally, the total pressure drop is calculated as the sum of the fric-
tional and momentum terms

ΔPTot = ΔPMom +ΔPFric (10.12)

the potential pressure drop is neglected since in this case the pipe is horizontal.
In Figure 10.11, the comparison of experimental and predicted values is shown.

In accordance with these results the correlation of Eq. (10.7) is found to be the
most accurate, followed by the Grönnerud correlation. These results are reflected
in Table 10.4, where an uncertainty comparison of the results is made. According
to this analysis, it is proved that also in the adiabatic case, the empirical correlation
introduced in this work produce better results than the other correlations.
In Figures 10.12 and 10.13, two experimental cases and the predicted pressure

drops are depicted. In these figures, the total pressure drop (momentum and friction)
is presented. It is important to remark that the correlation introduced in the previous
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Figure 10.11: Total two-phase pressure drop for the “heated” test section (Diabatic).
Comparison of experimental values and several correlations.
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Diabatic
Model In 20 % range In 5 % range

Homogeneous 78.8 46.0
Martinelli 60.2 35.9
Friedel 88.8 46.3
Müller 85.8 47.2

Grönnerud 95.8 51.2
Ruspini, Eq. (10.7) 96.1 61.4

Table 10.4: Diabatic two-phase pressure drop. Comparison of the results uncertainties
and confidence intervals for the different models.
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Figure 10.12: Two-phase pressure drop for the “heated” test section. Comparison of all
correlations and the experimental total pressure drop (Momentum + Friction) for case 10
in the Table 10.2.

sections, not only describe more accurately the total pressure drop but also the slope
of the characteristic pressure drop vs. mass flow rate curve (∂ΔP vs. ∂G). This
last parameter is of paramount importance in the description of any kind of two-
phase flow instabilities, as described in previous chapters. In addition, in Figure
10.14 the different pressure drop components (momentum and friction) are shown
independently, for the case 17 in the Table 10.2. In accordance with these results,
the momentum pressure drop can not be considered negligible, been approximately
the 15 % of the total pressure drop. In the next section, a general discussion about
the modelling of these pressure drop terms is presented.

10.2.3 Discussion
The analysis presented previously put in evidence the higher accuracy of the

correlation introduced in this work compared to the most used correlations in the
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Figure 10.13: Two-phase pressure drop for the “heated” test section. Comparison of all
correlations and the experimental total pressure drop (Momentum + Friction) for case 6 in
the Table 10.2.
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Figure 10.14: Two-phase pressure drop for the “heated” test section (Diabatic). Momen-
tum and frictional pressure drop components, using Eq. (10.7). (Case 17 in the Table 10.2)
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Figure 10.15: Characteristic curve slope from the curve presented in Figure 10.10. It
corresponds to the case number 6 in Table 10.2 (Adiabatic).

literature. For approximately 900 experimental points, the percentage of data points
correctly predicted within the 5 % is 57.3 % and 61.4 % for the adiabatic and the
diabatic cases respectively. Nevertheless, should be remarked that its applicability
range is limited due to the use of a empirical correlation, Eq. (10.9), for the flow
pattern transition. As commented, the validity of this flow-pattern limit is reduced
to these experimental cases and operation ranges. In addition, should be noticed
that the experimental points out of the 5% group are, in general, those points cor-
responding with high qualities where the slope of the characteristic curve increases
considerably. Therefore, a dryout model would be useful to better describe the pres-
sure drop terms.
In addition as seen in previous chapters, the slope of the characteristic curve

has a high influence on the stability of thermo-hydraulic instabilities. In Figures
10.15 and 10.16 the slope of the characteristic curves for an adiabatic and a di-
abatic cases are shown. These experimental cases correspond with the Figures
10.10 and 10.13 respectively. As indicated in these figures, the correlation intro-
duced in this work predicts the slope more accurately than the other correlations.
For that reason it results convenient to describe the pressure drop terms using this
correlation.
Regarding the performance of the other correlations, Grönnerud correlation is

the most accurate. For the diabatic case it predicts a percentage of 51.2 % data
points within the 5 %. However, in the adiabatic case the percentage of well pre-
dicted points drops dramatically to 28.3 %. The same trend is followed by the rest
of the correlations. Furthermore, in accordance with Figures 10.15 and 10.16, the
slope of the characteristic curves is well described only for low qualities (higher
mass flow rate). As can be seen, this correlation over-predicts the slope for low
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Figure 10.16: Characteristic curve slope from the curve presented in Figure 10.13. It
corresponds to the case number 6 in Table 10.2 (Diabatic).

mass flow rates.
Before concluding this section, a last remark should be taken regarding the cur-

rent pressure drop models based in a flow pattern description, J.M. Quiben and J.R.
Thome [6, 7]. Although the limited application range of the used flow pattern maps
(L. Wojtan et al. [14]), they use a continues void fraction model that does not take
into account the different flow pattern structures. In the mentioned studies, a modi-
fied version of the Rouhani and Axelsson (1970) void fraction correlation presented
in [9, 13] is used. This choice is supported by the results obtained in [13] for only
slug flow, but applied to all the flow pattern regimes. As proved in [15], none of
68 different void fraction correlations (included Rouhani and Axelsson) is able to
predict experimental values with more than 45 % of uncertainty in a wide number
of experimental conditions, with different flow pattern structures. In addition, most
of the experimental results supporting the use of those correlation have historically
been developed for air-water and air-kerosene mixtures. Moreover, as proved in [1],
when J.M. Quiben and J.R. Thome [6] flow pattern model is applied to a case with
a different operation range, it predicts the pressure drop loss with the same degree
of exactitude than Grönnerud, Müller or Friedel correlations.
The last issue to remark, regarding pressure drop models based in flow pattern

maps, is the choice of the momentum pressure drop. In J.M. Quiben and J.R. Thome
[6], as well as in this work, a separated flow model is used. In Figure 10.17 the
predicted momentum pressure drop is shown, using three different models. A sep-
arated and a homogeneous model for the momentum pressure drop are used. The
separated model is tested with an homogeneous void fraction and using the Rouhani
and Axelsson void fraction model introduced in [9]. As can be seen, a difference
of almost 2 exist when using the separated model, compared with the homogeneous
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Figure 10.17: Momentum pressure drop for the “heated” test section (Diabatic). (Case 6
in the Table 10.2)

case. This figure also shows the large influence of the void fraction model in the
momentum pressure drop. In summary, it is proved that flow pattern based methods
can be significantly more precise than the most common methods. However, sev-
eral incompatibilities between the void fraction (slip velocity), momentum pressure
drop and flow pattern structures should be addressed in order to obtain a method that
accurately reflects the physical phenomena taking place in two-phase flow mixtures.

10.3 Local pressure drop
In this section, the pressure loss in an orifice valve is studied following the same

methodology presented before. First, the single-phase pressure drop is analysed.
Then, several pressure drop correlations for two-phase flow are compared with ex-
perimental data. Finally, a brief discussion about the results is presented.

10.3.1 The experimental data
The general conditions for the experimental data used in this section are:

• fluid: R134a
• Pout: 6.5 [bar]

• Q: 0-2000 [W]

• Gin: 0-3000 [kg/m2s]

• Dpiping = 12.5 [mm]
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Figure 10.18: Single-phase pressure drop at the orifice valve. (a) corresponds to the best
fitting of the constant K. (b) presents a comparison of several methods to estimate this
constant from geometrical characteristics.

• Dorifice = 3.0 [mm]

• l = 1.0 [mm] (Orifice Length)

The orifice valve used in this section, see Figure 9.9, is placed in a parallel con-
figuration respect to the “outlet pipe”, as shown in Figure 10.1. All the experimental
points are taken in steady-state conditions. A stabilisation period of some minutes
was waited before recording the data points.

10.3.2 Single phase characterisation

As explained in the Section A.2, the local single-phase pressure drop of an ori-
fice valve is characterised by a constant K. This constant is the analogous to the
Darcy friction factor, used in distributed pressure drop calculations. Thus, the total
pressure drop in the orifice is represented by

ΔP = K
G2

2ρl
(10.13)

In the Figure 10.18, the single-phase pressure drop for the valve described be-
fore is plotted. In this case, the fitted valve constant corresponds to K = 20 ± 1.
There exist, in the literature, several models to obtain the values of K based on the
geometrical characteristics of the orifice, see M. Fossa and G. Guglielmini [2], G.
Kojasoy et al. [4], A.J. Ward-Smith [11], T.A. Jankowski et al. [3], Gerd Urner [10].
Among them, Urner’s model is producing the best prediction of K, as shown in
Figure 10.18(b). In the following, the two-phase pressure drops in the orifice valve
are analysed.
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Case Q [W] Tin [Co]
1 1810 -15
2 1840 -8
3 1870 -2
4 1365 -15
5 1385 -8
6 1410 -2
7 910 -15
8 925 -8
9 930 -2

Table 10.5: Average inlet parameters for the experimental cases used to study the local
pressure drop in an orifice valve.

10.3.3 Two-phase characterisation

Remembering, the pressure drop for two-phase flow in an orifice valves is given
by

ΔPTP = ΔPL0Φ
2
TP (10.14)

whereΔPL0 is the single-phase pressure drop given by Eq. (10.13), using the liquid
density and Φ2

TP is the two-phase multiplier. Several correlations describing this
multiplier are described in Appendix A.2. The quality x at the valve is calculated
using the output from the heated test section model introduced in the Section 10.2.2.
In the following, a comparison of experimental and calculated results is presented.
In Table 10.5 the average values of the main thermo-hydraulic variables for the
experimental cases are shown.
The correlations given in Eqs. (A.20) to (A.21) are used to predict the two-phase

multiplier. In Figure 10.19, the calculated and the experimental points are compared.
In the same way as in the previous section, the percentage of well-predicted points
is used to characterize the different correlations. In Table 10.6, the percentage of
well predicted points within the 20 % and 5 % are shown. In accordance with these
results, Chisholm correlation is the most accurate, predicting almost 39 % of points
within the 5% of error. The second best performance is for Simpson correlation
with 35 % of well predicted points within 5 %.
In Figures 10.20 and 10.21 the predicted and experimental pressure drops are

plotted against the mass flow rate to compare the characteristic curves, for cases
number 1 and 6 in the Table 10.5. As can be seen, in an opposite way from the
distributed pressure drop models, the homogeneous approximation over-estimate in
all the cases the pressure drop.
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Figure 10.19: Two-phase pressure drop in the orifice valve. Comparison of the experimen-
tal and predicted values for each of the correlations.
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Figure 10.20: Two-phase pressure drop for the orifice valve. Comparison of predicted and
experimental pressure drops for case 1 in Table 10.5.
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Orifice valve
Model In 20 % range In 5 % range

Homogeneous 48.5 18.1
Morris 66.0 21.4

Simpson 86.5 34.4
Chisholm 92.0 38.7

Table 10.6: Adiabatic two-phase pressure drop in an orifice valve. Comparison of the
results uncertainties and confidence intervals for the different models.
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Figure 10.21: Two-phase pressure drop for the orifice valve. Comparison of predicted and
experimental pressure drops for case 6 in Table 10.5.

10.4 Summary

In this chapter an experimental investigation on the distributed and local pres-
sure drops was made. In addition, the experimental results were compared with
the most used pressure drop correlations in the literature. In the first part, the dis-
tributed pressure drop losses were analysed. A modification of the well known
Blasius-Colebrook correlation, for single-phase flows, was made in order to de-
scribed accurately the pressure drop on different sections of the experimental loop.
The two-phase flow pressure drops were analysed. Among the most used corre-
lations, Grönnerud proved to be the most accurate. An empirical correlation for
distributed two-phase pressure drop was proposed. Even if not of general applica-
tion, it proved to describe the pressure drop in the system more accurately than any
of the other correlation. Finally, the local pressure drops for single and two-phase
flows were analysed. Chisholm correlation was the most accurate predicting the
two-phase pressure drop in an orifice valve.
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CHAPTER XI

Experimental investigation of
two-phase flow instabilities

� In this last chapter two-phase flow instabilities are experimentally investigated.
The phenomena called density wave and pressure drop oscillations are studied. A
discussion of the nature of the involved phenomena in the occurrence of these phe-
nomena is made. The influence of flow patterns transitions and non-linear effects
are discussed. The interaction between different kinds of instabilities is studied. In
addition, the stability of the system is investigated both experimental and numeri-
cally. A comparison of the results is made and also extended to the occurrence of
high amplitude oscillations. Finally, the DWO stability limits are analysed experi-
mentally to characterise the influence of a compressible volume in the inlet of the
heated section.

11.1 Introduction
Several aspects of density wave and pressure drop oscillations were investigated

in previous chapters. In Chapter 2 the main instability mechanisms triggering these
phenomena were introduced. R.T. Lahey and D.A. Drew [4] (1980) made an exten-
sive review of the experimental and analytical research regarding the occurrence of
these phenomena. The need for more investigation on the interaction between dif-
ferent instability modes was presented as one of the main conclusions of that study.
On the other hand, other investigations discuss the need of more research in the in-
teraction of different instability modes [5]. In the last years several studies analysed
PDO experimentally [8, 16, 1, 2] and numerically [9, 10, 14, 6, 13, 7, 3]. How-
ever, even when in most of the cases DWO are observed during the occurrence of
PDO, very few studies on the interaction of these phenomena have been published.
It is also necessary to remark that none of the numerical models used to simulate
pressure drop oscillations in the past are able to describe DWO phenomenon. More
recently, [12] describes numerically a case of interaction between these two insta-
bility modes. However, the main focus of the investigation was the description of
DWO phenomenon.
The main objective of this chapter is to analyse the interaction between density
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wave and pressure drop oscillations, both experimentally and numerically. In Sec-
tion 11.2 this interaction is described experimentally. In Section 11.3 the modelling
of the experimental setup described in the last sections is presented. Moreover, the
experimental and numerical stability limits are compared. The description of large
amplitude oscillations is also presented. Finally in Section 11.4, the effects of the
compressible volume on the stability of density wave oscillations are studied.

11.2 PDO-DWO interaction
In this section the influence of density wave phenomena on pressure drop oscil-

lations is investigated. The main parameters used for the experiments presented in
this section are:

• Pout ≈ 8.3 [bar]

• Tin ≈ - 13 [oC]

• Q ≈ 1380 [W] (Uniform distribution)

• Gin ≈ 0-1500 [kg/m2s]

• LHS = 2 [m], DH : 5 [mm]

• Kout ≈ 20 (3 [mm] orifice)

• VS ≈ 9 [l]

11.2.1 Density wave mode

In the Figure 11.1 the transition from a stable operation point to an unstable
point is presented. In this case the power is uniformly distributed and kept con-
stant at ≈ 1380 [W]. The pump velocity is decreased until the unstable oscillatory
behaviour is observed. In the unstable state the system evolves into a periodic os-
cillation. This way of inducing the oscillation (constant power) is different from
the cases presented in Chapter 9. In this case the external characteristic is changed
(pump velocity) until the unstable state is achieved. These results will be useful to
analyse the interaction of DWO and PDO where the power is kept constant.
The characteristic time of these DWO is of approximately 6 seconds. No high-

order oscillations are founded, even when the flow was decreased sufficiently to
achieve the over-saturated conditions (dryout). As shown in 11.1, the shape of the
oscillation differs from a pure mode for large amplitude oscillations. However, it
should be remarked that this change of shape is not due to high-order modes but
it is the results of the non-linear terms. In addition, even when the amplitude of
the oscillation is significant, back-flow is not observed. In the next section, the
interaction of this phenomenon with the PDO in the same system is investigated.



11.2. PDO-DWO interaction 225

140 160 180 200 220 240 260 280 300
50

100

150

200

250

300

350

400

450

500

550

Time, [sec]

M
as

s 
flo

w
 ra

te
 [k

g/
m

2 s]

Figure 11.1: Density wave oscillations obtained by reducing the flow for a uniform heat of
1380 W. Over-saturated conditions in the outlet are achieved.

11.2.2 Pressure drop oscillation mode

In this section a surge tank of approximately 9 litres is used at the inlet of the test
section as described in Chapter 9. In the Figures 11.2(a) and 11.2 the evolution of
the flow before and after the surge tank is presented. The initial point corresponds
with the all liquid condition (G > 1200 [kg/m2s]). A quasi-steady evolution is in-
duced by decreasing the pump flow with a small slope (compared to the PDO and
DWO periods). As shown in these figures an unstable evolution is observed after
t = 1000 [s]. However, the amplitude of this phenomenon is small (< 10 %) and it
remains bounded. On the other hand, after t = 3000 [s] a fast transient phenomenon
takes the system completely out of the operation conditions and a high amplitude
oscillation is observed ( > 250 %). A detailed view of the fast transient phenomena
that triggers the high amplitude oscillations is presented in the Figure 11.3. As it
is possible to see the flow evolves to the negative region and back-flow takes place
in short time periods. In contrast with the DWO presented in the previous sections,
the oscillatory phenomenon present in this case is faster and stronger (larger am-
plitudes). In this case the external characteristic curve can be considered almost
horizontal since the surge tank decouples the effects of the pump (external charac-
teristic) and the boiling section (internal characteristic). In consequence, the DWO
mode becomes more unstable than the case analysed in the previous section (with-
out a compressible volume). In conclusion the system evolves in a DWO mode and
it triggers the high amplitude PDO. This phenomenon was already observed since in
most of the previous experimental cases both oscillation are reported to take place
at the same time. Nevertheless, most of the models used to simulate PDO in the
past do not take into account the mechanism that produce de DWO phenomenon.
The coupling between these phenomena is normally neglected in the assumption of
describing PDO as a pure and independent mode.



226 Chapter 11. Experimental investigation of two-phase flow instabilities

0 500 1000 1500 2000 2500 3000
−1500

−1000

−500

0

500

1000

1500

2000

Time, [sec]

M
as

s 
flo

w
 ra

te
 [k

g/
m

2 s]

G
1

(a) Inlet flow (before the tank)
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(b) Heated pipe flow (after the tank)

Figure 11.2: Evolution of mass flow before and after the compressible tank. Pressure drop
oscillations and density wave phenomena are observed.
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Figure 11.3: Detailed view of the mass flows after and before the compressible tank. The
pressure drop oscillations are triggered by density wave oscillations.

The phase diagram corresponding to the oscillatory state is presented in the Fig-
ure 11.4. The internal and external characteristic curves are also shown. The inter-
nal N-shape curve is measured and the external characteristic curve is extrapolated
from the oscillatory evolution (green line). In these diagrams, the area contained in
the two evolution figures (internal in blue and external in green) is representative
of the inertia terms which take place into the systems. As it is shown, the DWO
phenomena takes place in the left part of the figure. The interaction between the
different phenomena makes this kind of diagrams completely different from those
normally reported in previous studies. In conclusion, none of the models used in
the past to describe PDO is able to represent these physical phenomena. Further-
more is proved experimentally that even when DWO is faster than PDO, it gives the
necessary energy to provoke a high amplitude oscillation. Thus, the PDO cannot
be considered as a pure phenomena, not even when a large compressible volume is
considered, since it interacts via energy exchange with the DWO phenomenon.
Finally, the evolution of the system for a quasi-steady increase of the flow is

presented in the Figure 11.5. In contrast with the evolution presented in the Figure
11.2, in this case the high amplitude oscillations are observed in a wider region of
parameters, since the DWO phenomenon continues triggering PDO. Even in regions
where the system was stable in the case presented in Figure 11.2. The coupling
between these two phenomena avoids the system to go into a stable operation point.
The system becomes stable only after DWO disappears. In the following sections a
comparison between experimental and numerical results are presented.
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0 200 400 600 800 1000 1200 1400 1600 1800 2000
−1500

−1000

−500

0

500

1000

1500

2000

Time, [sec]

M
as

s 
flo

w
 ra

te
 [k

g/
m

2 s]

G1
G2

Figure 11.5: Evolution of the heated pipe and inlet flows. High amplitude pressure drop
oscillations triggered by density wave oscillations are present in the whole evolution of the
system.
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Figure 11.6: Scheme of the model used to describe the loop presented in Chapter 9.

11.3 Numerical validation
In Figure 11.6 it is shown the scheme of the model used in this chapter to de-

scribe the facility presented in Chapter 9. This model corresponds to the one intro-
duced in Chapter 8. The main difference is that the pressure drop and inertia of the
pipe connecting the surge tank with the loop (LS, DS) are taken into account. In
addition, the different diameters of the piping and the heated section are also mod-
elled. Several parameters such as the valves constants, pump response are estimated
from the measurement of the absolute pressures in the loop, as described in the next
sections. The mathematical formulation of this model was described in Section 8.2.
In the next sections, the most important features of this model are described.

11.3.1 Heated section model
The conservation equations for the heated section model were introduced in Eqs.

(7.7) to (7.9). The model used in this chapter is based on:

• Pressure drop correlation, Eq. (10.7): The pressure drop correlation for di-
abatic and adiabatic cases, developed in Chapter 10, is implemented in this
model.

• Back-flow boundary condition: In order to take into account the back-flow
phenomenon, the domain is extended at the inlet. In this new section an
adiabatic condition is assumed.

• Subcooled boiling model: P. Saha and N. Zuber [11] (1974).

11.3.2 Pump response
As explained in Chapter 9, during the experiments the outlet tank pressure (after

the condenser) is kept constant and it is used as the reference pressure by modifying
the saturation conditions in the condenser (temperature). Thus, it is possible to
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Figure 11.7: Experimental pump response. The green line corresponds to the Eq. (11.1)
and it is used for the numerical stability analysis.

get the pump response by measuring the pressure at the pump outlet and at the
tank. In Figure 11.7 this pressure difference vs. the mass flow rate, (PPump −
PTank) vs. (G1), it is plotted (black line). This characterisation is made during a
pressure drop oscillation, where it can be assumed that the external characteristic
is kept constant. Moreover, the hysteresis in the pump response curve is due to the
fluid inertia, as seen before. Several pump response curves were analysed and the
following expression was obtained

DPPump−Tank = 1.1 + A0
G4

1

G4
0

[bar] (11.1)

where A0 and G0 are two constants used to describe the average values of the pres-
sure drop and the mass flow during the oscillation. In the numerical analysis pre-
sented in the following section, G0 corresponds with the initial flow and A0 is the
constant such that the internal and the external characteristic curves intersect at the
flow G0. Finally, should be remarked that this equation is obtained when both by-
pass valves are completely closed, see Section 9.5.

11.3.3 Stability analysis
In this section the experimental and numerical stability maps are compared. The

setup used in this section has the following characteristics:

• Pout ≈ 6.5 [bar]
• Tin ≈ 0 – -15 [oC]
• Q ≈ 0-1380 [W] (Uniform distribution)
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• Gin ≈ 0-1500 [kg/m2s]

• LHS = 1.65 [m], L1 ≈ 6 [m], L2 ≈ 1.5 [m], L3 ≈ 1.5 [m]
• DH = 5 [mm], Dpiping = 12.4 [mm]

• LS = 0.5 [m], DS = 5 [mm]

• K1 ≈ 5, K2 ≈ 15
• VS ≈ 9 [l]

In contrast with the experimental cases presented in the last section, in this case
the outlet test section is used instead of the orifice valve, as described in Chapter 10.
The numerical stability was performed using the following numerical parameters:
Δt = 2 10−1 [sec], Oz = 4 andOt = 4,Ne = 80 and the maximum non-linear error,
as described in Eq. (3.26), is εNL = 10−8.
In Figures 11.8(a) and 11.8(b) the numerical stability maps for the PDO and

DWO modes are plotted. This stability map was constructed using 128 simulation
cases. These stability limits are obtained in the same way as the limits presented in
Chapter 6. In Figure 11.9 a comparison between the numerical and the experimental
stability limits is presented. As can be seen, the used model predicts the PDO
stability limit with a good degree of accuracy. In addition, the stability limit for
the occurrence of the DWOII mode is predicted in a conservative manner. This
last fact is in agreement with the results obtained in [15] using the homogeneous
model in a low pressure system. Regarding the performance of this model compared
with the simpler lumped models used in the literature, described on Chapter 8, it is
necessary to remark the fact that none of the previous models are able to describe
or predict density wave oscillations. Moreover, the application of those models
[13, 7, 6, 9, 10, 16, 1, 8, 2] can not be extended to industrial systems, since they are
only focused in the physical mechanisms involved with the PDO mode.
Regarding the current used model it should be noticed that, apart from the errors

in the parameter values, there are several important differences between the numer-
ical and experimental cases. For example, the model used for the compressible
volume supposes nitrogen as a perfect gas at constant temperature. Thus, in order
to improve the description of the stability limits a better model of the tank (nitrogen
and R134a, not constant temperature) should be used. Regarding the heated section
model, the effects of slip and wall heat transfer could also improve the accuracy
of the results, especially to describe the DWO mode. Finally, there are dynamic
phenomena such as the triggering of DWO by sudden flow pattern transitions, that
this model is not able to describe and as proved in the last section can provoke the
occurrence of high amplitude PDO.

11.3.4 Large amplitude oscillations
In this section a comparison between a simulation and the experimental evolu-

tion of a large amplitude oscillation is presented. In the numerical simulation the
hp-adaptation strategy was used in order to improve the computational time. The
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Figure 11.8: Stability maps for the density wave and pressure drop oscillations modes.

adaptive strategy corresponds to varying the time step between Δt = 5 10−2 [sec]
and Δt = 5 10−1 [sec] with a multiplicative factor of 2. A constant high order
for both time and space, Oz = 4 and Ot = 4 is used. The number of elements in
which the space is discretized is Ne = 120 and the maximum non-linear error is
εNL = 10−8.
In Figure 11.10 the experimental case is shown. The measured absolute pressure

in different points of the loop are shown in Figure 11.10(a), following the nomen-
clature of Figure 11.6. As can be seen the time response of the pressure-meters is
not enough to describe properly the DWO mode. In addition, it is possible to see
that the outlet tank pressure (reference) is not constant during the oscillation. Thus
the assumption of a constant pressure is not fulfilled for large amplitude oscilla-
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tions. In Figure 11.10(b) the measured mass flow before and after the surge tank are
presented. In Figure 11.11 the simulated values for the absolute pressures and the
mass flow rates are shown. The main difference between the experimental and the
numerical case is that in the simulations the mass flow is slightly smaller than the
experimental case. In addition, as described in the previous section, the numerical
simulation is more unstable for the DWO mode. As shown in the figure, the DWO
mode is observed during a longer time than for the experimental case. Furthermore,
the influence of the DWO mode in the G1 seems to be exaggerated in the numerical
case. This effect can be seen in Figure 11.11(b). As commented in the last section,
there are still several modelling issues that can be improved for a better description
of the physical phenomena in the system. However, most of the complex phenom-
ena which take place in the experimental example are also reflected in the numerical
results. For example the back-flow, the interaction between PDO and DWO modes
and the phase-shift of the inlet and outlet variables. Most of these effects are not
represented by the models used in the past to describe PDO mode.

11.4 Experimental stability analysis of the DWOmode
In this last section, the effects of the compressible volume on the stability of

the DWO mode is analysed. In addition, the hysteresis of the DWO phenomenon is
studied experimentally. The characteristics of the experimental setup are:

• Pout ≈ 7 [bar]
• Tin ≈ 20 – -15 [oC]
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• Q ≈ 1380 [W] (Uniform distribution)

• Gin ≈ 0-1500 [kg/m2s]

• LHS = 1.65 [m], L1 ≈ 6 [m], L2 ≈ 1.5 [m], L3 ≈ 1.5 [m]

• DH = 5 [mm], Dpiping = 12.4 [mm]

• LS = 0.5 [m], DS = 5 [mm]

• K1 ≈ 5, K2 ≈ 15
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Figure 11.10: Experimental absolute pressures (a) and mass flow rates (b) during a large
amplitude oscillation.
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• VS ≈ 8 [l]
the one meter outlet section is used as a external pressure drop. Moreover, the
pump by-pass valve was opened in order to destabilise the DWO mode when no
compressible volume is used.

11.4.1 Compressibility volume effects
In this section the occurrence of DWO in the system previously described is

studied. The main idea is to analyse the effects of the compressible volume on the
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Figure 11.11: Numerical absolute pressures (a) and mass flow rates (b) during a large
amplitude oscillation.
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stability limits. In Chapter 7 these effects were analysed numerically. In Figure
11.12 the effect of the compressible volume on the stability limits is shown. The
stability limits for two cases, with and without the compressible volume, are plot-
ted. As can be seen, the compressible volume have a high destabilising effect on
the DWO mode. This same conclusion was obtained in the numerical analysis of
Chapter 7. In this experimental cases no high-order modes (DWOIII) are observed.

11.5 Summary

In this chapter density wave and pressure drop oscillations were investigated
both experimental and numerically. The interaction between these two phenomena
were experimentally studied. It was proved that the occurrence of PDO it is directly
related to the DWO phenomenon. In all the cases the DWO mode triggers a high
amplitude PDO. In addition, the stability of PDO and DWOwas also analysed using
the model described in previous chapters. Numerical and experimental stability
limits were compared. In the PDO mode the agreement between these the two
limits was good. Moreover, for the DWO mode the predicted stability limit was
conservative. In addition, the results of a high amplitude PDO with imposed DWO
were used to validate the numerical model. Most of the fundamental mechanisms
taking place in the experimental results were well described in the simulated case.
In the last part of the chapter, the effects of the compressible volume in the stability
limits of DWO were studied. It was demonstrated that the inlet compressibility
notably reduces the stability of the system. This last result is in accordance with the
numerical analysis presented in Chapter 7.



BIBLIOGRAPHY 237

Bibliography
[1] GUO L., Z.P.FENG , AND X.J.CHEN . Pressure drop oscillation of steam-

water two-phase flow in a helically coiled tube. Int. J. of Heat and Mass
Transfer, 44:1555–1564, 2001. (Cited on page 223, 231)

[2] KAKAC S. AND BON B. A review of two-phase flow dynamic instabilities
in tube boiling systems. Int. Journal Heat Mass Tranfer, 51:399–433, 2007.
(Cited on page 223, 231)

[3] KAKAC S. AND CAO L. Analysis of convective two-phase flow instabilities
in vertical and horizontal in-tube boiling systems. Int. Journal Heat Mass
Transfer, 52:3984–3993, 2009. (Cited on page 223)

[4] LAHEY R. AND DREW D. An assesstment of the literature related to LWR in-
stability modes. Technical Report NUREG/CR-1414, Rensselaer Polytechnic
Institute, U.S. Nuclear Regulatory Commission, 1980. (Cited on page 223)

[5] LAHEY R. AND PODOWSKI M. On the analysis of varius instabilities in
two-phase flows. Multiphase Science and Technology, pages 183–370, 1989.
(Cited on page 223)

[6] LIU H., KOCAK H., AND KAKAC S. Dynamical analysis of pressure-drop
type oscillations with planar model. Int.J. Multiphase Flow, 20:1129–1142,
1995. (Cited on page 223, 231)

[7] MAWASHA P. AND GROSS R. Periodic oscillations in a horizontal single
boiling channel with thermal wall capacity. Int. J. of Heat and Fluid Flow, 22:
643–649, 2001. (Cited on page 223, 231)

[8] O.KOMAKLI , KARSLI S., AND YILMAZ M. Experimental investigation of
two-phase flow instabilities in a horizontal in tube boiling system. Energy
Conversion and Management, 43:249–268, 2002. (Cited on page 223, 231)

[9] PADKI M., LIU H., AND KAKAC S. Two-phase flow pressure drop type and
thermal oscillations. Int. Journal of heat and fluid flow, 12:240–248, 1991.
(Cited on page 223, 231)

[10] PADKI M., PALMER K., KAKAC S., AND VEZIROGLU T. Bifurcation analy-
sis of pressure-drop oscillations and the ledinegg instability. Int. Journal Heat
Mass Transfer, 35:525–532, 1992. (Cited on page 223, 231)

[11] SAHA P. AND ZUBER N. Point of net vapor generation and vapor void fraction
in subcooled boiling. Procedings of the fifth International Heat Tranfer, B4.7:
175–179, 1974. (Cited on page 229)

[12] SCHLICHTING W., LAHEY R., AND PODOWSKI M. An analysis of inter-
acting instability modes, in phase change system. Nuclear Engineering and
Design, 240:3178–3201, 2010. (Cited on page 223)



238 Chapter 11. Experimental investigation of two-phase flow instabilities

[13] SRINIVAS B. AND PUSHPAVANAM S. Determining parameters where pres-
sure drop oscillations occur in a boiling channel using singularity theory and
the d-partition method. Chemical Engineering Science, 55:3771–3783, 2000.
(Cited on page 223, 231)

[14] XIAO M., CHEN X. J., ZHANG M. Y., VEZIROGLU T. N., AND KAKAC S.
A multivariable linear investigation of two-phase flow instabilities in parallel
boiling channels under high pressure. Int. J. Multiphase Flow, 19:65–77, 1993.
(Cited on page 223)

[15] YUN G., JUN H., GENGLEI X., AND HEYI Z. Experiment investigation
on two-phase flow instability in a parallel twin-channel system. Annals of
Nuclear Energy, 37:1281–1289, 2010. (Cited on page 231)

[16] YUNCU H. An experimental and theorethical study of density wave and pres-
sure drop oscillations. Heat transfer engineering, 11:45–56, 1990. (Cited on
page 223, 231)



PART IV

Final Remarks
& Conclusions





CHAPTER XII

Conclusions

� The main conclusions and recommendations for future work are described here
based in the analysis and discussions presented in the previous chapters.

12.1 About this work
The main goal of this work was to analyse the occurrence of instabilities in two-

phase flow components. The partial results obtained along the thesis can be found at
the end of each chapter. In the next sections only the main conclusions, observations
and remarks are presented. As this work was split in four different parts, the same
division will be used to present the conclusions.

12.2 Literature review
In this first part of the thesis (Chapter 2), an extensive review on two-phase

flow instabilities was presented. A detailed description of the main mechanism
involved in the occurrence two-phase flow instabilities has been given. Moreover,
several experimental and analytical works were used to expose the current state of
the research in the open literature. A discussion on the problems, challenges, and
needs was presented.

12.3 Part I : Numerical investigation
The use of the least squares method was presented as an attractive alternative

to solve general thermo-hydraulic problems. A hp-adaptive time-space spectral
method was discussed for simulating a natural circulation loop given by the so called
Welander’s problem. This method has shown to be quite robust for solving this kind
of problems using different order of approximation and discretization. It was also
shown that low order discretization approaches can affect the nature of the problem
by damping the dynamics of an unstable case. In addition, it was proved that the use
of an adaptive strategy reduces significantly the computational costs. Furthermore,
the main structure of a general hp-adaptive method used to solve transient two-phase
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problems was presented. The stability of the solver was tested using a shock-tube
problem example in which the propagation of discontinuities is simulated.

12.4 Part II:Modelling of two-phase flow instabilities
The transient evolution of flow excursion instability (Ledinegg) was analysed.

The dynamic changes of the characteristic pressure drop vs. flow rate curve due to
delays in the propagation of the enthalpy information were studied. Furthermore,
the occurrence of Ledinegg and density wave instabilities were discussed for the
cases of boiling and condensing systems. The stability limits for the occurrence
of these two phenomena (Ledinegg and DWO) were obtained and compared with
previous simplified criteria. In the case of condensing systems, it was found that
due to the characteristic positive slope of the density profile, it is not possible to
find frictional density wave phenomenon (DWOII).
Respect to the stability of density wave instability, several external parameters

(external to the heated section) such as fluid inertia in pipes, compressible gases
and pump response were introduced in a simple model. It was found that the inlet
inertia (longer inlet pipes) increases the stability of the system. On the contrary,
the increase of the outlet inertia (longer outlet pipes) the stability of the system was
not just decreased but also high-order oscillations (DWOIII) were induced. The oc-
currence of high-order oscillation modes was analysed. The effect of compressible
gases in the system was also studied. It was proved that a compressible volume
upstream from the heated section produces a high destabilising effect for both Ledi-
negg and density wave instabilities. In contrast, when the compressible volume was
placed downstream of the heated section, then the system becomes more stable.
Pressure drop oscillations and its relation with density wave oscillations was

investigated numerically. A comparison of the results using a dynamic and a steady-
state models was presented and some remarkable differences were founded. While
the steady state predicted periodic oscillations for any size of compressible volume,
the dynamic model predicts a transition between stable and unstable depending on
the amount of compressible volume, as seen experimentally. The effects of a com-
pressible volume in different parts of the system were studied. For the case of
upstream compressible volume, the occurrence of pressure drop oscillations was re-
ported. In contrast, when the compressible volumes were located downstream from
the heated section, no PDO were found.

12.5 Part III: The experimental investigation
The complete design of a horizontal forced convection loop to study two-phase

flow instabilities was presented and a review of the necessary theoretical basis for
the safe design of two-phase components was made. Some experimental results of
the final design loop are used in order to compare with the theoretical analysis made
in the design.
In the last part of this work, an experimental investigation on the distributed and

local pressure drops is made. The experimental results were compared with pressure
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drop correlations used in the literature. Moreover, a correlation for the distributed
pressure drop in the loop was proposed and compared with the experimental data,
proving to be more accurate than other correlations in this case.
Finally, density wave and pressure drop oscillations were investigated experi-

mentally. The main focus of this experimental study was to described the interac-
tion between these two oscillations modes. Several aspects of this interaction were
addressed. Moreover, a comparison of the experimental and the numerical stability
limits was made. For the density wave phenomenon, the numerical stability limit
were found to be conservative respect of the experimental values. On the other hand,
the pressure drop oscillation stability limit was predicted very accurately. A dis-
cussion about improvement of the two-phase flow modelling necessary to describe
better these phenomena is presented.

12.6 Future works
From the results and conclusions obtained in this work, it is evident that further

research is still needed in order to extend the researching directions posed in this
work.

Regarding the numerical aspects, this work only showed that it is possible to use
high-order methods and adaptive techniques in the simulation of thermo-hydraulic
systems. Moreover, further effort should be directed in the application of these tools
to other formulations. In addition, the extension of these concepts in the analysis of
other thermo-hydraulic problems can be also used to generalise the application of
the described high-order methods.

Respect to the modelling of transient two-phase flow systems, several aspects
need to be improved. Further work is needed on the modelling of the interaction
between the different instabilities. According to that, the treatment of these phenom-
ena in a separated manner should be avoided, since there is a lot of experimental
evidences proving that different modes interact with each other in real systems.
In addition, as presented in the literature review of Chapter 2, there is a large

amount of investigations analysing the same effects (e.g. system pressure, inlet/out-
let throttling, etc.) while there is still a huge number of parameters from real systems
that are not considered in the numerical investigations (e.g. fluid inertia, compress-
ible gases, external components response, etc.). Thus more effort should be made
in the analysis of these parameters.

Regarding the experimental investigation, more research is still needed in the
understanding of the mechanisms causing DWOIII . The involved physical mecha-
nisms can be analysed by using test sections where the momentum pressure drop
term is dominating.
In addition, more experimental research is needed regarding the interaction of

PDO-DWO and in general analysing the interaction of different instabilities. Finally,
the investigation of several parameters as the fluid inertia and the compressible vol-
umes in two-phase flow instabilities is still necessary.
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Finally, the use of different models in the resolution of this kind of problems is
well investigated. However, most of the models depend on empirical correlations
(e.g. pressure drop, heat transfer) that are developed in steady-state conditions. Fur-
ther research should be made in the studying of the transient effects influence on the
existing closure laws.
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APPENDIX A

Pressure drop correlations for
two-phase flows

The field of two-phase flow is empirically based, since it must rely heavily on
correlations synthesised from experimental data. The prediction of pressure drop is
a particularly good example of the empirical basis of these calculations. In flowing
two-phase systems, it has been observed experimentally that for a given mass flux,
the pressure drop can be much greater than for a corresponding single-phase sys-
tem. The classical approach, which has been taken to correlate two-phase frictional
losses, is to multiply the equivalent saturated single-phase pressure loss by an em-
pirical multiplier, Φ2

TP , which is a function of at least quality and system pressure.
That is,

ΔPfric = Φ2
TPΔPL0 (A.1)

A.1 Distributed pressure drop correlations

A.1.1 Homogeneous
As explained in [8], the homogeneous friction factor can be expressed as

Φ2
Hom =

[
1 + x

(
ρl
ρg

− 1

)][
1 + x

(
μl

μg

− 1

)]−0.25

(A.2)

A.1.2 Lockhart and Martinelli
Introduced [4], the Lockhard and Martinelli correlation is calculated as

ΔPfric =

{
Φ2

LttΔPL ReL > 4000

Φ2
GttΔPG ReL < 4000

(A.3)

Φ2
Ltt = 1 +

C

Xtt

+
1

X2
tt

(A.4)

Φ2
Gtt = 1 + CXtt +X2

tt (A.5)

where Xtt is the Martinelli parameter, in the turbulent regimes is defined as
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Xtt =

(
1− x

x

)0.9(
ρg
ρl

)0.5(
μl

μg

)0.1

(A.6)

The value of C is given by

Liquid Gas C
Turbulent Turbulent 20
Laminar Turbulent 12
Turbulent Laminar 10
Laminar Laminar 5

A.1.3 Friedel
The two-phase multiplier given for the Friedel correlation [2]

Φ2
Fr = E +

3.24FH

Fr0.045H We0.035L

(A.7)

and the rest of the variables given by

FrH =
G2

gDHρ2H
(A.8)

E = (1− x)2 + x2ρlfg
ρgfl

(A.9)

F = x0.78(1− x)0.224 (A.10)

H =

(
ρl
ρg

)0.91(
μg

μl

)0.19(
1− μg

μl

)0.7

(A.11)

WeL =
G2DH

σρH
(A.12)

ρH =

(
x

ρg
+

1− x

ρl

)−1

(A.13)

This correlation is typically used when the ratio (μl/μg) is less than 1000.

A.1.4 Grönnerud
Grönnerud correlation, presented in [3], is given by the following expression

Φ2
Gro = 1 + (

dp

dz
)Fr

[
( ρl
ρg
)

( μl

μg
)0.25

− 1

]
(A.14)

with
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(
dp

dz
)Fr = fFr

[
x+ 4(x1.8 − x10f 0.5

Fr )
]

(A.15)

fFr = Fr0.3L + 0.0055(ln
1

FrL
)2 (A.16)

FrL =
G2

gDHρ2l
(A.17)

A.1.5 Müller-Steinhagen and Heck
Presented in [6] and characterised by its simplicity the Müller-Steinhagen and

Heck correlation is given by

Φ2
Mu = (1 + 2 (1− ψ) x) (1− x)1/3 + ψx3 (A.18)

with

ψ =

(
∂P

∂z

)
G0(

∂P

∂z

)
L0

(A.19)

A.2 Local pressure drop correlations
Following the same method as used to calculate distributed pressure drop, a

multiplicator factor is used in order to calculate a local pressure drop loss, given by
Eq. (A.1).

A.2.1 Homogeneous
As presented in [8], it is expressed as

Φ2
homogeneous = 1 + x

(
ρl
ρg

− 1

)
(A.20)

A.2.2 Simpson
The Simpson model [7] is used for large pipes (up to 127 [mm]) assuming sepa-

rated flow.

Φ2
simpson = [1 + x (S − 1)]

[
1 + x

(
S5 − 1

)]
(A.21)

with

S =

(
ρL
ρV

)y

(A.22)
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where the exponent y ranges from 0 in case of homogeneous flow to 0.5 for max-
imum slip. H.C. Simpson et al. [7] proposed a value of 1/6 based in their own
experimental data.

A.2.3 Morris
First introduced in [5], The Morris multiplier can be written as

Φ2
morris =

[
x
ρL
ρV

+ S (1− x)

] [
x+

(
1− x

S

)(
(S − 1)2

(ρL/ρV )
1/2 − 1

)]
(A.23)

The value of the slip ratio is given by

S =

[
1 + x

(
ρL
ρV

− 1

)] 1

2

if χtt > 1 (A.24)

S =

(
ρL
ρV

) 1

4

if χtt < 1 (A.25)

where the Lockart and Martinelli parameter is evaluated as

χtt =

(
1− x

x

)(2−n)/2(
ρV
ρL

)0.5(
μL

μG

)n/2

(A.26)

A.2.4 Chisholm
Chisholm correlation [1], is calculated as

Φ2
chrisholm = 1 +

(
ρL
ρV

− 1

)[
Bx (1− x) + x2

]
(A.27)

In the case of orifice valves, the parameter B is assumed

B = 0.5 s/d < 0.5 (A.28)
B = 1.5 s/d > 0.5 (A.29)

where s is the length and d the internal diameter of the orifice.
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APPENDIX B

Power measurement error estimation

From Eqs. (9.10) and (9.11)

ΔQreal =

∣∣∣∣ ∂Qreal

∂ΨThermal

∣∣∣∣ΔΨThermal +

∣∣∣∣ ∂Qreal

∂ΦAC/DC

∣∣∣∣ΔΦAC/DC ...

+

∣∣∣∣∂Qreal

∂Vcal

∣∣∣∣ΔVcal +

∣∣∣∣∂Qreal

∂Ical

∣∣∣∣ΔIcal (B.1)

using the expression of the relative error (ε) it is obtained,

ΔQreal

Qreal

= εQreal = εΨThermal + εΦAC/DC + εVcal + εIcal (B.2)

From Eq. (9.12) and neglecting the length error, the relative error of ΨThermal

can be obtained as

εΨThermal = εDT12 + εG =
ΔDT12

DT12

+
ΔG

G
(B.3)

Moreover, using the maximum errors from Table 9.3 for the temperature and
flow, taking DT12 as the difference between the inlet temperature and the first ther-
mocouple value (T13 in Figure 9.6) and assuming that theΨThermal will be measured
with a electrical power bigger than 200 W (ΔT = 10 oC), then

ΔDT12

DT12

=
2 ΔT

T13 − Tin

<
2 0.1

10

[oC]

[oC]
= 2% (B.4)

ΔG

G
<

0.01

0.5

[l/min]

[l/min]
= 2% (B.5)

On the other hand, from Figures 9.11(a) to 9.11(c) the errors of ΦAC/DC , Vcal

and Ical are estimated as

ΔΦAC/DC

ΦAC/DC

< 4% (B.6)

ΔVcal

Vcal

< 0.5% (B.7)

ΔIcal
Ical

< 1% (B.8)
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where is assumed an electrical power higher than 200 W (40 W each section).
Finally, replacing these values in Eq. (B.2) the accuracy of the real heat is esti-

mated as

ΔQreal ≈ 20[W ] εQreal < 10% (B.9)

It is important to remark that the accuracy of the power measure chain was taken
assuming a power higher than 200 [W], for smaller powers then the measurement
could be less accurate.
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