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Abstract

Related to the technology of CO2 capture, transport, and storage (CCS), an accurate trans-
port model which predicts the behaviour of carbon-dioxide mixtures during steady-state and
transient situations, is needed. A correct estimation of the frictional pressure-drop is an
important part of such a model.

A homogenous friction-model, the Friedel model [20], and the Cheng et al. model [8] have
been compared with six steady-state experiments using pure CO2 [24]. The experiments were
nearly adiabatic and within the following range: mass velocities from 1058 to 1663 kg/m2s,
saturated temperatures from 3.8 to 17 ◦C (reduced pressures from 0.52 to 0.72), vapor frac-
tions from 0.099 to 0.742, and pipe diameter of 10 mm. The Friedel model was found to be
the most accurate model with a standard deviation of 9.7 % versus 55.74 % for the Cheng et
al. model and 29.18 % for the homogenous model.

The selected friction models were implemented into a numerical model for pipe flow of multi-
phase CO2, and one of the mentioned experiments [24] was reproduced. The result illustrates
how the accuracy of the friction model is even more important when used as a part of the
complete transport-model. This is mainly because the friction model and other sub-models,
such as the equation of state, are coupled. During the implementation of the Cheng et al.
model, certain errors in the original paper [8] were found and corrected.

In the case of a transient flow, the influence of the friction model and the associated slip
relation, were explored. It was shown that wave speeds strongly depends on the slip relation
used. The friction model itself will indirectly affect the wave speed. This is mainly because of
the reduced fluid velocity arising when the driving force across the wave is reduced. However,
the main effect of the friction model is the pressure gradient arising in regions where the
velocity is non-zero.
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Sammendrag

I forbindelse med fangst, transport og lagring av CO2 (CCS), vil det være behov for en
nøyaktig modell som beskriver flerfase-transport av CO2. En korrekt prediksjon av frik-
sjonstrykktapet vil være en viktig del av en slik modell.

En homogen friksjonsmodell, Friedel-modellen [20] og Cheng et al.-modellen [8] har blitt
sammenliknet med seks stasjonære eksperimenter for ren CO2 [24]. Eksperimentene ble kjørt
under adiabatiske forhold og med en massefluks mellom 1058 og 1663 kg/m2s, likevekts-
temperatur mellom 3.8 og 17 ◦C (redusert trykk mellom 0.52 og 0.72), strømmende massefrak-
sjon mellom 0.099 og 0.742 og en indre rørdiameter p̊a 10 mm. For de gitte strømningsforholdene
[24], var Friedel-modellen den mest nøyaktige med et standardavvik p̊a 9.7 %. For Cheng
at al.-modellen og den homogene modellen var standardavviket p̊a henholdsvis 55.74 % og
29.18 % .

Friksjonsmodellene ble videre implementert i en numerisk transportmodell for flerfase CO2,
og et av de nevnte eksperimentene [24] ble simulert. Resultatene illustrerer at friksjonsmodell-
nøyaktigheten er enda viktigere n̊ar den benyttes som som en del av en større modell.
Hoved̊arsaken til dette er at friksjonsmodellen og andre sub-modeller, som for eksempel til-
standslikningen, er koplet. Under implementeringen av Cheng et al. modellen ble enkelte feil
i orginalartikkelen [8] funnet og rettet opp.

Hvordan friksjonsmodeller og de tilhørende slipp-modellene p̊avirker en transient strømning,
har blitt undersøkt. Det ble vist at bølgehastighetene avhenger sterkt av slipp-modellen.
Friksjonsmodellen vil p̊avirke bølgehastighetene indirekte. Dette skyldes først og fremst en
reduksjon i fluidhastigheten, som følge av at trykkfallet over bølgene vil avta. Hovedeffekten
av friksjonsmodellen vil være trykkgradienten som oppst̊ar der fluidet strømmer.
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Chapter 1

Introduction

1.1 Background

1.1.1 Global warming and greenhouse gas emissions

The world is facing a complex and challenging problem, that is the climate change. Scientists
agree that the climate change is mainly caused by the increasing amount of greenhouse gasses
(GHG) in the atmosphere produced by human activities, such as the extensive use of fossil
fuels. Deep cuts in global emissions are required in order to avoid a further warming of the
climate. However, an increasing amount energy is needed in the future, and the use of fossil
fuels will probably remain the dominant source of energy for many years to come [3].

1.1.2 CO2 capture and storage (CCS)

According to IPCC (the Intergovernmental Panel on Climate Change), CO2 emission is the
most important GHG in terms of quantity (see Figure 1.1). This is the motivation for the
technology named CO2 Capture and Storage (CCS). CO2 is 1) captured at the power plants
or from other industrial applications, 2) transported and then, 3) injected and stored in ge-
ological formations underground. Thus, problems related to the use of fossil fuel is reduced.

Injection of CO2 into reservoirs for Enhanced Oil Recovery (EOR) has been done since the
1970s, there are by now eight commercial-scale CCS projects in operation around the globe1

and the capacity for storage is considered to be large and safe. Thus, the technology of CCS
is regarded promising [18, 19, 23]. However, there are still several challenges in all the three
fields mentioned above, – capture, transportation and storage. This report will only consider
topics related to CO2 transportation.

1Val Verde Natural Gas Plants (USA), Enid Fertilizer (USA), Shute Creek Gas Processing Facility (USA),
Sleipner CO2 Injection (Norway), Great Plains Synfuels Plant and Weyburn-Midale Project (Canada), In
Salah CO2 Storage (Algeria), Snøhvit CO2 Injection (Norway), and Century Plant (USA) [22]
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1.1. BACKGROUND 1 Introduction

Figure 1.1: Total anthropogenic GHG emissions in 2004 in terms of CO2-equivalents [31]. As
seen, most of the emissions is CO2 (76.7%).

1.1.3 CO2 transport

Once the CO2 is captured, it has to be transported to the place where it will be injected
and stored. Current means of transport are trucks, rail, ships and pipelines. The latter
is the most common when dealing with large quantities and relatively long distances2. By
compressing the CO2 to about 150 bars, it will be super-critical. In this state the CO2 has
a relatively high density and low viscosity. This makes the transportation efficient.

Even though there exists a lot of experience concerning transportation of CO2 in pipes, there
are some differences between the existing pipelines and the future pipelines. First of all, the
current experience is related to EOR and transportation of relatively pure CO2. In the case
of CCS, larger amount of impurities may be present. This will change the properties of the
fluid and hence the behavior of the flow. Another challenge is related to safety. Today, most
of the pipelines are found in sparsely populated areas while future pipeline networks will most
probably go through densely populated areas [23]. The consequences of failures will therefore
be more serious. In order to make the transportation safe and efficient, accurate models which
predict the behavior of CO2 mixtures in different situations are needed. Situations such as
steady-state transport and transient incidents, like a depressurization of a pipeline, are of
interest.

2Existing long-distance pipelines are between 100 km and 1000 km [35]
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1 Introduction 1.2. PROBLEM DESCRIPTION

1.2 Problem description

In order to predict the behavior of CO2 pipe-flows, a transport model describing multiphase
multicomponent mixtures is needed. SINTEF Energy Research, Department of Gas Technol-
ogy, is currently developing such a numerical model. Throughout this report, this model will
be referred to as the CO2-transport (COTT) model or the CO2-transport (COTT) code. The
main objective of this master’s thesis is to investigate one specific part of the CO2-transport
model, – that is the modeling of the pressure drop arising in pipe flows due to frictional forces.

In many circumstances, a correct estimation of friction is crucial. First of all, the pipes of
interest (see Appendix D) may be relatively long, often many hundreds kilometers. Thus,
the estimated frictional pressure-drop per meter have a huge impact on the total required
pumping power. Another important issue is that other flow variables and fluid properties are
quite sensitive to the pressure in the pipe. For instance, if the pressure is not estimated cor-
rectly, neither will the temperature, the flowing vapor-fraction or any of the fluid properties.
This issue is related to a concern arising during a depressurization of a pipeline, where both
the pressure and the temperature will drop. A large temperature drop can make the steel
pipe brittle, cracks may emerge and leakage may be the result. Friction will affect the size
of the pressure drop. Therefore an accurate prediction of the frictional effect is essential.

In particular, the following questions are to be asked:

1. What friction model will most accurately describe the frictional pressure-drop arising
in pipelines for carbon dioxide transport?

2. How will the friction model perform when used as a part of the complete CO2-transport
model?

3. How and how much does the choice of friction model, and the associated slip relation,
affect a transient flow?
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1.3 Survey of the report

The questions in Section 1.2 will be answered by performing the following three tasks:

• Compare steady-state pressure-drop experiments with results obtained using selected
friction models.

• Implement the selected friction correlations in the COTT model, perform a simulation,
and compare with experimental data.

• Perform a transient simulation using the COTT code. Investigate how transient phe-
nomena are affected by the choice of friction model and the associated slip correlation.

The first part of this report (Chapter 2–5) presents theory needed to understand the COTT
model and the nature of friction forces and frictional modeling. In addition, the friction
models used in this report, that is the Friedel model [20] and the Cheng et al. model [8], will
be described in detail.

The second part of this report (Chapter 6-8) describes the implementation and verification
of the Cheng et al. model, the experimental data used and the uncertainty related to the
experiments.

The last part of this report (Chapter 9-11) presents the set-up and results for the above
mentioned tasks.

Further work and the main conclusions are summarized in Chapter 12.
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Chapter 2

Multiphase flow

The simplest multiphase flow is a two-phase flow. It consists of two different phases and
can be a solid/liquid flow, a solid/gas flow or a gas/liquid flow. This report will consider a
two-phase gas/liquid flow since this is typically what is present during transient situations
and steady-state transport of pure CO2.

2.1 Flow patterns

Two-phase flows are often categorized based on the geometrical structure of the flow. The
structures are called flow patterns and some of the most common patterns are illustrated in
Figure 2.1.

Figure 2.1: Two-phase flow patterns in horizontal flow [37, Ch.12].
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2.2. TWO-PHASE PARAMETERS 2 Multiphase flow

2.2 Two-phase parameters

In order to describe the two-phase flow in a mathematical manner, the following parameters
are typically used (when the flow is treated as one dimensional):

The volume fraction (void fraction): is the cross sectional area occupied by phase k
divided by the total cross-sectional area.

αk ≡
Ak
Atot

=
Ak

Al + Ag
, (2.1)

where k takes on the values g and l, representing the gas and liquid phase respectively. The
term void fraction refer to the gas volume fraction.

The component volumetric-flux: is the volume flow of phase k divided by the total cross
sectional area, Atot. This is sometimes called the superficial component-velocity [5, Ch. 1,
p3].

jk ≡ αkuk (2.2)

The total volumetric flux: is the sum of all the volumetric fluxes.

j ≡ jg + jl (2.3)

The drift velocity: is the velocity of component k in the frame of reference moving at the
velocity equal to the total volumetric flux [5, Ch.1, p5].

uJ,k ≡ uk − j (2.4)

The component mass-flux: is the mass flow of species k divided by the total cross sectional
area.

Gk ≡
ṁk

Atot
= ukρkαk = jkρk (2.5)

The total mass-flux (mass velocity): is the sum of all the component mass-fluxes.

G ≡ Gg +Gl =
ṁtot

Atot
(2.6)

The flowing vapor-fraction is the mass flow rate of gas divided by the total mass flow
rate [5, Ch. 1].

x ≡ ṁg

ṁtot

=
ṁg

ṁg + ṁl

=
Gg

Gg +Gl

(2.7)

These definitions will be used throughout the rest of this report.
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2.3 Multiphase flow modeling

In principle, modeling two-phase flow could be the same as modeling single phase flow; Apply
the transport equations to each phase and impose boundary conditions at the boundaries.
What complicates the analysis of two-phase flow is the need for a new kind of boundary
condition, that is at the fluid interface. This results in two main issues:

• Additional constitutive models are needed in order to describe the energy transfer, the
mass transfer and the momentum transfer between the present phases.

• The interfacial boundaries are not stationary, but are moving in a complicated manner.
A way to keep track of all the moving interfaces is therefore needed.

An approach like this would be very computationally expensive. This is partly because of
the issues mentioned, and because an extremely fine grid is needed in all regions where an
interface is present in order to capture the small scale boundary phenomena. Therefore,
simplified approaches are often used. In this report, the following simplifications will be
used:

• The flow will be treated as one dimensional

• The viscous term, τxx, will be neglected

• Turbulence and axial heat transfer is not considered

Thus the following transport equations are obtained (see e.g. [29, Ch.2] and [30]):

Continuity:

∂

∂t
(αkρk) +

∂

∂x
(αkρkuk) = Γk, (2.8)

Momentum:

∂

∂t
(αkρkuk) +

∂

∂x
(αkρku

2
k) + αk

∂pk
∂x

+ (pk − pik)
∂αk
∂x

= Sm,k, (2.9)

Energy:

∂

∂t
(αkρkek) +

∂

∂x
(αkuk(ρkek + pk)) + pk

∂αk
∂t
− (pk − pik)

∂αk
∂x

uik = Se,k, (2.10)

where all quantities are evaluated as a cross-sectional average, pik is the interfacial pressure,
ek = eu + 1/2u2, and k takes on the values g and l representing the gas and liquid phase,
respectively. This model is often referred to as the two-fluid model.
The terms on the right-hand side of the transport equations are sources and sinks of mass,
momentum and energy. This will be discussed in further detail in Section 2.3.2.
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2.3.1 Drift-flux model

The drift-flux model uses a priori knowledge about how the average velocity of the gas phase
is related to the average velocity of the liquid phase. This is formulated as an algebraic
equation, called a slip relation. Further, a new momentum equation is obtained by adding
the two momentum equations given by (2.9). Thus, the number of differential equations
are reduced by one compared to the two-fluid model and will hence be less computational
expensive to solve. By doing this, source terms related to the momentum interaction between
the two phases are canceled out.
The drift-flux model can be simplified by replacing additional differential equations by alge-
braic equations. Two drift-flux models will be presented in the next two sections where two
different simplifications are made.

The four-equation drift-flux model (DF4)

In the four-equation drift-flux model, temperature equilibrium is assumed. Thus, one energy
equation can be replaced by the following simple algebraic temperature relation, Tg = Tl.
A new energy equation is obtained by adding the gas-energy equation (2.10) and the liquid-
energy equation (2.10). By doing this, source terms related to the heat transfer between the
two phases are canceled out. Thus, Equations (2.8)-(2.10) are reduced to1 :

∂

∂t
(αgρg) +

∂

∂x
(αgρgug) = Γ, (2.11)

∂

∂t
(αlρl) +

∂

∂x
(αlρlul) = −Γ, (2.12)

∂

∂t
(αgρgug + αlρlul) +

∂

∂x
(αgρgu

2
g + αlρlu

2
l + p) = Smom, (2.13)

∂

∂t
(αgρgeg + αlρlel) +

∂

∂x
(αgρgeg + αlρlel + (αgug + αlul)p) = Sheat, (2.14)

where p = αgpg + αlpl.

The three-equation drift-flux model (DF3)

In the three-equation drift-flux model an additional assumption is made, that is chemical-
potential equilibrium. Thus, one mass-transport equation can be replaced by setting the
chemical potential of the liquid phase equal to the chemical potential of the gas phase.

A new mass-transport equation is obtained by adding the two mass equation given by (2.8).
By doing this, source terms related to the mass transfer between the two phases are canceled
out. The system of transport equation will be quite similar to the DF4 model, except that
the mass-transport equations will be replaced by the following total-mass-transport equation:

∂

∂t
(αgρg + αlρl) +

∂

∂x
(αgρgug + αlρlul) = 0 (2.15)

The complete DF3 model is thus Equation 2.13, 2.14 and 2.15.

1When assuming pig = pil = pg = pl
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Both the DF4 model and the DF3 model can be written in the following compact vector
form:

qt + f(q)x = s (2.16)

q will further be referred to as either the conserved variables, because they are conserved
when the source terms are zero, or the composite variables.

2.3.2 Source-term models

The terms on the right-hand side of Equation (2.16) are sources and sinks of mass, momentum
and energy. Body forces, frictional forces between the present phases and wall friction are
examples of sources/sinks of momentum. Heat transfer between the phases and through
the pipe walls are examples of sources of energy. Chemical reactions, condensation, and
evaporation are examples of sources of mass. The source-term models are derived from a
variety of fields, such as fluid mechanics, thermodynamics and heat and mass transfer.
The relevant sources and how they will be modeled in this report are described below.

Phase transfer

The phase transfer term, Γ will only arise in the DF4 model. However, in the simulations
preformed in this report the phase transfer will not be considered and therefore set to zero.

Frictional forces

In the two-fluid model three different friction forces have to be modeled. That is, between
the wall and the gas phase, between the wall and the liquid phase, and between the gas and
liquid phase. In the case of the drift-flux model only one friction force needs to be modeled,
that is the total wall-friction force. Mainly the wall friction is considered in this report.

The wall friction is included on the right hand side of Equation (2.13) as:

Sm,f =
τwP

A
, (2.17)

where P is the perimeter of the pipe, A is the cross sectional area, and τw is the modeled
wall shear. A detailed discussion of this is found in Chapter 5.

Body forces

The gravitational force is the most common body force arising because of the gravitational
acceleration, g, in the direction of the flow. For horizontal pipes gx = 0 and for vertical pipes
gx = 9.81 m/s2. The gravitational body force is included on the right hand side of Equation
(2.13) as:

Sm,b = ρgx (2.18)

Heat transfer

In the drift-flux model, the heat transfer through the wall can be modeled as a function of
the overall heat transfer coefficient. The heat transfer is included on the right hand side of
Equation (2.14) as:

Sheat =
U∆TP

A
, (2.19)
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2.3. MULTIPHASE FLOW MODELING 2 Multiphase flow

where P is the perimeter of the pipe, A is the cross sectional area, U is the overall heat
transfer coefficient, and ∆T = Tsur − T (x).
When using the two-fluid model, a model for the interfacial heat transfer is also needed.

2.3.3 Slip models

A slip model is a correlation used in the drift-flux model, which relates the average gas
velocity to the average liquid velocity. The name should not be confused with the concept of
slip in the two- and three-dimensional model, where we are dealing with local velocities. Be
aware, in the rest of this report, the average velocity will be referred to as simply the velocity.

The linear slip-model

One possible simple slip-relation is the linear slip-model. It relates the liquid velocity to the
gas velocity in the following way:

ul = Ksug + Ss, (2.20)

where Ks and Ss are slip constants.
No-slip is a special case of the linear slip-model obtained by setting Ks = 1 and Ss = 0. Then
the average liquid velocity and the average gas velocity are equal.

The Zuber-Findlay slip-model

Zuber and Findlay [41] developed the following slip model:

φ = ug − ul =
ug(Ks − 1) + Ss

Ssαl
, (2.21)

where Ss is the weighted mean drift velocity, and Ks is the distribution parameter which takes
into account the effects of non uniform flow.

Ks =
αj

ᾱj̄
, (2.22)

Ss =
αuJ,l
ᾱ

, (2.23)

where uJ,l is the drift velocity of the liquid phase and j is the total volumetric flux.

There are derived several relations both for the distribution parameter and the weighted
mean-drift-velocity. Possible relations, which are used in this report, are the Rouhani-
Axelsson [34] correlations given by Equation (2.24) and (2.25). See also [37, Ch. 17].

Ks = 1 + 0.12(1− x) (2.24)

Ss = 1.18(1− x)
[gσ(ρl − ρg)

ρ2
l

]1/4

(2.25)
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2.4 Properties of the drift-flux model

Insight into how the conserved variables are transported can be obtained by investigating the
characteristic properties.

2.4.1 Characteristic properties

By using the chain rule, the original system given by Equation (2.16), can be rewritten in
the following form2:

qt(x, t) + f qqx = 0, (2.26)

where f q is called the Jacobian matrix [25].
f q can further be written in terms of the right eigenvector-matrix R and a diagonal matrix
Λ.

f q = RΛR−1, (2.27)

with

Λ =


λ1 0 0 0
0 λ2 0 0
0 0 λ3 0
0 0 0 λ4

 , (2.28)

where λi are the eigenvalues of the Jacobian matrix.

Further, by defining the characteristic property vector

w = R−1q, (2.29)

the following system of equations can be obtained:

wt(x, t) + Λwx = 0, (2.30)

The conserved variables, q, are thus decomposed into a set of linearly independent charac-
teristic variables, w. This may be convenient, since the speed at which information travels
in the characteristic system is explicitly given by the eigenvalues, λi.

How information propagates in the domain can be plotted in a time-space diagram (see
Figure 2.2). Each line represents the path at which information about each characteristic
property propagates. The slope of the lines are 1/λi. In the DF3 model (see Section 2.3.1),
four distinct regions are present in the time-space digram. In each region the value of w is
constant. In region a) w = wL because all information is solely coming from the initial wL.
In region d) w = wR because all information is solely coming from the initial wR. In region
b) w = w∗ which is a function of wL and wR, and in region c) w = w∗∗ which is another
function of wL and wR.

Further the obtained solution for the characteristic variable, w, can be mapped back into the
q-space in order to find the solution for the conserved quantities, q. In the regions where w
is constant, q will also be constant. This means that speed of the information in the physical
space is also λ1, λ2 and λ3.

2When the source terms are set to zero
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Figure 2.2: The propagation of the characteristic properties shown in a space-time diagram.
This is a sketch showing how information propagates in the DF3 model

The exact same idea applies for the DF4 model. Then, four characteristic properties are
present and thus four eigenvalues.
An analytical expression for the eigenvalues of the DF4 model and the DF3 model at no-slip
are given below.

Eigenvalues for the DF4 model at no-slip conditions
In the case of no-slip conditions, Martinez et al. [15] have derived expressions for the eigen-
values in the four-equation drift-flux model.

Λ =


u− cDF4

u
u

u+ cDF4

 , (2.31)

c−2
DF4 = (ρgαg + ρlαl)

( αg
ρgc2

g

+
αl
ρlc2

l

)
+

(ρgαg + ρlαl)Cp,gCp,l(ζg − ζl)2

T (Cp,g + Cp,l)
, (2.32)

where cDF4 is the mixture speed of sound, and cg and cl is the speed of sound of the gas
phase and liquid phase respectively. Cp is the extensive heat capacity [15]:

Cp,k = ρkαkcp,k, (2.33)

where

cp,k = T
(∂sk
∂T

)
p
, (2.34)

and

ζk =
(∂T
∂p

)
sk

= − 1

ρ2
k

(∂ρk
∂sk

)
p
. (2.35)
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Eigenvalues for the DF3 model at no-slip conditions
In the case of no-slip conditions, T. Fl̊atten and H. Lund [17, Ch. 6] have derived expressions
for the eigenvalues in the three-equation drift-flux model.

Λ =

 u− cDF3

u
u+ cDF3

 , (2.36)

where cDF3 is the mixture speed of sound. For details see [17, Ch. 6].

Eigenvalues at slip conditions
An analytical expression for the eigenvalues for the DF3 model and the DF4 model at slip
conditions, is hard to obtain. However, Evje and Fl̊atten [14] made an estimation for the
DF4 model when the energy equation is excluded.

Λ =

 up1 − cDF4∗
up2

up1 + cDF4∗

 , (2.37)

where cDF4∗ is the mixture speed of sound and up1 and up2 are average velocities. For further
details see [14] and e.g. [29, App. B].

2.4.2 Waves

Three different categories of waves may arise in the solution of the DF3 model and the DF4
model. That are shock waves, rarefaction waves and material waves. The speed of each of
these waves are closely related to the eigenvalues of the system. A brief description are given
below. For further detail see e.g. [38, Ch. 2-3]).

Shock wave
A shock wave will arise if the characteristics are colliding. From the entropy condition [38,
Sec. 2.4.4], the speed of the shock wave S1 is given by:

λ(qL) > S > λ(qR), (2.38)

where λ(qL) and λ(qL) are the eigenvalue to the left and the right of the shock, respectively.

Rarefaction wave
In a rarefaction wave, the characteristics are spreading out. The speed of the rarefaction
wave is thus variable with the highest speed found at the at the front of the wave, λ(qL),
and the lowest speed found at the tail of the wave, λ(q∗).

Material wave
The characteristics are parallel across the material wave. Thus, the speed of the material
wave is identical to the relevant eigenvalue.

In the case of subsonic flow
In the DF4 model (see Equation (2.31)), λ1 is related to the rarefaction wave, λ2 and λ3 is
the speed of the material waves, and λ4 is related to the shock wave. In the DF3 model (see
Equation (2.36)), the same apply, except now, only one material wave is present.
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2.5 Boundary conditions

Knowledge about the characteristics can be used in order to specify appropriate boundary
conditions at the inlet and outlet. When an eigenvalue is positive, the characteristic variable
should be specified at the western boundary, and when the characteristic is negative the
characteristic variable should be specified at the eastern boundary (see Figure 2.3). However,
typically it is more convenient to specify the primitive variables at the boundary rather than
the characteristic variables. In order to do so, an understanding of what primitive variables
are included in the different characteristics is important.

Figure 2.3: Space-time diagram. Information about the characteristics is necessary in order
to set appropriate boundary conditions. In this specific case, one boundary condition should
be specified at the eastern boundary and three boundary conditions should be specified at
the western boundary

2.6 Summary

In this chapter, one-dimensional transport models are presented, in particular a two-fluid
model, a four-equation drift-flux (DF4) model, and a three-equation drift-flux (DF3) model.
In the two-fluid model, the conservation laws are applied to each phase separately. Thus, six
differential equations are obtained. In the case of the drift-flux models, a priori knowledge
about the slip between the present phases is used. Hence, the number of differential equations
are reduced by one and the computational cost will be lower. Additional assumptions can
further be made. In the DF4 model, temperature equilibrium is assumed, and in the DF3
model both temperature equilibrium and chemical-potential equilibrium are assumed.

In Section 2.3.3, two possible slip relations for the drift-flux model are presented, – that is
the linear slip model, and the Zuber-Findlay slip-model. The source terms present in the
transport models were briefly discussed in Section 2.3.2. Some mathematical properties of
the transport models were discussed in Section 2.4, and in Section 2.5 it is demonstrated how
this knowledge can be used to set appropriate boundary conditions.
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Chapter 3

Thermodynamics

In order to solve the two-fluid model, the DF4-model or the DF3-model presented in Chapter
2.3, several thermodynamic relations, called equation of states, are needed.

We start out with some general theory related to equation of states, and further two relevant
equation of states will be presented.

3.1 Equation of state

An equation of state (EOS) describes the relationship between state variables of a fluid.
The functional relationship between the pressure, temperature and density is the most used
equation of state. However, an equation relating any three state variables is an equation of
state.

3.1.1 State variables

A state variable is a variable that only depends on the equilibrium state of the fluid irre-
spective of how the fluid arrived at this specific state. Examples of thermodynamical state
variables are the following: Density (ρ), temperature (T ), pressure (P ), specific internal en-
ergy (e) and specific entropy (s). A combination of either of the mentioned state variables is
also called a state variable. Some examples of these are:

The specific enthalpy :

h ≡ e+
p

ρ
(3.1)

The specific Gibbs free energy :
g ≡ h− Ts (3.2)

The specific Helmholtz free energy :
a ≡ e− Ts (3.3)

3.1.2 The fundamental equation

The thermodynamical state of a fluid can be completely characterized by knowing only two of
the thermodynamical state variables. All other thermodynamical state variables can further
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3.2. SPAN-WAGNER EQUATION OF STATE 3 Thermodynamics

be derived from a fluid-specific function called the fundamental equation. For details see e.g
[6, Ch. 3].
In this report, the fundamental equation written in terms of the specific Helmholtz free
energy, will be used:

a = a(T, ρ) (3.4)

3.1.3 Derived properties

As mentioned above, by knowing only two state variables, all other state variables can be
derived from the fundamental equation and its derivatives. Using a fundamental equation
written in terms of the specific Helmholtz free energy, the following definitions will be used
[36]:

Pressure

p(T, ρ) ≡ ρ2∂a

∂ρ

∣∣∣
T

(3.5)

Specific entropy

s(T, ρ) ≡ − ∂a
∂T

∣∣∣
ρ

(3.6)

Specific internal energy

e(T, ρ) ≡ a− T ∂a
∂T

∣∣∣
ρ

(3.7)

Further, other properties, such as specific heat and speed of sound can be found from the
following definitions:

Specific heat

cv ≡
∂e

∂T

∣∣∣
ρ

(3.8)

Speed of sound

c2 ≡ ∂p

∂ρ

∣∣∣
s

(3.9)

The challenge is further to find the functional form of a(T, ρ). In the next two sections, two
possible functions will be presented.

3.2 Span-Wagner equation of state

In 1994, Span and Wagner [36] used experimental data to construct a function for the
Helmholtz free energy for CO2. This equation is now called the Span-Wagner equation
of state and it predicts the states of CO2 from the triple-point temperature to 1100 K and
for pressures up to 800 MPa. It is a quite complicated equation containing 51 terms and is
commonly used as a reference EOS for pure CO2. For details see their original paper [36].

3.2.1 Using the Span-Wagner EOS

Single phase
When only one phase is present, the Span-Wagner EOS can be used directly to find the pres-
sure, entropy and energy either, explicitly (when the density and temperature are known),
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or implicitly (if any other two state variables are known).

Two phase (based on [21])
In the two-phase region, the gas phase and liquid phase are both present and in equilibrium.
Equilibrium means that the pressure, temperature and chemical potential1 are identical for
the gas phase and liquid phase. In this case, the use of the Span-Wagner EOS may be more
complicated because a set of equations have to be solved. In the case of the DF3 model with
no slip, the mixture internal energy, emix, and mixture density, ρmix, are typically known. In
order to compute T, ρg, ρl, eg, el, P and α, seven equations are required:

Mixture density:
ρmix ≡ αρg + (1− α)ρl (3.10)

Mixture internal energy:

emix ≡
1

ρmix

[
αρgeg + (1− α)ρlel

]
(3.11)

The internal energy for each phase is given by the Span-Wagner EOS:

ek(T, ρk) ≡ a− T ∂a
∂T

∣∣∣
ρ

(3.12)

The pressure is given by the Span-Wagner EOS using either the liquid properties or the gas
properties:

p(T, ρk) ≡ ρ2
k

∂a

∂ρk

∣∣∣
T

(3.13)

Since the two phases are in equilibrium, the pressure and the specific Gibbs free energy for
the liquid phase and gas phase are equal

p(ρg, T ) = p(ρl, T ) (3.14)

g(ρg, T ) = g(ρl, T ) (3.15)

These seven variables can be solved for using an iterative procedure:

1. Guess the temperature, T

2. Solve (3.14) and (3.15) for ρg and ρl

3. Find the void fraction (α) from Equation (3.10)

4. Calculate the internal energy for the gas and liquid phase using (3.12)

5. Calculate the mixture internal energy emix using Equation (3.11)

6. Adjust the temperature guess based on the difference between the given emix and the
result from the calculation above

7. Repeat until convergence

8. Calculate the pressure using Equation (3.14)

1when pressure is constant and only one species is present, the chemical potential is equal the specific
Gibbs free energy
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From a phase-diagram perspective:
Using a phase diagram, the solution procedure would be the following (see Figure 3.1):

1. Find the constant pressure line going through (ρmix, emix)

2. Find ρg, ρl, eg and el from the diagram

3. Calculate the void fraction using Equation (3.10)

Figure 3.1: A sketch of a possible phase diagram. How to find T, ρg, ρl, eg, el, P and α when
only emix and ρmix are known using a phase diagram.

The Span-Wagner EOS, is accurate, but it is rather complex. This is why simplified equation
of states are often used. One simplified EOS is given in the next section.

3.3 The stiffened-gas equation of state

The stiffened-gas equation of state [26] is a simple EOS which often is used to describe denser
gasses and compressible liquids. It is defined by the following expression for the Helmholtz
free energy:

a(ρ, T ) = cvT (1− ln(T/T0) + (γ − 1)ln(ρ/ρ0))− s0T +
p∞
ρ

+ e0, (3.16)

where cv, γ, p∞, T0, ρ0, s0 and e0 are constants. By making use of the definitions given in
Section 3.1.3 for the pressure and energy, the following is obtained:

p(ρ, T ) = ρ(γ − 1)cvT − p∞, (3.17)

e(ρ, T ) = cvT +
p∞
ρ

+ e0, (3.18)

and

s(ρ, T ) = cvln
[ T
T0

(ρ0

ρ

)γ−1]
. (3.19)
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3.3.1 Parameter fitting

The parameters in the stiffened-gas EOS can be specified according to a specific fluid and a
specific reference state (P0, T0). The constant parameters in the case of CO2 can for instance
be set by making use of the Span-Wagner EOS. Hence, cv = cv(P0, T0) and γ = γ(P0, T0).
Further, p∞ can be computed by rearranging Equation (3.17).
However, if a correct prediction of the wave speeds are important, an alternative procedure
suggested by Fl̊atten and Lund [16] can be used:

The speed of sound procedure [16]:
According to the stiffened gas equation of state the speed of sound is:

c2 = (γ − 1)cpT (3.20)

For details see Appendix E

The constant parameters of Equation (3.16) can be obtained the following way:

1. Define a reference state (P0 and T0)

2. Use experimental data or results obtained with the Span-Wagner EOS to find the value
of ρ, cp,0 and c0

3. Use Equation (3.20) and solve for γ

4. Solve for cv by using the following definition; γ = cp/cv

5. Rearrange Equation (3.17) and solve for p∞

3.4 Summary

In this chapter we have introduced the concept of an equation of state. In Section 3.1.3 we
saw how equations of state could be derived from the fundamental equation. Further, two
possible functional forms of the fundamental relations were presented in Section 3.2 and 3.3.
Those were the Span-Wagner EOS and the stiffened-gas EOS.
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Chapter 4

Numerical methods

In this Chapter, the numerical methods for solving the two-phase transport model given by
Equation (2.16), will be presented.

First, the fundamentals about the finite-volume approach is presented. Further, the MUSTA
method will be described in details.

4.1 Finite-volume methods

In order to solve a differential equation using the finite-volume approach, the domain of
interest is first divided into a set of finite volumes. The midpoint in each finite volume is
assigned a property value Qn

i which corresponds to the average value of q within the specific
finite volume at time step n (see Equation (4.1) and Figure 4.1).

Qn
i =

1

∆x

∫ xi+1/2

xi−1/2

q(x, tn)dx (4.1)

Figure 4.1: Each finite volume is assigned a value Qi at its midpoint (xi). Qi corresponds to
the average value of q within the specific finite volume.

Further, the differential equations, given by (2.16), have to be discretized. By integrating
Equation (2.16) over each finite volume, a discrete expression for Qi at time step n, can be
derived [25, Ch. 4]. Thus, the following is obtained:
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∫
∆xi

[ ∂
∂t

q +
∂

∂x
f(q)

]
dxi =

∫
∆xi

sdxi, (4.2)

and hence
∂

∂t

∫
∆xi

qdxi +

∫
∆xi

∂

∂x
f(q)dxi =

∫
∆xi

sdxi. (4.3)

Using the definition given by Equation (4.1), we get:

∆x
∂

∂t
Qi + [f(q(xi+1/2, t))− f(q(xi−1/2, t))] = ∆xSi, (4.4)

∂

∂t
Qi =

F n
i−1/2 − F n

i+1/2

∆x
+ Si, (4.5)

where the following notation is used: F n
i = f(q(xi, t)). Further, the explicit forward Euler

scheme is used for time discretization:

∂Q

∂t
≈ Qn+1 −Qn

∆t
(4.6)

Thus the following discretized equation is obtained:

Qn+1
i = Qn

i +
∆t

∆x
(F n

i−1/2 − F n
i+1/2) + ∆tSi (4.7)

Qi−1 Qi Qi+1

∆x

F i−1/2 F i+1/2

Figure 4.2: An illustration of Equation (4.7) where the source term, Si, is neglected . As
seen, the value of Qi changes due to the fluxes at the interface at i+ 1/2 and i− 1/2.

The flux, F , is a function of q. However, no information is given about q at the cell interface
(i+ 1/2 and i− 1/2). Thus, the challenge of using the method given in Equation (4.7) is the
estimation of the fluxes F i+1/2 and F i−1/2.

There exist many different finite-volume methods. The way the flux is estimated defines the
method. In Section 4.3 one possible estimation of the flux will be presented.

4.2 The Courant-Friedrichs-Levy number

The Courant-Friedrichs-Levy (CFL) number is a dimensionless number defined as:

CFL =
|λ|max∆t

∆x
, (4.8)
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where |λ|max is the absolute value of the maximum eigenvalue in the domain for the given
system of equations.
Typically, the CFL-number has to be smaller than 1 in an explicit numerical method in order
to assure stability. Physically, this means that the distance traveled by a wave during a time
interval of ∆t has to be smaller than the resolution of the grid (∆x).

By specifying the CFL number, the length of the time step used in numerical calculations
can be computed.

4.3 Flux estimation

There are several ways in which the flux can be estimated. In this report the multi-stage
(MUSTA) method will be used.

4.3.1 The MUSTA method

The MUSTA method proposed by Toro [39] is aimed at coming close to the accuracy of
upwind schemes while retaining the simplicity of a centered scheme [29, Sec. 8.1.3]. The
method does not make use of the wave-propagating information in the equations. Thus, it
can more easily be applied to more complicated systems of equations like many multi-phase
flow transport-models, where the eigenstructure is hard to obtain.

The MUSTA flux at the interface is approximated by performing several sub time-steps using
a simple first-order centered flux on a local grid. The first-order centered flux used in this
report is the FORCE flux.

The FORCE flux

The FORCE flux is given as the arithmetic mean of the Richtmyer and Lax-Friedrichs scheme
[38, Sec. 7.4.2]:

F FORCE
i+1/2 =

1

2
(F RI

i+1/2 + F LF
i+1/2), (4.9)

where the Lax Friedrichs scheme is [38, Sec. 5.3.4]

F LF
i+1/2 =

1

2
(F n

i + F n
i+1) +

1

2

∆x

∆t
(Qn

i −Qn
i+1), (4.10)

and the Richtmyer scheme is [38, Sec. 5.3.4]

F RI
i+1/2 = F (Q

n+1/2
i+1/2 ), (4.11)

where

Q
n+1/2
i+1/2 =

1

2
(Qn

i + Qn
i+1) +

1

2

∆t

∆x
(F n

i − F n
i+1), (4.12)

and where F n
i is short hand notation for F (Qn

i ).
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The MUSTA procedure (based on [29, Sec. 8.2.2])

The MUSTA flux (see Figure 4.3a) is computed the following way:

1. Define a temporary local grid consisting of 2N cells where the cell-value, Qj, is set to:

Qj =

{
Qi, if 1 ≤ j ≤ N

Qi+1, if N < j ≤ 2N
, (4.13)

where j is the index for the local grid and i is the index for the global grid. See Figure
4.3b.

2. M time-steps are carried out on the local grid using the first-order centered flux given
by Equation (4.9). See Figure 4.3c. The local solution at time step m + 1 is found
using:

Qm+1
j = Qm

j +
∆tloc
∆x

(Fm
j−1/2 − Fm

j+1/2), (4.14)

where ∆tloc is the time-step length used at the local grid, which may be different from
the global time-step length (∆t).

3. The first-order centered-flux calculated on the local grid at time step M in the local-
grid-cell number N + 1/2 is defined as the MUSTA flux. This is further used as the
flux on the global grid in Equation (4.7). See Figure 4.3d.

In order to avoid interference from the boundaries in the local grid, the number of sub-steps,
M , should be smaller or equal to the number of local cells, 2N [29, Sec. 8.4].

The local time step ∆tloc is calculated using Equation (4.8). However, now the local maximum
eigenvalue is used.
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(a) Global grid: The MUSTA flux, Fi+1/2 is ini-
tially unknown.

(b) Definition of a local grid.

(c) M time steps are carried out on the local grid
using a first-order centered scheme.

(d) Back to the global grid: The flux calculated
on the local grid at time step M is defined as the
MUSTA flux.

Figure 4.3: The MUSTA procedure

4.4 Summary

In this Chapter, the numerical method used to solve the two-phase transport model given in
Chapter 2.3.1 is presented. A finite volume method is used. The time discretization is done
using the explicit forward Euler and the MUSTA method is used for spatial discretization.
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Chapter 5

Frictional forces

The modeling of the frictional pressure-drop in the one-dimensional two-phase transport-
models from Section 2.3, will be discussed. How the friction is modeled in a single-phase flow
will be explained in Section 5.1. Then, possible ways to model the friction in two-phase flow
will be presented in Section 5.2. The friction models which will be used throughout the rest
of this report will be presented in Section 5.3.

5.1 Friction modeling in single-phase flow

In order to understand how the friction is modeled in a single-phase flow, it may be convenient
to imagine that a control volume is placed around the flow (see Figure 5.1). The wall friction
can be recognized as an external force acting on the control volume.

Fw = τwP∆x, (5.1)

where P is the perimeter of the pipe and ∆x is the length of the control volume. The wall
shear tension τw is typically modeled the following way:

τw = f
ρu2

8
, (5.2)

where f is the Darcy friction factor and u is the mean velocity computed as: u = ṁtot/(ρA).
Relations for the Darcy friction factor will be given in the next section.

Figure 5.1: The friction force, Fw, is an external force acting on the control volume (the red
dotted line).
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Since the momentum equation given by (2.13), consists of cross-sectional-averaged terms, the
effect of wall friction will appear as a source term in (2.13) on the following form:

S =
τwP

A
, (5.3)

where P is the perimeter of the pipe, and A is the cross-sectional area.

5.1.1 Darcy friction-factor relations

The Darcy-friction factor is an important parameter in the friction relations. It is a function
of several fluid and flow properties. In this section, some of the most commonly used corre-
lations will be presented.

Laminar flow:
An analytical solution for the Darcy friction factor can be obtained for a laminar fully de-
veloped flow [40, Ch. 6].

f =
64

Re
(5.4)

Turbulent flow,– smooth pipes:
Prandtl derived the following equation for f which is now the accepted formula for turbulent
flow in smooth pipes [40, Ch.6]:

1

f 1/2
= 2.0 log(Ref 1/2)− 0.8 (5.5)

However, this equation is cumbersome to solve for f . Therefore alternative approximation of
this formula is often used. One of the most famous approximations are given by Blasius (be
aware that it has a limited range of applicability).

f =
0.316

Re0.25 , 4000 < Re < 105 (5.6)

An alternative formula is used by Friedel [20]. It satisfy a smooth transition from the laminar
friction factor given by Equation (5.4).

f =
(

0.86859ln
[ Re

1.964lnRe− 3.8215

])−2

, Re > 1055 (5.7)

Turbulent flow,– rough pipes:
The roughness of the pipe will strongly affect the frictional pressure-drop of a turbulent flow
[40, Ch. 6]. The following correlation made by Colebrook is now the accepted formula for
rough pipes:

1

f 1/2
= −2.0 log

[
ε/d

3.7
+

2.51

Ref 1/2

]
(5.8)

In order to avoid iteration, Haaland made an approximation to the Colebrook relation as
follows:

1

f 1/2
= −1.8 log

[(
ε/d

3.7

)1.11

+
6.9

Re

]
, (5.9)
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where ε is the pipe wall roughness. Equations (5.8) and (5.9), can also be used for smooth
pipes by setting ε = 0.

It should be noted that for the transition region, 2000 < Re< 4000, there does not exist
any reliable friction correlations [40]. Nevertheless, either the turbulent assumption or the
laminar assumption is often used in this region.

5.2 Friction modeling in two-phase flow

The starting point of modeling the frictional forces in a two-phase flow is exactly the same as
in single-phase flow. A control-volume analysis is preformed and the friction forces acting on
the control volume are determined. In the case of the drift-flux model, only one momentum
equation is used. Hence a control volume can be places around the total mixture, and the
only external force acting, can be recognized as the wall friction. In the case of the two-fluid
model, two momentum equations are used. In this case, a control volume can be placed
around each phase and hence three external forces are recognized; the friction between the
gas and the wall, the friction between the liquid and the wall, and the interfacial friction
between the gas phase and liquid phase (see Figure 5.2).

Only the modeling of the friction forces in the drift-flux model, that is the total wall-friction,
will be considered in further details.

(a)

(b)

Figure 5.2: a) In the two-fluid model, momentum conservation is applied to each phase
separately, thus the liquid wall-shear, gas wall-shear, and the interfacial shear has to be
modeled. b) In the drift-flux model, the momentum equation is applied to the total mixture,
thus only the total wall shear has to be modeled.
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In the case of the drift-flux model, only the total wall-friction has to be modeled. This is
typically done using three different approaches:

• The homogeneous approach

• The two-phase multiplier approach

• The flow-pattern dependent approach

In a homogenous model, the two-phase mixture is treated as a pseudo single-phase-fluid. The
pseudo-fluid properties are defined as an average of the properties of the gas phase and liquid
phase. Further, the frictional pressure-drop is found by inserting the mixture properties in
the single-phase relations presented in the Section 5.1.

Often the two-phase frictional-pressure-drop is modeled by introducing a two-phase friction-
multiplier. The idea is that the two-phase frictional pressure-drop is equal to the single-phase
frictional-pressure drop1, multiplied with a factor Φ2.

Smf = Φ2Ssf (5.10)

The two-phase multiplier is a function which is suppose to take into account the flow-pattern-
dependent behavior of the friction.

A flow-pattern dependent approach consist of two separate models; a model that predicts the
flow-pattern and a friction-model. First the flow pattern must be determined, further the
corresponding frictional pressure-drop correlation is used.

5.3 Selected wall-friction models

In this section, the wall-friction models which will be used throughout this report are pre-
sented. Based on the conclusions in the pre-master project [2], the two-phase multiplier model
of Friedel [20] and the the flow-pattern dependent model of Cheng et al. [8] are considered
to be the most promising friction models for CO2 pipe flows. In addition, a very simple
homogeneous model is presented as a comparison to the two more sophisticated models.

5.3.1 A homogeneous model

In the homogenous model used in this report, the following definitions of the mixture density,
mixture viscosity [10, Sec. 2.3.2] and mean velocity are used:

ρmix =
( x
ρg

+
1− x
ρl

)−1

(5.11)

µmix

( x
µg

+
1− x
µl

)−1

(5.12)

ū =
G

ρmix
(5.13)

1when the given total mass flux, G, is considered to flowing as liquid-only or gas-only.
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These definitions are used in the following frictional pressure-drop relations:

For laminar flow (Re< 2000):

f =
64

Re
(5.14)

For turbulent flow (Re≥ 2000):

f =

[
1.8 log

(
Re

6.9

)]−2

, (5.15)

which is the smooth-pipe assumption applied to Equation (5.9).

Since neither the Friedel model or the Cheng et al. model are functions of the roughness, a
homogenous model which uses the same assumption has been considered.

5.3.2 The Friedel model

The Friedel [20] correlation is a model based on the two-phase multiplier idea. It is a curve
fit of 25 000 frictional-pressure-drop measurements at various single phase and two-phase
conditions. The correlation takes into account the following variables: flow direction (verti-
cal upward, vertical downward, horizontal), mass velocity, flowing vapor-fraction, hydraulic
diameter, cross-section geometry (annular, circular, rectangular), pipe length, gravitational
acceleration, and fluid properties, such as density, viscosity, and surface tension. The effect
of wall roughness is considered to be neglectable [20].

Data used for the horizontal two-phase flow

Most of the experiments are carried out using air-water and air-oil flows in circular tubes.
The distribution of the fluid properties used in the experiments are extremely nonuniform.
In order to get an idea of the applicability of the correlation, the range and arithmetic mean
of the experimental data used are listed in Table 5.1.

Table 5.1: The table shows the the range and arithmetic mean of the experimental data
used in the development of the Friedel correlation [20]. The single-component flows are a
two-phase mixtures where the gas phase and the liquid phase consist of the same species.
The two-component flows are two-phase flows where the gas phase and liquid phase consist
of two different species.

Single component Two component
Variables Range Mean Range Mean
Mass flow rate [kg/m2s] G 7–4500 674 2–10330 885
Density ratio ρl/ρg 4–49070 1541 8–120 428
Pressure [bar] p 0.02–178 20 1–64 10
Flowing vapor-fraction x 0–1 0.35 0–1 0.26
Hydraulic diameter [mm] d 4–200 27 1–154 49
Viscosity ratio, µl/µg 2–46 17 13–33620 444
Surface tension [10−3N/m] σ 2–92 36 20–76 53
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Model

The frictional pressure-drop predicted by Friedel [20] is:

Smf = Φ2Sl, (5.16)

where

Sl =
flG

2

2dρl
. (5.17)

In the original paper of Friedel, the Darcy-friction factor, fl, is evaluated using Equation
(5.7). Nevertheless, the Blasius correlation is most commonly used (see e.g. [37, Ch. 13]):

fl =
0.316

Rel
0.25 , (5.18)

where the following definition of the Reynolds number is used:

Rel =
Gd

µl
(5.19)

The two-phase friction multiplier is:

Φ2 = E +
3.24FH

Fr0.045
h We0.035

l

, (5.20)

where the functions E,F and H are defined as:

E = (1− x)2 + x2ρlfg
ρgfl

, (5.21)

F = x0.78(1− x)0.224, (5.22)

and

H =
( ρl
ρg

)0.91(µg
µl

)0.19(
1− µg

µl

)0.7

. (5.23)

The Froud number, which indicate the relative importance of inertia compared to gravita-
tional forces is

Frh =
G2

gdρ2
h

. (5.24)

The Weber number, which indicate the relative importance of inertia compared to surface
tension is

Wel =
G2d

σρh
, (5.25)

and the homogenous (or average) density is

ρh =
( x
ρg

+
1− x
ρl

)−1

. (5.26)
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5.3.3 The Cheng et al. model

Cheng et al. [8] have developed a frictional pressure-drop model specifically for CO2. Through-
out this report, this model will be referred to as the Cheng et al. model. In contrast to the
Friedel model, the Cheng et al. model is a flow-pattern dependent model. Thus it also in-
cludes a model in order to determine the flow pattern as well as friction-correlations. The
model is derived based on the experimental data listed in Table 5.2.

Table 5.2: The flow pattern map of Cheng et al. is applicable for the following range of flow
conditions [8, Tab.1][9, Tab.1]

Variables Flow-pattern model Friction model
Tube diameter [mm] d 0.6 – 10 0.8 – 7
Mass velocity [kg/m2s] G 80 – 1500 200 – 400
Heat flux [kW/m2] q′′ 5 – 46 3–15
Saturation temperature [◦ C] Tsat -28 – 25 -25 – 20
Reduced pressure p/pcrit 0.21 – 0.87 0.21 – 0.78

Cheng et al. categorize the flow into eight different flow patterns:

• S - Stratified flow

• SW - Stratified-wavy flow

• SWS - Stratified-wavy and slug flow

• I - Intermittent flow (plug flow)

• B - Bubbly flow

• A - Annular flow

• D - Dry-out flow

• M - Mist flow

The flow-pattern model of Cheng et al. takes the form as a flow-pattern map and may look
like the one in Figure 5.3.
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Figure 5.3: An example of what the flow-pattern map of Cheng et al. may look like.

Transition lines (which depends on fluid properties) separates different regions in the map.
Further the flow pattern can be determined based on the total mass flow rate, G, and the
vapor fraction, x.

The equations for the transition lines and the friction correlations for each flow pattern are
found in the original paper of Cheng et al. [8].

Be aware that one specific slip-relation is assumed in the Cheng et al. model. That is the
Rouhani-Axelsson version of the Zuber-Findlay slip model. The slip relation is incorporated
in the void-fraction correlation used in [8] and is given by Equation 5.27. For details see
Appendix A.

α =
x

ρg

[
(1 + 0.12(1− x)

( x
ρg

+
1− x
ρl

)
+

1.18(1− x)[gσ(ρl − ρg)]1/4

Gρ
1/2
l

]−1

(5.27)

Corrections

During the implementation of the Cheng et al. model, certain errors were found in the paper
of Cheng et al. [8]. After several discussions with Dr. Cheng [7], the following equations
were corrected:

• The power of 0.02 in Equation (40) in [8] should be removed such that:

fSW = θ∗dryfv + (1− θ∗dry)fa (5.28)

• It should be clarified that Equation (14), in [8], should be used in all calculation of
Gwavy in Equation (42), in [8].
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• One parenthesis is missing in Equation (13) in [8]. The correct version is found in
Biberg’s paper [4, Eq. (14)].

• The frictional pressure-drop in the mist region, Equation (48) in [8], should only be
used for mass flow rates higher than 150 kg/m2s. For lower mass flow rates, the mist
relation developed by Thome and Quiben should be used [33, Eq. (22)].

5.4 Summary

In this Chapter, the modeling of the friction term in Equation (2.13) was discussed. In
Section 5.1 the most common friction correlations for single-phase flow is presented. In the
case of two-phase flow, what friction terms needs to be modeled depends the transport model
used, – In the the two-fluid model both the wall-friction and the interfacial friction must be
modeled, and in the drift-flux model only the total wall-friction must be modeled. Three
wall-friction models using three different approaches were presented; A homogenous model,
the two-phase multiplier model by Friedel, and the flow-pattern-dependent model by Cheng
et al. The model of Friedel [20] is considered to be promising because it is developed based
on a large amount of experimental data, the Cheng et al. model [8] is considered to be
promising because it is developed specifically for CO2, and the homogenous model is a very
simple approach used as a comparison to the two more sophisticated models.
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Chapter 6

Friction-model implementation

The Friedel model, the homogenous model, and the The Cheng et al. model have been
implemented in a separate program-code (used in Chapter 9), and later in the COTT code
(used in Chapter 10 and 11). The separate program-code will further be referred to as the
MATLAB code. The implementation of the Friedel model and the homogenous model are
relatively straight forward, thus only the Cheng et al. model will be considered here.

6.1 The MATLAB-code

A program code has been written in order to determine the flow pattern and further the
frictional pressure-drop using the Cheng et al. model. The idea behind the program code
can be found in Appendix H.

6.2 Verification

In order to verify the implemented code, a comparison is made with results provided by Dr.
Cheng. The test conditions used are found in Table 6.1 and the corresponding property
values are found in Table 6.2.

Table 6.1: Test conditions

Mass velocity [kg/m2s] G 400 and 150
Saturated temperature [◦C] Tsat -10
Diameter [mm] d 7
Heat flux [kW/m2] q′′ 10

Table 6.2: Saturation properties at Tsat = −10◦ C obtained from NIST [1].

Gas phase Liquid phase
Density [kg/m3] ρ 71.185 982.93
Viscosity [N/m2s] µ 1.3863·10−5 11.802·10−5

Enthalpy [kJ/kg] h 435.14 176.52
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The heat of vaporization is hlg = hg − hl = 258.62 kJ/kg, and the surface tension is σ =
0.0064953 N/m.

6.2.1 Results

Flow-pattern maps generated by the MATLAB code for the given test conditions are shown
in Figure 6.1. The frictional pressure-drop is further calculated for the conditions along the
horizontal red line shown in each flow-pattern map. The results both from the MATLAB
code (referred to as Aakenes) and from Dr. Cheng are shown in Figure 6.2. As seen from
the plot, the results are in good agreement. The small differences are expected to be due
to difference in the fluid-property models. In this report NIST Web-Book is used while Dr.
Cheng has used the NIST 6 software [7].

(a) G = 400 kg/m2s

(b) G = 150 kg/m2s

Figure 6.1: Flow-pattern maps generated by the MATLAB code.

Be aware; The bubbly transition-line is not shown in Figure 6.1. Further, the stratified
transition line and the stratified-wavy transition-line are functions of the mass velocity, G,
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and are therefore slightly different in a) and b). The implementation is also verified for a test
case in the stratified region.

(a)

(b)

Figure 6.2: Frictional pressure-drop as a function of the flowing vapor-fraction (x) for the
test conditions given in Table 6.1.The results form the MATLAB code (Aakenes), compared
with Dr. Cheng’s results.
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6.2.2 Slip-model sensitivity

In this section, how the result using the Cheng et al. model is changing when different
slip-correlations are used, will be investigated. The following slip relations will be used:

• The Rouhani-Axelsson version of the Zuber-Findlay slip-relation (see Section 2.3.3).
This is used in the original version of the Cheng et al. model.

• A constant-parameter Zuber-Findlay slip-relation, where the parameters Ks and Ss
(see Equation (2.24) and (2.25)) are evaluated at x = 0.5.

• No slip condition. Given by Equation (2.20) when Ks = 1 and Ss = 0.

The result is illustrated in Figure 6.3. As seen from the plot, the frictional pressure-drop
will be underestimated in the case of no slip (up too 20%). For the constant parameter
Zuber-Findlay slip-relation, the frictional pressure-drop is calculated exact at x = 0.5, over-
estimated when x > 0.5, and underestimated when x < 0.5. In the mist region, x > 0.92,
the calculated frictional pressure-drop is not affected by the slip relation.

As seen, the error arising when using the constant parameter Zuber-Findlay slip-relation
around x = 0.5 is small. Thus, the constant parameter Zuber-Findlay slip-relation may be
a good and simpler alternative if a priori knowledge about the approximate flowing vapor-
fraction is given. When using the COTT code, the use of a constant parameter Zuber-Findlay
slip-relation would also reduce the computational cost. This is because iteration is avoided
(See Appendix B).

Figure 6.3: Slip-model sensitivity for the conditions listed in Table 6.1 and G = 400. Red
continuous line: Rouhani-Axelsson. Blue dashed line: Rouhani-Axelsson evaluated at x =
0.5. Black dot-dash line: No slip.
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6.3 Summary

In this chapter, the implementation of the Cheng et al. friction model was discussed in de-
tail. First, the logic behind the program code was described in Section 6.1. In Section 6.2,
the implementation of the program code was verified using results provided by Dr. Cheng.
During this work some errors were found in the paper of Cheng et al. [8], these are described
in Section 5.3.3 in Chapter 5.

The performance of the Cheng et al. model when different slip-models are used was investi-
gated in Section 6.2.2. For the specific test case, we saw that when using the no-slip model,
an underestimation of about 20 % was made. Nevertheless, the no-slip model will still be
used in some of the cases in this report.
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Chapter 7

Experimental data

7.1 Background

At Statoil Research Center Rotvoll in Trondheim, a CO2 pipeline test rig is built with the
purpose of understanding the physics related to transportation of CO2. The results used in
this master’s thesis are obtained from six steady-state two-phase pressure-drop experiments
carried out at their test rig in 2007 [11, 12, 24].

7.2 The CO2 pipeline test rig

The test rig consists of a 139 meter long 10 mm pipe, where the inlet is connected to a
high-pressure (HP) tank and the outlet is connected to a low-pressure tank (See Figure 7.1).
The pressure, temperature and mass flow rates are measured by several sensors as shown in
Figure 7.1.

Figure 7.1: The test rig. Sensors measuring absolute pressure (PIT and PT), differential
pressure (PDT), temperature (TT) and mass flow rates (FE) are placed as shown. L1 = 0.2
m, L2 = 50.5 m, L3 = 101 m and L4 = 139 m.
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7.3 The experiments

Six experiments have been carried out in the test rig. The experiments were run until steady
state was obtained, then the pressure, temperature and mass flow-rate were logged over a
period of about 20 minutes. In further calculations, the average of the measurements at each
location, have been used. An overview of the conditions in the experiments are given in Table
7.1. For further details see Appendix G.

Table 7.1: Overview of the experimental conditions in [24]. The flowing vapor-fraction and
heat flux are calculated as shown in Section 7.4.

Variable Range
Mass velocity [kg/m2s] G 1058 – 1663
Flowing vapor-fraction x 0.099 – 0.742
Saturated temperature [C◦] T 3.8 – 17
Reduced pressure pr 0.52 – 0.72

Heat flux [W/m2] q
′′

-91 – 150.8

7.4 Vapor-fraction calculations

The flowing vapor-fraction vary along the pipe length due to the frictional pressure-drop and
heat transfer. This variation is estimated by making use property data from NIST together
with some simple assumptions. The notation illustrated in Figure 7.2 will be used in all
calculations in this section.

Figure 7.2: Notation used in the vapor-fraction calculations. xiG and xiL are the initial vapor
fraction in the gas pipe and liquid pipe, respectively. x1 – x4, are the vapor fraction at the
locations 1 – 4 along the test section.

Assumptions:

• The fluid is saturated throughout the pipe test section (from position 1 – 4)

• Constant enthalpy through the throttling valves

• The frictional pressure-drop between the HP-tank and position 1 is neglected (except
from the friction due to the throttling valves)

• Neglect heat loss between HP and position 1

• Neglect mixing losses where the gas stream and liquid stream meet
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Flowing vapor-fraction at the pipe inlet:
The total enthalpy after the mixing will be (see Figure 7.3) :

h1 =
ṁGhiG + ṁLhiL

ṁL + ṁG

(7.1)

Hence, the flowing vapor-fraction can be calculated based on knowledge about the gas and
liquid saturation-enthalpies at position 1.

x1 =


h1−hl,1

hg,1−hl,1
, if h1 < hl,1

0, if h1 > hl,1

1, if h1 > hg,1

(7.2)

Figure 7.3: a) The liquid stream is throttled (the enthalpy is held constant hiL). b) The gas
stream is throttled (the enthalpy is held constant hiG). c and d) The gas stream and liquid
stream mix, and the total enthalpy for the mixture is h1.

Flowing vapor-fraction at positions 2,3 and 4 :
The flowing vapor-fraction development from 1 to 4 can be estimated by making use of the
energy conservation [28, Ch. 4]. By assuming steady state and by neglecting the change in
kinetic and potential energy, we have:

ṁh2 = ṁh1 + q1−2 (7.3)

Rearranging this equation, a relation for the flowing vapor-fraction is obtained:

x2 =
h1 + q1−2/ṁ− hl,2

hg,2 − hl,2
, (7.4)

where q1−2 is the heat added between location 1 and 2 which is modeled the following way:

q1−2 = Uπd∆L(T∞ −
1

2
(T2 + T1)), (7.5)
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where ∆L is the distance between 1 and 2, and U is the overall heat transfer coefficient
found to be approximately 20 W/m2K for the given experiments [24]. Typically, a log-
mean temperature profile is assumed in heat-exchange calculations like the one in Equation
(7.5). However since the direction of the heat transfer vary along the pipe length, a linear
temperature profile is assumed for simplicity. The thermodynamical process between location
1 and 2 is illustrated in the pressure-enthalpy (p− h) diagram shown in Figure 7.4.

Figure 7.4: p − h diagram showing the thermodynamical process between location 1 and 2.
As the fluid flows through the test section, the flowing vapor-fraction may either increase
or decrease; It depends on the sign of q as well as the shape of the two-phase curve in that
specific region. Here q, is positive.

7.5 The frictional pressure-drop

The measured pressure drop is the sum of the frictional pressure-drop (∆pf ), the static
pressure drop (∆ps) due to elevation change, and the momentum pressure-drop arising in a
diabatic process (∆pm) [32].

∆ptot = ∆pf + ∆ps + ∆pm (7.6)

The pipe of interest is nearly horizontal [24], thus ∆ps is neglectable. The momentum pressure
loss will be calculated the following way [8, 32] :

∆pm = G2

([ (1− x)2

ρl(1− α)
+

x2

ρgα

]
out
−
[ (1− x)2

ρl(1− α)
+

x2

ρgα

]
in

)
(7.7)

This can be recognized as the difference in the linear momentum at the inlet and outlet
which will be non-zero if heat is added/removed. For the given experiments, the momentum
pressure loss would be in the order of 0.007-0.025 bar (between location 1 and 4). It will be
shown that this is small compared to the frictional pressure-drop, thus, for simplicity, the
momentum pressure-loss will be neglected in further analysis.
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7.6 Summary

In this chapter, the conditions and set-up for the given frictional pressure-drop experiments
were presented. The flowing vapor-fraction is an important input parameter in many friction
models. However this property is not measured directly in the experiments. A detailed
discussion of the simplified calculation of the flowing vapor-fraction for each position along
the pipe test-section, was therefore preformed in Section 7.4.
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Chapter 8

Uncertainty and sensitivity

Measurements of the temperature, pressure and mass flow rates in the experiments [24], will
be used in several calculations in this report. However, when dealing with experiments we
have to be aware that the measured value is not the same as the true value. How the range
in which the true value of a given variable lies within, can be estimated. This is treated in
Section 8.1 and 8.2.

The friction models are functions of several variables. These variables will be calculated based
on temperature, pressure and mass-flow rates given by sensors which are, as mentioned above,
not necessarily measuring the system correctly. How each of the friction models are affected
by the uncertainty of the model-input variables will be treated in Section 8.3.

8.1 Uncertainty

The term uncertainty can be defined as “the possible value an error may have” [27]. The
true value, R, is unknown, but will be estimated as:

R = Rm ±∆R, (8.1)

where ∆R is the possible error in the measured value Rm.

How the error is estimated, depends on what we choose as the definition of the true value.
Moffat [27] presents four possible definitions of this value:

• R(1) The achieved value, e.g. the pressure felt by the sensor

• R(2) The available value, e.g. the pressure in the fluid flow

• R(3) The undisturbed value, e.g. what the pressure in the fluid flow would have been if
the sensors did not disturb the system

• R(4) The conceptual value, e.g. the cross-sectional-average pressure in the fluid

For simplicity, and because R(1), R(2), R(3) and R(4) are assumed to be about the same,
the achieved value will be used as the true value in this report. In this case, errors may arise
only because of the measuring system alone.
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8.1.1 Categorization of errors

Moffat [27] categorizes the errors into three different groups.

• Bias error, which are fixed and therefore not changing with time. It will be referred to
as ∆RB.

• Precision error, which are presumed to behave randomly with a zero mean. It will be
referred to as ∆RP .

• Variable but deterministic error, which are changing with time, but not randomly. It
will be referred to as ∆RV .

The bias error and the precision error are illustrated in Figure 8.1.
The fact that the sensors are not calibrated 100 % correctly, would be an example of a
bias error. The fact that the measuring system has an absolute resolution would result in a
precision error, and the error arising because of temperature changes in the instrument would
be an example of a variable but deterministic error.

Figure 8.1: The Bias error is fixed, and the precision error behaves randomly with a zero
mean.

It will be assumed that the error specified by the manufacturer of the measuring instrument
and those who have calibrated it, is the sum of the the bias error and the relevant variable
but deterministic errors. The standard deviation of a test sample is used as an estimation of
the precision error. For further details see [27]. The total uncertainty can further be found
using the root-mean-square formula:

∆R =
√

∆R2
B + ∆R2

P + ∆R2
V (8.2)

8.1.2 Error propagation

In many experiments, the result is a function of several measurements. Let R = R(r1, r2...rk),
where r1, r2..rk are independent measurements. The error in R can hence be obtained using
the root-mean square formula.

∆R =
[ N∑
i=1

∆R2
ri

]1/2

=
[ N∑
i=1

(∂R
∂ri

∆ri

)2]1/2

, (8.3)
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where ∆Rri is the total uncertainty in R because of the uncertainty in variable ri. This
equation applies in the calculations of the bias error, precision error and the variable but
deterministic error.

8.1.3 Multiple-sample versus single-sample experiments

How the uncertainty analysis is carried out depends on what kind of experiment we are
dealing with. Moffat [27] makes a distinction between multi-sample experiments and single-
sample experiments.

The single-sample experiments are those in which each test point is run only once, or at
least only a few times [27]. In this case the bias error, the precession error and the variable
but deterministic errors are all important. In the multi-sample experiments, we are dealing
with the mean of a “large” number of independent data point taken at the same test point.
If the sample is large enough, the precision error will, according to its definition, be aver-
aged out. Thus, only the bias error and the variable but deterministic error will be considered.

In our case, it is not obvious if we are dealing with a single-sample or multi-sample experiment.
The pressure, temperature and mass flow are measured and logged every second for about
20 minutes, and the averages are used in further calculations. This result in a relatively
big sample and can thus be considered as a multi-sample experiment. However, there is one
drawback. Each data point taken at the same test point is not completely independent. This
is mainly because there is expected to be some “lag” related to the sensors . For instance,
the temperature present at one location at one point in time would effect the temperature
measured one second later. Nevertheless, in this analysis, it will still be assumed that the
precision error is averaged out.

8.2 Uncertainty analysis

8.2.1 Sensor uncertainty

The size of the sensor uncertainties (that is the bias error plus the variable but deterministic
error) are listed in Table 8.1.

Table 8.1: Sources of uncertainty (about 2.5 standard deviations) [13, 24]

Source Uncertainty
Temperature sensor T ± 0.5 K
Absolute-pressure sensor p ± 0.16 bar
Differential-pressure sensor ∆p ±0.05 bar
Gas-flow meter ṁG ± 0.06 %
Liquid-flow meter ṁL ± 0.3 %
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8.2.2 Pressure-drop uncertainty

When the absolute pressure sensors are used in order to estimate the experimental pressure
drop, we have:

f = p1 − p2 (8.4)

The uncertainty in f is hence found using the root-mean-square formula, Equation (8.3):

∆f =
[( ∂f
∂p1

∆p1

)2

+
( ∂f
∂p2

∆p2

)2

]1/2, (8.5)

∆f =
[
∆p1)2 + (∆p2)2

]1/2

, (8.6)

where ∆p1 and ∆p2 are found in Table 8.1. This result in, ∆f = ±0.23 bar.
The uncertainty related to the differential-pressure sensors are ∆P = ±0.05 bar (see Table
8.1), and are thus much smaller than the uncertainty in the pressure drop calculated using
the absolute-pressure sensors. Therefore, the differential-pressure sensors will be used instead
of the absolute-pressure sensors in pressure drop calculations.

8.2.3 Uncertainty in other variables

The fluid properties, the total mass-velocity and the flowing vapor-fraction are functions of
temperature, pressure and mass-flow rates, which are measured by sensors. Thus, the uncer-
tainty presented in Section 8.2.1 will, because of the error propagation described in Section
8.1.2, result in an uncertainty in the mentioned variables.

Besides the sensor uncertainty (listed in Table 8.1), additional uncertainty will be introduced
by the use of a heat-transfer model and the equation of state. For simplicity, the uncertainties
in the fluid properties given by NIST [1] are neglected because this is expected to be small
compared to the the uncertainties arising because of sensor uncertainties. The uncertainty
in the overall heat-transfer coefficient, U , is set to ±50% [24, Sec. 4.2].

Fluid property uncertainty:
The fluid property uncertainty is obtained by perturbing the temperature and pressure with
the corresponding sensor uncertainty. Further, the deviation in each property is found using
NIST data [1]. The results are given in Table 8.2.

Table 8.2: Fluid property uncertainty

Fluid properties [%]
Gas density ∆ρg/ρg 0.47
Liquid density ∆ρl/ρl 0.13
Gas viscosity ∆µG/µg 0.15
Liquid viscosity ∆µLµl 0.28
Surface tension ∆σ/σ 0.96
Mixture enthalpy in gas pipe ∆hi,G/hi,G 0.69
Mixture enthalpy in liquid pipe ∆hi,G/hi,L 0.58
Saturated enthalpy of the gas phase ∆hg/hg 0.04
Saturated enthalpy of the liquid phase ∆hl/hl 0.17
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Uncertainty in hLG:
The heat of vaporization is:

hlg = hg − hl (8.7)

Hence, the uncertainty in the heat of vaporization can be calculated using the root-mean-
square formula (Equation (8.3)). Thus,

∆hlg =
[
(∆hg)

2 + (∆hl)
2
]1/2

. (8.8)

For experiment 1 at location 1, ∆hlg/hlg = 0.23%. For simplicity, this value will also be
assumed at location 2,3 and 4.

Uncertainty in G:
The mass velocity is

G =
ṁg + ṁl

A
. (8.9)

Hence the uncertainty in the mass velocity can be calculated using the root-mean-square
formula, Equation (8.3), such that

∆G =
[( 1

A
∆ṁg

)2

+
( 1

A
∆ṁl

)2]1/2

. (8.10)

For experiment 1 at location 1, ∆G/G = 0.23%.
For simplicity, this value will also be assumed at location 2,3 and 4.

Uncertainty in x:
The uncertainty in x is calculated numerically by perturbing all the relevant input variables
(see Equation (7.2) and (7.4)) and further apply the root-mean-square formula, Equation
(8.3). Table 8.3 summarizes what is obtained for the locations 1, 2, 3 and 4.

As seen from Table 8.3, the absolute uncertainty in x is about the same for the locations 1,
2, 3 and 4.

The fact that the flow may not be completely saturated through the test section is another
important source of error especially in the flowing-vapor-fraction calculation. However, the
uncertainty related to this is hard to quantify based on the information given in [24]. Thus,
this is not taken into account in this analysis.

Table 8.3: The absolute uncertainty and relative uncertainty due to sensor uncertainty at
location 1, 2, 3 and 4 defined in Figure 7.1.

Location ∆xi [%] ∆xi/xi [%]
1 6.39 6.49
2 6.13 4.93
3 6.13 3.96
4 6.50 3.51
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8.3 Friction-model sensitivity

The friction models are functions of several fluid properties and flow variables in which there
is uncertainty (see Section 8.2.3). In this section it will be preformed a sensitivity analysis in
order to see how the model-input uncertainty will affect the result obtained using the relevant
friction models (see e.g. Figure 8.2).

The fluid-property uncertainty, the uncertainty in derived properties such as the mass ve-
locity, G, the heat of vaporization, hLG, and the flowing vapor-fraction, x, are used (see
Equation 8.8, Equation 8.10, and Table 8.3). The model-input sensitivity for the Friedel
model, the Cheng et al. model and the homogeneous model, for experiment no 1 at location
1 are then calculated. The results are summarized in Table 8.4.

Figure 8.2: The friction models are a function of several variables and will hence be more or
less sensitive to the variation of all of them. The uncertainty in the model-input variables
arises due to sensor uncertainty and model uncertainty. The total sensitivity in the friction
model, ∆f , can hence be found using the root-mean quare formula (8.3).

72



8 Uncertainty and sensitivity 8.3. FRICTION-MODEL SENSITIVITY

Table 8.4: The model-input sensitivity for the Friedel model, the Cheng et al. model and
the homogeneous model, for experiment no 1 at location 1. Here the expected uncertainty
in the model-input variables calculated in Section 8.2.3 are used.

Variable Friedel ∆fqi
[Pa/m]

Cheng ∆fqi
[Pa/m]

Hom. ∆fqi
[Pa/m]

Mass velocity ∆G 16.34 8.62 16.37
Flowing vapor-fraction ∆x 85.20 46.01 68.55
Gas density ∆ρg 9.29 0.04 6.72
Liquid density ∆ρl 2.59 3.00 3.05
Gas viscosity ∆µG 0.032 1.07 0.24
Liquid viscosity ∆µL 2.91 0.59 0.86
Surface tension ∆σ 0.74 0.59 -
Heat of vaporization ∆hlg - 0 -
Heat transfer ∆q - 0 -

Absolute sensitivity [Pa/m] ∆f 87.34 46.92 70.86
Relative sensitivity [%] ∆f/f 2.05 1.95 1.87

As seen in Table 8.4, the the uncertainty in the flowing vapor-fraction, the total mass velocity
(G) and the gas density are what effects the results the most.

The Cheng et al. model will only be directly sensitive to variation of the heat of vaporization
and the heat transfer when located in the dry-out region or in the mist region. However, in
experiment 1 at location 1, the flow pattern is predicted to be intermittent (will be shown in
Figure 9.2).

The Friedel model is not directly a function of the heat of vaporization or the heat transfer,
thus the sensitivity to the variation of these variables are zero. The same is true for the
homogenous model, which neither depend on the heat of vaporization, the heat transfer or
the surface tension.

The Friedel model:
The total model-input sensitivity for the Friedel model is ± 87.34 Pa/m. For the distance
between location 1 and 2 this means ± 0.044 bar, and for the distance between location 1
and 4 this means ± 0.121 bar.

The Cheng et al. model:
The total model-input sensitivity for the Cheng et al. model is ± 46.92 Pa/m. For the
distance between location 1 and 2 this means ± 0.024 bar, and for the distance between
location 1 and 4 this means ± 0.065 bar.

The homogeneous model:
The total model-input sensitivity for the homogeneous model is ± 70.86 Pa/m. For the
distance between location 1 and 2 this means ± 0.036 bar, and for the distance between
location 1 and 4 this means ± 0.098 bar.

73



8.4. SUMMARY 8 Uncertainty and sensitivity

Several simplifying assumptions are made throghout this analysis:

• The friction models assumes that the pipe-wall rougness will not affect the frictional
pressure-drop

• It is assumed that the flow is completly saturated between position 1 to 4

• Steady state is assumed

• The momentum pressure-drop and the static pressure-drop described in Section 7.5,
are neglected

These can be thought of as additional sources of uncertainty. If not steady state is the case,
the messured pressure drop will be different from the frictional pressure-drop and if the flow
is not satuated, the calculated fluid properties and the flowing vapor-fraction would be very
different.

8.4 Summary

In this chapter, the uncertainty associated with the experiments [24] and the friction-model
sensitivity was investigated.

According to Moffat’s definitions [27], the experiments were assumed to be multi-sample
experiments, and thus only the bias error and the variable but deterministic error were con-
sidered. Further, only the errors arising due to the measuring system alone were taken into
account. The total uncertainty of the differential pressure sensors, which will be used in
further analysis, were found to be ±0.05 bars.

The friction-model sensitivity was investigated in Section 8.3. It was found that the friction
models were sensitive to all of its input-variables, especially the mass velocity (G), the flowing
vapor-fraction (x), and the gas density (ρg). The total model-input sensitivity due to the
uncertainty in the flow variables was found to be between ±0.024 bar – ±0.121 bar.

The fact that the fluid is not completly saturated in the test section, is an additional impor-
tant source of uncertainty. However, this is not quantified.
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Chapter 9

Friction-model comparison

The homogeneous pressure drop model, the Friedel model [20] and the Cheng et al. model [8]
are compared to frictional pressure-drop experiments [24]. The objective is to give an indi-
cation what friction model will most accurately describe the frictional pressure-drop arising
in pipelines for carbon dioxide transport.

The MATLAB code described in Chapter 6 will be used in all calculations in this chapter.

9.1 Calculations

The modeled pressure-drop between location 1 and N (see Figure 7.1) is calculated the
following way:

∆p1−N =
N∑
i=1

1

2

(∂p
∂x

∣∣∣
i
+
∂p

∂x

∣∣∣
i+1

)
∆xi, (9.1)

where ∆xi is the distance between location i and i+ 1, and ∂p/∂x|i is the pressure gradient
given by the friction model at location i. The calculations are based on saturated fluid
properties predicted by NIST [1] at the pressure given by the absolute-pressure sensors at
each location (see Figure 9.1).

Figure 9.1: The quantity, q, measured by the sensor is varying along the test-section (dashed
line). However, q is only available at position 1,2,3 and 4. Therfore, (qi + qi+1)/2 is assumed
in the region between i and i+ 1 (red continuous line).

The calculated ∆p1−2 and ∆p1−4 for each experiment are compared to the experimental pres-
sure drop measured by PDT-41 and PDT-61, respectively (see Figure 7.1).
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Be aware that the heat flux, q
′′
, is set to 0 when using then Cheng et al. model. This is

because the model does not handle the sometimes negative heat flux. Because the heat flux
is relatively small, the error due to this assumption will be small.

9.2 Results

A rough illustration of the flow patterns predicted by the Cheng et al. model for the four
locations in each experiment is shown in Figure 9.2. The flow-pattern maps are not exactly
the same for every experiment and each location, this is the reason for thick transition lines.

Figure 9.2: A rough illustration of the flow patterns predicted by the Cheng et al. model for
each experiment. Be aware that several flow pattern maps have been plotted on the top of
each other in this figure.

The experimental pressure drop and the pressure drop predicted by the friction model between
position 1 – 2, and 1 – 4, are compared as shown in Figures 9.3, 9.4 and 9.5 . The 45-
degree line indicates where the friction model predicts the pressure drop exactly, and the two
neighboring dashed lines represent the calculated relative standard-deviation for the given
sample (see Equation 9.2 and Table 9.1). This value can be interpreted as the uncertainty in
the friction model itself. The uncertainty in the differential-pressure sensors is represented as
a horizontal bar accompanied by each dot. The friction-model-input sensitivity is represented
as a vertical bar accompanied by each dot. As seen, the friction-model-input uncertainty and
the sensor uncertainty are small compared to uncertainty in the friction model itself. Thus,
the uncertainty calculated in Chapter 8 is not considered as important when deciding what
friction model is the most accurate.
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Figure 9.3: A comparison of the experimental pressure drop and the modeled pressure drop
using the Friedel model. The calculated relative standard-deviation is sR = 9.7%.

Figure 9.4: A comparison of the experimental pressure drop and the modeled pressure drop
using the Cheng et al. model. The calculated relative standard-deviation is sR = 57.74%.
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Figure 9.5: A comparison of the experimental pressure drop and the modeled pressure drop
using the homogenous model. The calculated relative standard-deviation is sR = 29.18%.

Model-error estimation

As expected, neither of the friction models are able to predict the frictional pressure-drop
exactly. However, as seen from the above figures, the predictions are not necessarily far off.
The models’ ability to predict the pressure drop can be represented by the relative standard
deviation or the mean error.

Relative standard deviation
The relative standard deviation is used by Friedel [20] and is calculated using the following
equation:

sR =
( 1

N − 1

∑
i

z2
i

)1/2

, (9.2)

where

zi =
∆pi,exp −∆pi,pred

∆pi,pred
. (9.3)

Mean error
An alternative way to represent the accuracy of the friction models is by the mean error. It
is used by Cheng et al.[8] and is defined as:

ē =
( 1

N

∑
i

|zi|
)

(9.4)

The mean error and the relative standard deviation are further computed for the relevant
friction models. The results are summarized in Figure 9.1.
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Only the data points for the total pressure drop (between location 1 and 4) is used in these
calculations.

Table 9.1: Friction-model error calculated based on all experiments given in [24].

Model sR[%] ē[%]
Friedel 9.7 8.13
Cheng et al. 57.74 19.93
Homogenous 29.18 19.11

9.3 Discussion

As seen from Table 9.1, when considering all experiments in the given sample [24], the Friedel
model predicts the frictional pressure-drop most accurately. The Cheng et al. model, on the
other hand, predicts the frictional pressure-drop the least accurately. This is a bit surprising
since the Cheng et al. model is developed specifically for CO2 flows. The reason is probably
because the mass flow rates in the experiments investigated in this report [24], are much
higher than what the this model is developed for. Thus, this is an indication that the sig-
nificance of CO2-specific insight (which is exploited in the Cheng et al. model) is relatively
small compared to the importance of a larger database of data (which is advantage of the
Friedel model).

From Figure 9.4, it seems like there is a huge difference of how well the Cheng et al. model
is able to predict the pressure drop for experiment number 4, 5, and 6 compared to 1, 2
and 3. One main difference between these two groups of experiments can be seen in Fig-
ure 9.2; Experiment 4,5, and 6 are associated with a higher flowing vapor-fraction. When
only these “high flowing-vapor-fraction” experiments are considered, a huge reduction in the
computed standard deviation will arise for the Cheng et al. model (see Table 9.2). This
may be a coincidence or an indication that the Cheng et al model works better for higher
vapor fractions. More experiments should be carried out in order to verify the indicated trend.

In the next section, the above results will be compared to the results obtained in the paper
of Friedel [20] and Cheng et al. [8].

Table 9.2: Friction-model error calculated based on the high flowing-vapor-fraction experi-
ments (experiment 4, 5 and 6)

Model sR[%] ē[%]
Friedel 10.2 8.78
Cheng et al. 1.85 1.35
Homogenous 20.12 12.92
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9.3.1 Comparison with Friedel’s results

For all the horizontal single-component two-phase flow in Friedel’s database, Friedel cal-
culated a relative standard deviation of 32 % [20, Tab. 3]. The fact that the relative
standard-deviation calculated in this report (9.7 %) is less than 32 %, shows that the results
obtained for the given sample [24] is far better than expected. This may be an indication
that the Friedel correlation is a suitable model for prediction pressure drop in CO2 flows.
However, it should be emphasized that an absolute conclusion is hard to make based on only
six experiments.

9.3.2 Comparison with Cheng et al.’s results

The mass flow-rates in the experiments investigated in this report [24], are much higher than
what the Cheng et al. model [8] is developed for. Nevertheless, the model still estimates the
frictional pressure-drop well for the high flowing-vapor-fraction experiments.
In the paper of Cheng et al. [8], 387 pressure-drop experiments for CO2 is compared to
the Cheng et al. model and the Friedel model. Here a mean error of 28.6 % and 30.9 %
were found respectively. This is higher than the results in this report (19.93 % and 8.13 %),
especially for the Friedel model. This may indicate that the Friedel model works better for
CO2 at higher mass flow rates than at lower mass flow rates.

9.4 Summary and conclusion

In this chapter, the Friedel model [20], the Cheng et al. model [8] and the homogenous model
have been compared with six steady-state pressure-drop experiments [24]. The following is
determined:

• When all the six experiments are considered, the Friedel model is superior with a
standard deviation of only 9.7 %. The performance of the Cheng et al. model is even
less accurate than the homogeneous model with a relative standard deviation of 57.74 %
versus 29.18 %. This is an indication that the significance of CO2-specific insight (which
is exploited in the Cheng et al. model) is relatively small compared to the importance
of a larger pressure-drop database (which is advantage of the Friedel model).

• The frictional pressure drop is underestimated; for all experiments when using the
homogenous model, and for the low vapor-fraction experiments when the Cheng et al.
model is used.

• When only the high flowing-vapor-fraction experiments are considered, the Cheng et
al. model is superior, with a relative standard deviation of only 1.85 %.

• The calculated relative standard deviation for the Friedel model was 9.7 % and thus
much lower than the relative standard deviation for the large pressure-drop database
used by Friedel (32 %). This may be an indication that the Friedel model is just as
suitable for predicting the pressure drop in CO2 as for other fluids.

• The friction-model-input uncertainty and the sensor uncertainty are small compared to
uncertainty in the friction model itself. Thus, the uncertainty calculated in Chapter 8
is not considered as important when deciding what friction model is the most accurate.
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Chapter 10

Steady-state simulation

The Cheng et al. model and the Friedel model are implemented in the COTT code and
experiment 1 presented in Chapter 7 is simulated. The results are verified using results from
Chapter 9.

10.1 Mathematical models used

The following mathematical models are used:

Transport model: DF3 model, Equation (2.13), (2.14), and (2.15)

Slip model: No slip, Equation (2.20) with Ks = 1 and Ss=0.

Friction model: Friedel [20] and Cheng et al. [8] (see Section 5.3.2 and 5.3.3)

EOS: Span-Wagner [36]

Heat transfer through the pipe wall is neglected.

In Section 6.2.2 it was shown that when using no-slip in the Cheng et al. model, the frictional
pressure-drop would be underestimated. Nevertheless, no-slip will still be applied because
slip is not yet implemented in the COTT code when the DF3 model with the Span-Wagner
EOS is used.

10.1.1 Initial conditions

The initial condition is set equal to the measured inlet condition (see Appendix G).

• Pressure, p1 = 48.69 bar

• Flowing vapor-fraction, x1 = 0.0986

• Mass velocity, G = 1662.8 kg/m2s

Saturated condition is present, with liquid and gas coexisting.
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10.1.2 Boundary conditions

The DF3 model, consist of three first order differential equations. – One momentum equation,
one energy equation and one continuity equations (see Section 2.3.1). In order to solve this
system, three variables have to be specified at a boundary. In the case of subsonic flow to
the right, three right-going characteristics and one left-going characteristic are present. Thus
the pressure will be specified at the eastern boundary. Further, two other properties have to
be specified at the western boundary. Based on available information from the experiments
[24], G and x are specified here (see Figure 10.1).

Figure 10.1: The mass velocity (G) and the flowing vapor-fraction (x) are specified on the
western boundary. The pressure (p) is specified on the eastern boundary.

Western boundary:

• Mass velocity, G = 1662.8 kg/m2s

• Flowing vapor-fraction, x = 0.0986

Eastern boundary:

• Pressure, p = 40.33 bar

Based on this information, the rest of the variables can be calculated. Details about the
implementation of the boundary conditions can be found in Appendix C.

10.1.3 Numerical setup

The mathematical model is solved numerically. The forward Euler method is used for time
discretization and the MUSTA method is used for spatial discretization. The numerical
parameters used are given in Table 10.1.

Table 10.1: The numerical parameters used in the steady-state simulation

CFL- number 0.9
MUSTA sub steps 4
MUSTA- local cells 4
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10.2 Results

The simulations were run until t = 130 s. At this time, steady-state condition was obtained.
Figure 10.2 shows the results from a grid refinement test done when the Friedel model is
used. As seen from the plot, the result converges as the grid is refined. A grid refinement
test is also made when using the Cheng et al. model (see Figure 10.3). The total pressure
drop between position 1 and 4 (for N = 100) is found to be ∆p = 6.58 bar and 2.91 bar
when using the Friedel model and Cheng et al. model respectively.

Figure 10.2: Pressure. Grid refinement test using the Friedel model.

Figure 10.3: Pressure. Grid refinement test using the Cheng et al. model.

The consequences of an incorrect prediction of the frictional pressure-drop, is misprediction of
many fluid variables. It was shown in Figure 9.4 that the Cheng et al. model underestimates
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the frictional pressure-drop for experiment number 1. Hence, the liquid density will be
overestimated and the temperature, the flowing vapor-fraction and the gas density will be
underestimated (see Figure 10.4). Be aware that which variables are underestimated and
overestimated will change if the boundary conditions are set differently.

(a) Temperature (b) Flowing vapor-fraction

(c) Gas density (d) Liquid density

Figure 10.4: The fluid properties evaluated using the experimental pressure, temperature,
and mass flow-rates (red dots). The fluid properties calculated by the COTT code when the
Cheng et al. model (and no slip) is used (black line).

The fluid properties and flow variables are input parameters in the friction-models. The mis-
prediction in these variables will hence result in an even larger misprediction in the pressure
drop. This fact will be illustrated comparing the following calculations:

A: When a priori knowledge about fluid properties, total mass flow rate and flowing vapor-
fraction are used as friction-model input. This is the calculation from Chapter 91, using
the MATLAB code.

B: When only a priori knowledge about the fluid properties given at the boundaries2 are
used as friction-model input. This is the calculation using the COTT code.

C: When only a priori knowledge about the fluid properties and total mass flow is used
as friction-model input. The value of the flowing vapor-fraction is taken from the
calculation in B. This is calculated using the the MATLAB code.

1However, now the no- slip condition is used
2and the fluid properties in the rest of the domain is calculated by COTT
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The resulting pressure drop are shown in Table 10.2.

Table 10.2: The pressure drop predicted by the Friedel model and the Cheng et al. model
using different model-input parameters.

Cases ∆pfriedel [bar] ∆pcheng [bar]
A 7.15 3.31
B 6.58 2.91
C 6.63 2.99

10.3 Discussion

Both when using the Friedel model and the Cheng et al. model, the frictional pressure-drop is
found to be smaller when using the COTT code (case B) compared to the simple calculation
done in Chapter 9 (case A). This is due to the effects illustrated in Figure 10.4 and the fact
that several terms in the transport model, Equation (2.16), are coupled. The main reason
is expected to be due to the underestimation of the flowing vapor-fraction when the COTT
code is used (see Figure 10.4b) . In Chapter 9 (case A) the flowing vapor-fraction, x, was
found based on the measured saturated pressure at each location. In the COTT simulation
(case B), the flowing vapor-fraction is specified at the western boundary, and in the rest of
the domain the value of x is given by the pressure which is determined by the friction model.
If the frictional pressure-drop is estimated to low (as is the case both in the Cheng et al.
model and the Friedel model for experiment number 1), the flowing vapor-fraction will be
underestimated.

By performing the same calculation as in Chapter 9, but with the lower flowing vapor-fraction
predicted by COTT as input (case C), the resulting pressure drops are reduced (see Table
10.2). A difference of only 0.75 % and 2.7 % are found between case B and C for the Cheng
et al. model and Friedel model, respectively. The remaining deviation is expected to be due
to the difference in the the misprediction of the rest of the friction-model input variables
(See Figure 10.4), the errors arising due to the linear interpolation made in Chapter 9, and
the neglection of the heat transfer. This is an indication that, despite the deviating result
between the COTT code (case B) and the results from Chapter 9 (case A), the Friedel and
Cheng et al. model are most probably implemented correctly in the COTT code.

10.4 Summary and conclusions

In this chapter, the Cheng et al. model [8] and the Friedel model [8] are implemented in the
DF3 model with the Span-Wagner EOS in the COTT code. The implementation is further
compared with calculations using the results from Chapter 9. A difference of 8 – 12 % is
found. However, this is expected to arise because the friction model and other sub models,
such as the equation of state, are coupled in the COTT code.

This illustrates that the experiments carried out in [24], are not especially suitable for CFD-
model verification.
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Chapter 11

Transient effects of friction models

In order to investigate how friction may affect transient simulations, a test case is performed.
How the wave speed is affected by the friction model and the associated slip-relation, will be
explored.

11.1 Mathematical models used

The following mathematical models are used for all cases in this chapter:

Transport model: DF4 model, Equation (2.11)– (2.14)

Slip model: Linear slip, Equation (2.20) with Ss = 0

Friction model: Friedel [20] and Cheng et al. [8] (see Section 5.3.2 and 5.3.3)

EOS: Stiffened gas with parameters adapted to CO2 (see Section 3.3)

The objective is not to perform an exact calculation for transient CO2-flows, but instead
get an indication of how friction models and slip-relation will affect the solution. Thus, for
simplicity the more accurate Span-Wagner EOS will not be used

11.1.1 Initial conditions

The initial conditions for all the simulations are given in Figure 11.1.

(a) Initial pressure distribution (b) Initial temperature distribution

Figure 11.1: An initial pressure and temperature discontinuity is present in a CO2 two-phase
mixture at x = L/2. pL =60 bar, pR =30 bar, TR = Tsat(pR), TL = Tsat(pL) and L = 100 m.
Pipe diameter, d = 0.1 m.
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11.1.2 Boundary conditions

Since the objective is to investigate transient effect and not the effect of boundary conditions,
extrapolating boundary conditions are used. The simulation is stopped before any of the
waves have reached the boundaries.

11.1.3 Parameters for the stiffened-gas EOS

The constant parameters needed in the stiffened-gas equation of state are calculated based
on the “speed of sound” procedure suggested in Section 3.3.

p0 = 45 bar and T0 = 283.13 K is in the middle of the domain of interest (30 bar< p < 60
bar), and is thus chosen as the reference state. This is saturated CO2. Fluid properties are
obtained from the NIST web-book [1] and are listed in Table 11.1. The constant parameters
used in the stiffened gas equation of state can then be calculated, and they are given in Table
11.2.

Be aware, because the the stiffened gas EOS is linearized, errors will occur when estimating
the density and the speed of sound at pressures and temperatures different from the reference
state (p0, T0).

Table 11.1: Saturated CO2 properties at p0=45 bar used in the calculation of the parameters
in the stiffened-gas equation of state. From NIST [1].

Gas phase Liquid phase
ρ0 [kg/m3] 135.07 861.27
cp,0 [J/kgK] 2555.8 2996.3
c0 [m/s] 205.42 441.16

Table 11.2: CO2-adapted parameters used in the stiffened-gas EOS

Gas phase Liquid phase
γ 1.06 1.23
cv [J/kgK] 2414.97 2437.18
p∞ [Pa] 8.855 · 105 1.3184 · 108

11.1.4 Constant fluid properties

The viscosity and the surface tension is assumed constant in the stiffened gas EOS. The
values used are given in Table 11.3.
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Table 11.3: Saturation properties at pavg = 45 bar obtained from NIST [1].

Gas phase Liquid phase
Viscosity, µ [N/m2s] 1.6055·10−5 8.2589·10−5

Surface tension, σ [N/m] 0.00276

11.1.5 Numerical setup

The mathematical model is solved numerically. The forward Euler method is used for time
discretization and the MUSTA method is used for spatial discretization. The numerical
parameters used are given in Table 11.4.

Table 11.4: The numerical parameters used in all the transient simulations

CFL- number 0.9
MUSTA sub steps 4
MUSTA- local cells 4

11.2 Cases

In this chapter, the cases run are given in Table 11.5. Case 1 will be compared with the
wave speeds derived by Martinez et al. [15] in order to verify the solution. Case 2 and 3 will
be used in order to obtain a qualitative understanding of the slip-dependent behavior of the
wave speeds. Case 4 and 5 will be used in order to investigate how transient phenomena are
affected by the friction model.

Table 11.5: Transient cases run

Case Slip, K Friction model:
1 1 -
2 0.5 -
3 0.1 -
4 1 Friedel
5 1 Cheng et al.

11.3 Results for case 1

11.3.1 Grid refinement

Figure 11.2 shows how the solution converges as the grid is refined. As the number of grid
cells is increased from 3000 to 5000, the result almost does not change and the solution is
said to be grid independent.
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11.3. RESULTS FOR CASE 1 11 Transient effects of friction models

(a) Overview (b) Zoomed

Figure 11.2: Grid refinement test for no-slip conditions

11.3.2 Physical behavior

The physical behavior is explained in Figure 11.3.

a) Due to the initial pressure gradient, the fluid starts flowing at a velocity of about ug =
ul = 20 m/s in the positive x-direction.

b) A rarefaction wave propagates to the left and reduces the pressure, and a shock wave
propagates to the right and increases the pressure.

c) The void fraction, α, increases to the left and is reduced to the right because of the
reduction and increase in pressure, respectively.

d) The temperature will increase slightly in the regions where the pressure is increased, and
decrease slightly in the regions where the pressure is decreased. In addition, the initial
temperature discontinuity at L/2 will propagate as a material wave.

e) The gas density is high in the region where the pressure and temperature is high and low
in the regions where the pressure and temperature is low.

f) The liquid density is more sensitive to the temperature than the pressure, thus the density
is higher to the left than to the right.

The DF4 model used assumes no mass transfer, thus the following will not be described in
the results from this simulation:

• Change in the void fraction due to mass transfer

• Temperature drop/rise due to mass transfer (associated with the heat of vaporization
which is released when vapor condensates)
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(a) Gas velocity (b) Pressure

(c) Void fraction (d) Temperature

(e) Gas density (f) Liquid density

Figure 11.3: The physical behavior of the flow for no-slip conditions (case 1). Number of
grid cells, N = 5000. All properties are plotted at t = 0.15 s.
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11.3.3 Eigenvalues

The length at which each wave has traveled after t = 0.15 seconds can be measured, for
instance in Figure 11.3d. The material wave has traveled 3.1 meters, the shock wave has
traveled 22.1 meters and the rarefaction wave have traveled from 18.7 to 25.0 meters. This
corresponds to the following average1 wave velocities:

• Shock: 147.3 m/s

• Material: 20.7 m/s

• Rarefaction: 124.7 – 166.7m/s

The eigenvalues can also be calculated analytically by using Equation (2.31), ζk as calculated
in Equation (F.8), and the fluid properties as predicted by COTT for the specific case (see
Figure 11.3). For details about the calculations see Appendix F.2.

Shock wave
In Section 2.4.2, we saw that the speed of the shock wave would be found within the following
range:

λ(qL) > S1 > λ(qR), (11.1)

where qL and qR are to the left and the right of the wave respectively.
By using Equation (2.31), we find 166.88 > Ss > 124.16. This agrees with the result from
the simulation (S = 147.3 m/s).

Rarefaction wave
In Section 2.4.2, we saw that the speed of the rarefaction wave would vary between λ(qL)
and λ(q∗), which are the conditions to the left and right of the rarefaction wave respectively.
When using Equation (2.31) we find : S4 = 127.73 to 164.97. This is slightly different from
the results obtained in the simulations (S=124.7–166.7 m/s).

Material wave
In Section 2.4.2, we saw that the speed of the material wave would be equal to the eigenvalue
which is equal to the current fluid velocity u = 20.6 m/s. This is slightly lower than the
results obtained in the average calculation performed (u = 20.7).

The wave speeds calculated using Equation (2.31) are the instantaneous speeds. However,
the wave speeds calculated from the visual readouts from the graph are averages between
t = 0 and t = 0.15. This is expected to be the main reason for the deviation.

1between t = 0 and t = 0.15
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11.4 Results for case 2

At slip conditions, we expect the two material waves to have different velocities. However,
the eigenvalues for this case are not derived analytically, instead this will be verified by
performing a simulation in COTT. In Figure 11.4 the gas velocity at t = 0.15 s for different
grids is shown. As seen, the two material waves have almost the same speed, hence a very
fine grid is needed in order to capture the difference.

(a) Overview

(b) Zoomed. Showing the two material waves

Figure 11.4: Gas velocity. Grid-refinement test for case 2.
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11.5 Results for case 3

In test case 3 a slip constant of K = 0.1 is used. This means that the gas velocity is forced to
be 10 times higher than the liquid velocity. Compared to case 2, which only differ by a higher
slip constant, the result is very different (see Figure 11.5). The fourth wave will now take
the form of a “sharp increase” and is visible even on a somewhat coarse grid (N = 1000).

(a) Overview

(b) Zoomed. Showing the two material waves

Figure 11.5: Grid-refinement test for case 3.

As seen from Figure 11.5, the solution around the material waves converges very slowly.

96



11 Transient effects of friction models 11.6. INFLUENCE OF SLIP RELATION

This can be explained by the following: The “wave-specific” CFL number2 would vary in
the domain. –The fastest going waves would be associated with a CFL-number of 0.9 (see
Equation(4.8) and Table 11.4) and the slowest waves, would be associated with a CFL number
much smaller than 0.9. Typically, the lower the CFL number is the more diffusive the
numerical method will be. This would be the case for the material waves since these have
very small velocities compared to the shock wave and the rarefaction wave.

11.6 Influence of slip relation

Case 1, 2 and 3 are plotted in the same figure in order to show the slip dependent behavior of
the waves (see Figure 11.6 and 11.7). The shock wave can be recognized as the wave to the
right, the material waves are the middle waves, and the rarefaction wave is the wave to the
left. As seen from the plot, the absolute value of the wave speed decreases for the rarefaction
wave and the shock wave as K is increased. Because of the very different behavior of the
material waves in case 2 and 3, the slip dependence of these waves will not be analyzed any
further.

Figure 11.6: Case 1, 2 and 3 at t = 0.15 s.Gas velocity decreases as K is increased.

2Replace λmax in Equation(4.8) with the wave speed of interest
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Figure 11.7: Case 1, 2 and 3 at t = 0.15 s. Mixture speed of sound decreases as K is increase

As mentioned in Section 2.4, Evje and Fl̊atten [14] made an estimation of the wave velocities
at slip condition for the DF4 model where the energy equation is excluded.

Λ =

 up1 − cDF4∗
up2

up1 + cDF4∗

 , (11.2)

where cDF4∗ is the mixture speed of sound computed according to [14], and shown in Figure
11.7. As seen from Figure 11.7, the mixture speed of sound is reduced as K is increased.
This is the main reason why the velocity of the shock speed and the rarefaction speed are
reduced as K is increased.

11.7 Friction-model effects

In this section, case 4 and 5 are compared in order to get an understanding of how different
friction model may affect the solution. In case 4 the Friedel model [20] is used, and in case
5 the Cheng et al. model [8] is used.

The pressure distribution is plotted in Figure 11.8. As seen from the plot, in the region where
the fluid is flowing a pressure gradient will arise due to the friction effect. For these specific
flow conditions, the friction predicted by the Cheng et al. model is smaller than predicted
by the Friedel model. The slope of the pressure curve is thus different for the two models.

98



11 Transient effects of friction models 11.7. FRICTION-MODEL EFFECTS

(a) Overview pressure

(b) Zoomed, - the region where the velocity is non-zero

Figure 11.8: Case 4 and 5. Plotted with N = 3000 at t = 0.15 s.

The larger the pressure gradient, the smaller the pressure difference will be across the waves
(see e.g the right going shock wave in Figure 11.8). This will result in a lower driving force,
and thus a smaller velocity. This is verified in Figure 11.9a. The velocity is the highest in
the case of frictionless flow, and the velocity is the lowest when the Friedel model is used.

Since the wave speeds are functions of the fluid velocity (see Equation (2.36)), they will also
be affected by the friction model. As seen from Figure 11.9b, the shock speed is higher using
the Cheng et al. model than the Friedel model, and even higher when no friction condition
is applied.
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(a) Overview, velocity

(b) Zoomed, - the right going wave

Figure 11.9: Case 4 and 5. Plotted with N = 3000 at t = 0.15 s.

The flow pattern predicted by the Cheng et al. model is shown in Figure 11.10. As seen
from the figure, in the region where the fluid is not yet flowing, the flow pattern would be
stratified. In the region where the fluid is flowing the flow pattern is predicted to be mostly
Intermittent (and close to the left-going wave, the flow is stratified wavy/slug).
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Figure 11.10: Case 5. Flow pattern predicted by Cheng et al.. Where the following flow-
pattern coding is used: 1- annular, 2-intermittent, 3- stratified wavy, 4- stratified wavy/slug,
5- mist, 6- dry-out, 7- stratified, 8- bubbly. Plotted with N = 3000 at t = 0.15 s.

11.8 Summary and conclusions

In this chapter:

• We have studied a transient case and tried to explain the physical behavior of the waves
at no-slip conditions.

• We have verified the observed wave velocities with analytical relations given by Martinez
et al. [15].

• We have studied the effect of slip (which is a part of the friction model) and how it
introduces a fourth material wave. A very fine grid was needed in order to capture the
material waves. This is expected to be due to the diffusive behavior of the MUSTA
method for the slow going waves.

• We have seen how the slip relation will affect the wave speeds. As the slip is increased
(Ks is reduced), the absolute speed of the shock wave and the rarefaction wave will
increase. This is expected to be mainly due to the increase of the mixture speed of
sound.

• Finally, we have seen how the wave speeds are affected by the friction model directly.
This is mainly because the velocity depends on the pressure gradient. However, the
main effect of the friction model is the pressure gradient arising where the velocity is
non-zero.
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Chapter 12

Conclusions and further work

Three questions were asked in Section 1.2. The main conclusions and the further work are
summarized below.

Friction-model comparison

A homogenous friction-model, the Friedel model [20], and the Cheng et al. model [8] have
been compared with six steady-state frictional-pressure-drop experiments for pure CO2 [24].
The Friedel model was found to be the most accurate model with a relative standard devi-
ation of 9.7 % versus 55.74 % for the Cheng et al. model and 29.18 % for the homogenous
model. The homogenous model underestimates the frictional pressure-drop for all experi-
ments [24], and the Cheng et al. model underestimates the frictional pressure drop for the
low vapor-fraction experiments.

Thus, this is an indication that the significance of CO2-specific insight (which is exploited in
the Cheng et al. model) is relatively small compared to the importance of a larger database
of data (which is advantage of the Friedel model).

The calculated relative standard deviation for the Friedel model (9.7 %) was found to be
much lower than the relative standard deviation for the large pressure-drop database used
by Friedel (32 %). This may be an indication that the Friedel model is just as suitable for
predicting the pressure drop in CO2 as for other fluids.

It should be noted that an absolute conclusion are hard to make based only on six experi-
ments. It would have been interesting to include more experimental data in this analysis in
order to verify the observed trends. In particular, it would have been of interest to compare
the model with conditions more similar to what would be the case in typical CCS pipes (see
e.g. Appendix D). That means larger pipes and in the presence of impurities.

Friction models performance in the complete CO2-transport model

The selected friction models were implemented into the COTT code with the DF3 model and
the DF4 model, using the Span-Wagner EOS and stiffened gas EOS, respectively. One of
the experiments in [24] was reproduced. The implementation was further compared with the
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calculations from Chapter 9. A difference of 8–12 % was found. However, this was expected
to arise because the friction model and other sub models, such as the equation of state, are
coupled in the COTT code. The results illustrate how the accuracy of the friction model is
even more important when used as a part of a complete transport-model. Besides this, it
exemplifies why the experiments carried out in [24], are not particularly suitable for CFD-
model verification.

Transient effects of friction models

In the case of a transient flow, the influence of the friction model and the associated slip
relation, was explored. A very fine grid was needed in order to capture the material waves.
This is expected to be due to the diffusive behavior of the numerical method of MUSTA for
the slow waves. It was shown that wave speeds depended strongly on the slip relation used.
As the slip constant, Ks, was reduced the speed of the shock wave and the rarefaction wave
increased. This is expected to be mainly due to the increase of the mixture speed of sound.

The friction model itself will indirectly affect the wave speed. This is mainly because of the
reduced driving force across the wave and hence a reduction in the fluid velocity. However,
the main effect of the friction model is the pressure gradient arising in regions where the
velocity is non-zero.

Most frictional-pressure-drop models are derived for steady-state conditions, but the appli-
cation is here extended to transient situations. The accuracy of this assumption should be
verified by making use of experimental data.

Further work

• Compare the Friedel model and the Cheng et al. model with conditions more similar
to what is the case in typical CCS applications. That means larger pipes and under
conditions where impurities are present.

• Compare the friction models with transient experiments.

• Implement slip in the “DF3 – Span-Wagner” model. This will result in a more accurate
CO2 transport-model, and the friction model of Cheng et al. can be used without
simplifications. An iterative procedure is probably needed in order to do this. Thus, it
is expected to be relatively computationally expensive.

• A more detailed investigation of the slow material waves arising in the DF4 model. This
can be done by a further refinement of the grid, or by making use of a less diffusive
numerical method, such as the Roe method (see e.g. [38, Ch. 11]).

• In order to predict the flowing vapor-fraction for the steady-state simulation in Chapter
10 better, a heat transfer model can be implemented in the “DF3 – Span-Wagner”
model.

• Investigate how the selected wall-friction models can be exploited in a two-fluid model.
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Appendix A

Zuber-Findlay slip relation

The Zuber-Findlay slip relation is given by [41, Eq. (32)]:

ug = Ks · j + Ss , (A.1)

where j is the total volumetric flux.

A.1 Manipulation of the Zuber-Findlay slip relation

A.1.1 Written in terms of the slip

Defining the slip φ ≡ ug−ul and substituting ul = ug−φ into Equation (A.1), an alternative
form of Equation (A.1) is obtained:

φ =
ug(Ks − 1) + Ss

Ksαl
(A.2)

A.1.2 Written in a dimensionless form

By defining β:

β =
αgug

αgug + αlul
=
jg
j

(A.3)

and rearranging, the dimensionless form of Equation (A.1) is obtained:

β

α
= Ks + Ss/j (A.4)

A.1.3 Written in terms of the total mass velocity, G

Writing Equation (A.1) in terms of the liquid velocity, we get:

ul =
1

αl

(ug − Ss
Ks

− αgug
)

(A.5)

This is substituted into the definition of the total mass velocity:

G ≡ αgug + αlul = αgug + αl
1

αl

(ug − Ss
Ks

− αgug
)

(A.6)
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Further, this can be solved for the gas velocity, and the following relation is obtained:

ug =
G+ ρlSs/Ks

αgρg + ρl(αl − (Ks − 1)/Ks)
(A.7)

A.1.4 Written in terms of the void fraction

Substituting the equation for the gas velocity,

ug =
Gx

ρgαg
, (A.8)

into the definition of β, Equation (A.3), we get:

β =
x/ρg

x/ρg + (1− x)/ρl
. (A.9)

Further this result is substituted into Equation (A.4) and solved for α:

α =
x

ρg

[ x
ρg

+
1− x
ρl

]−1[
Ks + Ss/j

]−1

(A.10)

Using the fact that j = G/ρmix where ρmix = (x//ρg + (1− x)/ρl)
−1, we get:

α =
x

ρg

[
Ks

( x
ρg

+
1− x
ρl

)
+ Ss/G

]−1

(A.11)

This is the equation used by Cheng et al. [8, Eq. (8)], where the Rouhani-Axelsson definition
of the constants Ks and Ss are used, given by:

Ks = 1 + 0.12(1− x), (A.12)

and

SS = 1.18(1− x)
[gσ(ρL − ρG)

ρ2
L

]1/4

. (A.13)
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Appendix B

Implementation of the
Rouhani-Axelsson version of the
Zuber-Findlay slip relation

When using the COTT code, we have to be able to solve for the liquid velocity and gas
velocity, when only the following variables are given: The gas density (ρg), the liquid density
(ρl), the volume fractions (αg and αl) and the total mass velocity G.
The Zuber-Findlay slip-model on the form given by Equation (A.7), will be used. The
Rouhani-Axelsson definition of Ks and Ss, given by Equation (A.12) and (A.13), are used.
This will be solved for using an iterative procedure:

1. Use ul from the previous time step as a first guess

2. Calculate the flowing vapor-fraction,

x =
ugρgαg
G

. (B.1)

3. Calculate the Rouhani-Axelsson slip constants using Equation (A.12) and (A.13)

4. Calculate the gas velocity using Equation (A.7)

5. Calculate the liquid velocity using ul = ug − φ, where φ is given by Equation (A.2)

6. Use the calculated liquid velocity and repeat procedure until convergence
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Appendix C

Implementation of boundary
conditions

Western boundary conditions in the DF3 model used in Chapter 10:
Based on the flowing vapor-fraction, x, pressure, p and mass velocity, G, the following have
to be computed:

• Gas and liquid density

• Volume fraction

• Velocity

• Temperature

This will be done using the following procedure:

• Extrapolate pressure

• Find the liquid density, gas density, and temperature at the extrapolated pressure based
on the EOS

• Compute the void fraction, α, based on the relevant slip-model used and the specified
vapor fraction, x:
If the linear slip-model is used:

αG =
[(1− x

x

)ρG
ρL

1

Ks

+ 1
]−1

(C.1)

If the Zuber-Findlay slip model is used:

αG =
x

ρG

[
Ks

( x
ρG

+
1− x
ρL

)
+
Ss
G

]−1

(C.2)

• Compute the gas velocity and liquid velocity based on the volume fraction, the flowing
vapor-fraction and the total mass velocity (G):

ui =
Gxi
αiρi

(C.3)
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Appendix D

Typical CO2-transport pipes

Table D.1: Typical operating conditions for a CO2 transport pipe [35].

Diameter [m] d 0.2-0.8
Pressure [bar] p 100-200
Mass velocity [kg/m2s] G 1000-1500
Length [km] L 100-1000
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Appendix E

Speed of sound for the stiffened gas
EOS

The speed of sound is defined as:

c2 =
∂p

∂ρ

∣∣∣
s

(E.1)

The pressure is given as a function of the temperature and density, p = p(ρ, T ). Hence the
total derivative of p is:

∂p =
∂p

∂ρ

∣∣∣
T
∂ρ+

∂p

∂T

∣∣∣
ρ
∂T (E.2)

Dividing by ∂ρ at constant entropy, we get:

∂p

∂ρ

∣∣∣
s

=
∂p

∂ρ

∣∣∣
T

+
∂p

∂T

∣∣∣
ρ

∂T

∂ρ

∣∣∣
s

(E.3)

From Equation (3.17) we have:

∂p

∂ρ

∣∣∣
T

= (γ − 1)cvT =
p+ p∞
ρ

, (E.4)

∂p

∂T

∣∣∣
ρ

= (γ − 1)cvρ =
p+ p∞
T

, (E.5)

and from Equation (3.19) we have:

∂T

∂ρ

∣∣∣
s

=
T (γ − 1)

ρ
(E.6)

By substituting Equation (E.4), (E.5) and (E.6) into (E.3), we get:

c2 = γ(γ − 1)cvT =
(p+ p∞)γ

ρ
(E.7)

Often the definition of γ = cp/cv is used in order to simplify this equation even more. Thus:

c2 = (γ − 1)cpT (E.8)
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Appendix F

Eigenvalues for the DF4 model

F.1 The parameter ζ

In order to find the eigenvalues of the DF4 model in the case of no slip, the parameter ζ has
to be derived. (See Section 2.4)

ζk = − 1

ρ2
k

(∂ρk
∂sk

)
p

(F.1)

We have s = s(ρ, T ), hence the total differential of s is:

∂s =
∂s

∂ρ

∣∣∣
T
∂ρ+

∂s

∂T

∣∣∣
ρ
∂T (F.2)

Dividing by ∂ρ and evaluate at constant pressure, we get:

∂s

∂ρ

∣∣∣
p

=
∂s

∂ρ

∣∣∣
T

+
∂s

∂T

∣∣∣
ρ

∂T

∂ρ

∣∣∣
p

(F.3)

When the stiffened-gas EOS is used:
From Equation (3.19), we have:

∂s

∂ρ

∣∣∣
T

= −cv
ρ

(γ − 1) (F.4)

and
∂s

∂T

∣∣∣
ρ

=
cv
T
. (F.5)

From Equation (3.17), we have:
∂T

∂ρ

∣∣∣
p

= −T
ρ

(F.6)

By substituting the above three equations into Equation (F.3), we get:

∂s

∂ρ

∣∣∣
p

= −cvγ
ρ

(F.7)

Thus,

ζk = − 1

ρ2
k

(∂ρk
∂sk

)
p

=
1

ρ2
k

1
cvγ
ρ

=
1

ργcv
=

1

ρcp
(F.8)
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F.2 Calculations used in Section 11.3.3

The instantaneous eigenvalues at t = 0.15 can be calculated by using Equation (2.31), ζk as
calculated in Equation (F.8), and the fluid properties as predicted by COTT for the specific
case (given in Figure 11.3). The results for the four different regions are given in the table
below.

Table F.1: Fluid properties, and the corresponding calculated eigenvalues, in the four different
regions in the domain. Fluid properties are obtained from the COTT simulation and the
eigenvalues are further calculated using Equation (F.8).

Left Left – middle Right – middle Right
u [m/s] 0 20.6 20.6 0
p [bar] 60 45 45 30
T [K] 295.13 294 268.5 267.6
α 0.5 0.56 0.42 0.5

cmix [m/s] 164.97 148.33 146.28 124.16
λ1 [m/s] 164.97 168.93 166.88 124.16
λ2 [m/s] 0 20.6 20.6 0
λ3 [m/s] 0 20.6 20.6 0
λ4 [m/s] -164.97 -127.73 -125.68 -124.16
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Appendix G

The experiments [24]

Figure G.1: The logged temperature and pressure along the test-section. See Figure 7.1

Figure G.2: The temperature and pressure before the throttling valves, the mass flow rates
and the surrounding temperature (TT-120 and TT-121).

Figure G.3: The Pressure drop between position 1 and 2, and 1 and 4. See Figure 7.1
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Appendix H

The implementation of the Cheng et
al. flow-pattern map

The idea behind the implementation of the Cheng et al. flow pattern model is described by
Figure H.1, H.2 and H.3.

The different transition lines, labeled GSWS, GSW , GS, GD, GM , xIA and GB, are drawn based
on the correlations given in [8] (see Figure H.1).

Figure H.1: The name of the transition lines in the flow-pattern map of Cheng et al.
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Figure H.2: The procedure used to determine the flow pattern when the fluid properties, the
present mass velocity, Gp, and the flowing vapor-fraction, x, are known. For details related to
check 2.1, see Figure H.3. In the trivial case where G = 0, the flow pattern will be stratified.

Figure H.3: The procedure used to determine the flow pattern when x < xIA.
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