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Abstract

The cryogenic industry has experienced a continuous growth in the last decades,
partially sustained by the worldwide development of Liquefaction of Natural Gas
(LNG) projects. LNG technology provides an economically feasible way of trans-
porting natural gas over long distances, and currently accounts for nearly 30% of
the international trade of this resource. The economic feasibility of these projects,
in terms of both capital and operating costs, is to a large extent controlled by the
performance of the main cryogenic two-phase flow heat exchanger. This industrial
scenario provides then the motivation for a detailed study of the heat exchanger
from a design perspective.

On the one hand, it is widely accepted that a highly detailed analysis is required
at a micro scale to properly take account of the two phase heat transfer process.
On the other hand, a process-level description corresponds to larger time and
space scales. In general, determining the proper methodology for considering these
scales and their interaction remains a challenging problem. For this reason, current
techniques focus in only one particular scale. The main objective of this project is
then to develop a multiscale model applicable for two-phase flow heat exchangers.

In this context, a three-scale framework is postulated. This thesis was divided
into macro, meso (medium) and micro scale analysis. First, a macroscopic anal-
ysis provides a broad description in terms of overall heat transfer and pressure
drop, using simple models without taking into account the details of physical phe-
nomena at lower scales. Second, at mesoscale level, flow in parallel channels is
considered following a homogenization approach, thus including the effects of flow
maldistribution and partial mixing. Third, the microscopic description conceives a
phenomenological representation of boiling flows, following multifluid formulations,
for two specific flow patterns: annular-mist and post-dryout regimes. Finally, a
multiscale design algorithm is proposed.
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P Temperature effectiveness (as used in the P −NTU method) , see equa-
tion (2.15), page 33 [-]

p Pressure [Pa, bar]

Q Generic integral response, see equation (6.2), page 112
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R̄ Universal specific gas constant = 8.314 J mol-1 K-1
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R Numerical residual, see equation (4.2), page 65

RLS Least squares residual, see equation (4.23), page 71

R Heat capacity flow ratio (as used in the P − NTU method) , see equa-
tion (2.14), page 32 [-]
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S Specific entropy [J kg-1 K-1]
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page 131 [-]
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MR Mixed refrigerant

NTU Number of Thermal Units (as used in the P −NTU method) , see equa-
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ΔhLV Specific heat of evaporation: ΔhLV = hV − hL [J kg-1]

ΔT Local temperature difference [K]
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ε Heat exchanger effectiveness, see equation (2.9), page 32 [-]
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κ Non-equilibrium parameter

λ Thermal conductivity [W m-1 K-1]

μ Dynamic viscosity [kg m-1 s-1]
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Ω Generic computational domain
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φ General scalar function of one or more variables

Φj Test function, in the weighted residual formulation, see Section 4.1

ϕj Generic basis function, or trial function

Φ2 Two–phase multiplier, see equation (5.4), page 96 [-]
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Ψ Dimensionless effective mean temperature difference (as used in the Ψ−P
method), see equation (2.19), page 33 [-]

ρ Fluid density [kg m-3]

ρh Homogeneous density [kg m-3]

σ Surface tension [kg s-2]

σSB Stefan-Boltzman constant for radiation heat transfer = 5.67 10-8 [W m-2

K-4]

τ Shear stress [N m-2]

θ Non–dimensional temperature, see equation (4.28), page 73

Non-dimensional numbers

Bo Boiling number number = q′′W/(GΔhLV )

Nu Nusselt number = ĥL/λ

Pr Prandtl number = cpμ/λ

Re Reynolds number = ρuL/μ

We Weber number = ρu2L/σ

Subscripts

cold Refers to the lower temperature level

crit Critical value

D Droplets

dep Refers to the deposition process

ent Refers to the entrainment process

evap Refers to the evaporation process

G Refers to the gas phase

hot Refers to the higher temperature level

in Refers to the inlet value of the variable

L Refers to the saturated liquid state

max Maximum value
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ref Reference value

S Refers to shell-side stream

T Refers to tube-side stream

tph Refers to the two–phase flow

V Refers to the saturated vapor state

W Wall
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Chapter 1

Overview

� A brief synopsis is depicted in the present chapter, comprising the motiva-
tion, objectives, scope and structure of this thesis.

This introductory chapter is divided in five sections. The motivation and pro-
posed research approach (further detailed in part I), is briefly described in Sec-
tion 1.1. A summarized list of objectives is given in Section 1.2. Section 1.3 deals
with the scopes and limitations of the present work. The structure of this the-
sis is given in Section 1.4, including a short description of each chapter. Finally,
practical recommendations to simplify the reading of this manuscript are given in
Section 1.5.

1.1 Motivation and approach

The world energy demand is rapidly increasing and natural gas is one of the most
competitive primary sources. However, natural gas market shares have been histor-
ically restricted by the transportation costs. Over the past decades, developments
in Liquefaction of Natural Gas (LNG) technology made possible the transportation
over great distances where pipeline investment and operational costs are unpracti-
cal. On the one hand, since LNG specific volume is about 600 times smaller than
natural gas, transportation costs are much more favorable. On the other hand, the
liquefaction process requires huge capital investments and is very energy demand-
ing. Therefore, a feasibility analysis of such a project must include both operating
and capital expenses.

LNG processes operate in the cryogenic temperature range (that is, below
120K). Previous experience from cryogenic systems, such as the liquefaction of
industrial gases (including air separation), indicate that the overall performance
of these processes is highly dependent on the heat exchanger network. In fact, the
cryogenic heat exchangers are main components in the LNG industry, in terms
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Chapter 1. Overview

of both investment costs and technical challenges. Consequently, an accurate de-
scription of this equipment is mandatory for the overall success of the project.

It is usually forgotten in this type of analysis that improving the predicting ca-
pabilities of a model has a cost, known as the cost of the calculation (Leinhard V
and Leinhard IV, 2011, page 128), which must be weighted along with other ex-
penses. In other words, in some systems it might be more convenient to adopt a
rather large design margin, than to extend indefinitely the calculation costs. How-
ever, in this particular case, as detailed in background presented in Chapter 2,
the design engineer faces a narrow window for the analysis. On the one hand, if
the design margin is large, the main heat exchanger becomes too expensive, thus
seriously affecting the economic feasibility of the project. On the other hand, if it
is undersized, the ultimate objective of the process (that is, to obtained liquefied
natural gas at the outlet) might not be fulfilled. Therefore, an accurate description
is mandatory for this case.

In this thesis, a multiscale approach is proposed for the thermal-hydraulic
analysis of cryogenic heat exchangers. This methodology, further described in
Chapter 3, consists on identifying the relevant physical phenomena occurring over
different length and time scales and focusing the modeling upon their interaction.
The main advantage of this technique is that it allows to take advantage of scale
separation and consider their coupled behavior in a reduced extent. For this reason,
it is widely considered in different areas of physical sciences and engineering, and
the list of applications is continuously expanding.

The multiscale nature of the heat exchanger, i.e. the interaction of several
length and time scales, makes the modeling a challenging task. This multiscale
coupling can be found at different levels. For example:

• The heat transfer coefficient, which is a main parameter in the macroscopic
flow analysis, is controlled by the microscopic heat transfer processes in the
evaporation interface, in addition to the forced convective terms.

• In shell-type geometries, the flow structure in a labyrinthine arrangement of
tubes is usually represented following a porous media approach.

• Large pieces of equipment, with multiple parallel channels, are sometimes
represented in terms of one or a few representative tubes, for example one
close to the center and another one in the outer region. This description
involves a multiscale formulation, as it includes the assumption that all other
channels behave similarly and the overall performance is therefore evaluated
from an analysis at a lower scale.

A simultaneous resolution of all scales is not practical. While the traditional
approach is based on focusing on the scale of interest and disregarding other effects,
useful tools and concepts for dealing with multiscale modeling and coupling are
developed in the present work. A three-scales framework is defined and modeling
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and simulation results are presented for each individual scale. In addition, a proper
overall simulation setting is proposed.

T(z), void(z). HTC, dp/dz
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Figure 1.1: Physical effects in a two-phase flow heat exchanger occur over different
time and length scales.

1.2 Objectives

Considering the scenario described in the previous section, the main objective of
this thesis can be summarized as follows.

1. Evaluate the state-of-the-art in heat exchanger modeling from a design per-
spective, specially for cryogenic and other high-efficiency applications. The
main problems for obtaining an accurate description are identified and conse-
quently a research methodology based on a multiscale formulation for solving
these issues is proposed.

2. Develop a multiscale framework, identifying the most relevant physical phe-
nomena and bridging parameters. While in strict terms all these phenomena
are coupled, a proper setup must be defined in order to exploit efficiently the
separation of different scales.

3. Postulate modeling and simulation tasks in order to improve the current un-
derstanding of heat exchanger performance for each individual scale defined
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Chapter 1. Overview

in the previous step. Keeping this final objective in mind, macroscopic ef-
fects are analyzed first and further modeling and simulations activities in
this project include phenomena occurring at the lower scales.

4. Take into account smaller-scale effects, including the consequences of flow
maldistribution, and a phenomenological description of two-phase flow heat
transfer.

5. Investigate practical aspects of the implementation of the postulated multi-
scale scheme. Specifically, an overall simulation algorithm is proposed.

1.3 Scope of the Work

The main idea is to develop a thermo-hydraulic model applicable to the cryogenic
heat exchangers used in the LNG industry, mainly spiral wound and to a lesser
extent plate-fin type. Therefore, the geometry and operating conditions in the
cases studied in this work are selected following those used in LNG processes.
Overall, the modeling and simulation activities presented in this work are restricted
to the following conditions.

• Steady state operation is considered in order to simplify the analysis. Tran-
sient effects, although they might have serious consequences in the perfor-
mance, do not belong to the first stage of design and therefore are not in-
cluded in the present analysis and constitute a key element of the recom-
mendations for future works depicted at the end of this thesis.

• A one-dimensional description is conceived for the evolution of cold and hot
streams within the heat exchanger. This formulation is representative of in-
tube flow in spiral wound geometries and in some cases also for the plate-fin.
Elements of flow mixing and flow maldistribution in parallel channels are
incorporated in an homogenization approach.

• High efficiency (ε) applications are considered. For cryogenic systems, this
is usually above 90% and for this reason some results are better understood
in terms of the inefficiency 1− ε.

• Special emphasis is placed on gas-liquid two-phase flow systems. Both boil-
ing and condensing flows are included in the analysis. In this context, while
mixture models can be applied to the macroscopic formulations, the micro-
scopic description must account for the individual evolution of each phase.
In both cases, state-of-the-art constitutive relations are incorporated.

• Thermodynamic equilibrium is assumed in both liquid and gas phases. This
means that, although they can have different temperatures, non-equilibrium
effects such as shock waves are disregarded.
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• In most of the cases, pure-fluid hydrocarbon refrigerants are the working
fluids, around room temperature or slightly colder. Water cases at high
temperature are also included in view of the available experimental data for
comparison.

• Round-tube geometry with diameters larger or around 8 mm (normal-size
channels) is considered in all cases. In general, several criteria have been
defined for establishing the transition between channel sizes1. Throughout
this thesis, a threshold value of 8 mm was considered as a safe figure for
normal-size channels.

1.4 Thesis structure

In addition to the present chapter, the remaining of this thesis is divided into five
parts, as summarized in Fig. 1.2. Part I presents introductory concepts, including a
literature review and some comparative analysis for determining the best research
path for this project. Modeling and simulation results at macro, meso and micro
scales are the main topic of Parts II to IV. Finally, Part V deals with the conclusion
of this thesis and recommendations for future work. In addition, publications and
other material produced during this project are included in the appendix.

A short overview of each chapter is presented as follows.

Part I: Introduction

This introductory part covers the fundamental background information for this
thesis. In addition to a thorough review of the current state-of-the-art, some
comparative analysis are presented for determining the optimum research path
for this project. In particular, through the following three chapters, a multiscale
framework and different numerical techniques are proposed.

• Chapter 2: Background and motivation. The motivation for this thesis,
revised in this chapter, is given by the leading role of heat exchangers in cryo-
genic science and technology. After an extensive review on heat exchanger
modeling, a discussion on the state-of-the-art is presented.

• Chapter 3: A multiscale approach for two-phase flow. In this chap-
ter, the characteristics of gas-liquid flows and cryogenic heat exchangers are
analyzed from a multiscale perspective. The most important bridging param-
eters are identified and a three-scale framework is proposed (macro, meso,
and micro) for the remaining of this thesis.

1See Chen et al. (2006, and references therein) and Kandlikar and Grande (2003).

5



Chapter 1. Overview

T
h
es
is
:
M
u
lt
is
ca
le

th
er
m
o-
h
y
d
ra
u
li
c
m
o
d
el
in
g
of

cr
yo
ge
n
ic

h
ea
t
ex
ch
an

ge
rs

P
a
rt

I

In
tr
o
d
u
ct
io
n

C
h
a
p
te
r
2

B
ac
k
gr
ou

n
d

an
d
m
ot
iv
at
io
n

C
h
a
p
te
r
3

A
m
u
lt
is
ca
le

ap
p
ro
ac
h
fo
r

tw
o-
p
h
as
e
fl
ow

C
h
a
p
te
r
4

N
u
m
er
ic
al

m
et
h
o
d
s

P
a
rt

II

M
a
cr
o
-s
ca

le
fr
a
m
e
w
o
rk

C
h
a
p
te
r
5

E
ff
ec
ts

of
p
re
ss
u
re

d
ro
p
on

H
E

p
er
fo
rm

an
ce

C
h
a
p
te
r
6

P
er
tu
rb
at
iv
e

m
et
h
o
d
s
fo
r

op
ti
m
iz
at
io
n
an

d
se
n
si
ti
v
it
y
an

al
y
si
s

P
a
rt

II
I

M
e
d
iu
m
-s
ca

le
fr
a
m
e
w
o
rk

C
h
a
p
te
r
7

F
lo
w

m
al
-

d
is
tr
ib
u
ti
on

C
h
a
p
te
r
8

P
ar
ti
al

fl
ow

m
ix
in
g

P
a
rt

IV

M
ic
ro

-s
ca

le
fr
a
m
e
w
o
rk

C
h
a
p
te
r
9

H
ea
t
tr
an

sf
er

in
th
e
an

n
u
la
r-
m
is
t

fl
ow

re
gi
m
e

C
h
a
p
te
r
1
0

H
ea
t
tr
an

sf
er

in
th
e
p
os
t-
d
ry
ou

t
fl
ow

re
gi
m
e

P
a
rt

V

F
in
a
l
re
m
a
rk

s

C
h
a
p
te
r
1
1

M
u
lt
is
ca
le

si
zi
n
g
of

a
h
ea
t
ex
ch
an

ge
r

C
h
a
p
te
r
1
2

C
on

cl
u
si
on

s

C
h
a
p
te
r
1
3

R
ec
om

m
en
d
at
io
n
s

fo
r
fu
tu
re

w
or
k

C
h
a
p
te
r
1

O
ve
rv
ie
w

A
p
p
e
n
d
ix

A

P
u
b
li
ca
ti
on

s

Figure 1.2: Structure of this thesis
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• Chapter 4: Numerical methods. This chapter deals with the different
numerical techniques applicable for this problem. A comparative analysis is
performed and the most convenient method is selected. In particular, the
Least Squares Spectral Element Method provides some interesting advan-
tages and is recommended for complex problems.

Part II: Macro-scale framework

As a starting point, the modeling and simulation activities in this thesis are first
performed at a macroscopic level, that is considering the largest scale. In partic-
ular, simple one-dimensional models are selected for evaluating the overall perfor-
mance of two-phase flow high-efficiency heat exchangers, in terms of both total
heat transferred and pressure drop. This part consists of two chapters, as follows.

• Chapter 5: Effects of pressure drop on HE performance. Simulation
examples are presented and different models are compared in this chapter.
In general, neglecting this effect results in serious mispredictions for high-
effectiveness applications.

• Chapter 6: Perturbative methods for optimization and sensitiv-
ity analysis. A simulation tool, widely used in other areas of engineering
but not so extensively in this context, is presented in this chapter for the
sensitivity analysis and optimization of heat exchangers. The mathemati-
cal formulation is described and two examples are presented. In addition, a
possible optimization algorithm is postulated and tested.

Part III: Medium-scale framework

This two-chapters part deals with medium-scale effects, that is, including details
that were neglected in part II. Then, instead of simple tube-in-tube geometries,
more complex geometries with parallel-channel arrangements can be studied. A
homogenization approach is postulated, representing the heat exchanger in terms
of several layers. In this framework, different physical phenomena are analyzed in
these two chapters as follows.

• Chapter 7: Flow maldistribution. This chapter deals with simulation
analysis of the consequences of the flow maldistribution in parallel channels of
large heat exchangers. In particular, the pressure coupling between parallel
channels is emphasized.

• Chapter 8: Partial flow mixing. Throughout this short chapter, an
homogenization approach is postulated for the analysis of multiple-channel
heat exchangers and two numerical examples are analyzed: geometrical and
mass flow rate differences between the channels.
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Part IV: Micro-scale framework

This part deals with the description of the smallest scale. In particular, this
analysis is focused on the individual evolution of gas and liquid phases for diabatic
intube flow. Considering that in boiling and condensing flows the vapor content
is not constant and several flow regimes are found along the tube length, it is
important to establish which flow structure is considered. In this context, modeling
and simulations results are compared with experimental observations reported in
the open literature in the following two chapters.

• Chapter 9: Heat transfer in the annular-mist flow regime. A phe-
nomenological model is derived for the prediction of dryout in annular flow.
The validation of this model indicates good agreement with experimental
data. Similarly, partial dryout in horizontal flow is analyzed.

• Chapter 10: Heat transfer in the post-dryout flow regime. In this
chapter, post-dryout heat transfer is analyzed. The individual evolution of
liquid droplets and the gas core, are described within a two-fluid formula-
tion, coupled with state-of-the-art constitutive relations. This model is then
validated against experimental data for power-controlled system, in terms
of wall temperature profiles. Both water and hydrocarbon refrigerant cases
are studied. Overall, good agreement is observed between predicted and
measured wall temperatures. In addition, possible future improvements are
discussed.

Part V: Final remarks

Some comments regarding the results from this thesis are summarized in this final
part. In general, these are analyzed from a design perspective. In other words, the
lessons learned in this work and recommendations for future research are focused
on mechanisms for improving the description of heat exchangers in cryogenic and
LNG processes. This part comprises three chapters as described next.

• Chapter 11: Multiscale sizing of a heat exchanger. An overall mul-
tiscale algorithm for the design and sizing of two-phase flow heat exchanger
is postulated in this chapter. Modeling results and guidelines from previous
chapter are coupled together, thus achieving a complete multiscale scheme.
This postulated formulation is applied in this chapter to a practical case,
presenting simulation results.

• Chapter 12: Conclusions. In this chapter, the objectives of this work
presented in Section 1.2 are revised. In addition, a multiscale algorithm for
the thermalhydraulic design of a heat exchanger is postulated, and the major
contributions from this thesis are summarized.
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• Chapter 13: Recommendations for future work. This last chapter
deals with perspectives for future activities arising from this work. Recom-
mendations for future research at both experimental and modeling levels are
derived from the lessons learned in this work. In addition, the possibilities
for extending the scope of the current analysis are discussed.

Publications

This appendix comprises the transcript of peer-reviewed publications produced
during this work. In total, nine articles are included as follows.

Article 1. Pacio J.C. and Dorao, C.A. (2009) Application of high order

methods for the simulation of heat exchanger models. In Skallerud,
B. and Andersson, H.I. (Eds.): Mekit’09, Fifth national conference on
Computational Mechanics, Trondheim 26-27 May 2009, Tapir Academic
Press, pp. 341-351. In the context of a national conference on computational
mechanics, this paper investigates practical aspects of the implementation of high-
order numerical techniques for the solution of heat exchanger problems.

Article 2. Pacio J.C., Dorao, C.A. and Fernandino M. (2009) Sensi-

tivity analysis of heat exchangers models using perturbation theory.
In Hesthaven, J.S. and Rønquist, E.M (Eds.): Spectral and High Or-
der Methods for Partial Differential Equations, Selected papers from
the ICOSAHOM’09 conference, June 22-26, Trondheim, Norway. Vol-
ume 76 of Lecture Notes in Computational Science and Engineering.
Springer-Verlag, Berlin Heidelberg. ISBN: 978-3-642-15336-5, pp. 275
- 282. The ICOSAHOM series of conferences represent a worldwide forum for
discussion on current and prospective applications of high order and spectral meth-
ods. In this framework, this articles presents the application of perturbative theory
for the sensitivity analysis of heat exchangers (which is the main topic on Chap-
ter 6), using the Least Squares Spectral Element Method for the numerical solution
of the governing equations.

Article 3. Pacio J.C. and Dorao, C.A. (2010) Numerical analysis of

the effect of two.phase flow maldistribution on heat transfer perfor-

mance. In Transactions of the American Nuclear Society, Vol. 102,
pp. 599-600. 10-17 Jun 2010. This short paper deals with the consequences
of maldistribution in two-phase flow systems, and was presented at the annual
meeting of the nuclear engineering community in the United States.

Article 4. Pacio J.C. and Dorao, C.A. (2010) A study of the effect

of flow maldistribution on heat transfer performance in evaporators.
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Nuclear Engineering and Design 240(11), pp. 3868-3877. doi:10.1016/

j.nucengdes.2010.09.004. This paper accepted for publication in an interna-
tional journal is an extended version of Article 3. Further analysis of the conse-
quences of maldistribution is detailed in Chapter 7.

Article 5. Pacio J.C. and Dorao, C.A. (2010) A homogenization ap-

proach for studying two-phase heat exchanger performance. In Pro-
ceedings of the 8th International Topical Meeting on Nuclear Ther-
mal-Hydraulics, Operation and Safety (NUTHOS-8), October 10-14,
2010, Shanghai, China. Paper ID: N8P0131. The effects of partial flow
mixing are analyzed in this paper by means of a homogenization approach. The
results presented in this article are further discussed in Chapter 8.

Article 6. Pacio J.C. and Dorao, C.A. (2010) A comparative analysis

of computational models for solving one-dimensional heat exchangers

problems. Submitted to the International Journal of Refrigeration (un-
der review). This paper comprises results obtained in Chapter 4, concerning
the performance of different numerical techniques for the analysis of single-phase
and two-phase heat exchangers. The main conclusion is that the LSSEM is the
most efficient technique for complex problems, while the finite difference formula-
tion is more advantageous in the case of explicit scenarios such as in a co-current
flow arrangement. Submitted on August 23th 2010, it is currently under review.

Article 7. Pacio J.C. and Dorao, C.A. (2011) A review on heat ex-

changer thermal hydraulic models for cryogenic applications. Cryo-
genics 51(7), pp. 366-379. doi:10.1016/j.cryogenics.2011.04.005. An
extensive review on the state-of-the-art is presented in this article, following the
background described in Chapter 2.

Article 8. Pacio J.C. and Dorao, C.A. (2011) Modeling two-phase

heat exchanger performance in the annular-mist flow regime con-

sidering entrainment and deposition phenomena. In Proceedings of
ASME-JSME-KSME Joint Fluids Engineering Conference 2011, July
24-29, 2011, Hamamatsu, Shizuoka, Japan. Paper ID: AJK2011-10013.
A phenomenological model for predicting the dryout quality in the annular-mist
flow regime is presented and validated in this paper. Further details of this models
and its predicting capabilities are analyzed in Chapter 9.

Article 9. Pacio J.C. and Dorao, C.A. (2011) Design considerations

for the sizing of high-effectiveness two-phase flow heat exchangers.
In Proceedings of the 23rd IIR International Congress of Refrigeration,
August 21-26, 2011, Prague, Czech Republic. Paper ID: 476. In this
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article, a one-dimensional formulation is considered for the macroscopic description
of heat exchangers. Several models are compared and the consequences of pressure
drop on thermal performance are investigated. An extended description of this
analysis can be found in Chapter 5.

1.5 For an easier reading of this thesis

The following items are included in order to simplify the reading of this thesis.

• A short introduction is given at the beginning of each of the parts I to V.

• Without exception, all the chapters start with a highlighted abstract and an
unnumbered introduction. The main idea behind this scheme is that each
chapter can be read independently.

• In addition, a summary (roughly one-page long) is included at the end of
every chapter, including analysis of results and conclusions.
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Introduction
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The fundamental background information useful for understanding this thesis is
covered in this introductory part. During the following three chapters, an overview
of the motivation and proposed approach is provided.

Chapter 2 presents the current status of cryogenic science and technology as
background information for this thesis. From this analysis, the industrial motiva-
tion for this work becomes clear: heat exchangers play a major role in cryogenic
processes and therefore accurate models are required. Present models and ad-
vanced trends reported in the open literature are analyzed. After an extensive
review, a discussion on the state-of-the-art is presented, highlighting those areas
where further improvement is necessary.

In Chapter 3, the postulated multiscale approach is described. As the relevant
physical phenomena occur over widespread time and length scales, the analysis of
a cryogenic two-phase flow heat exchanger is indeed a multiscale problem. Present
multiscale formulations, as well as the characteristics of gas-liquid flows, are an-
alyzed. Consequently, the most important bridging parameters, such as the heat
transfer coefficient, are identified. Following this analysis, a multiscale modeling
framework is postulated, based on the separation into three scales: macro, meso
and micro. This framework is essential for the remaining of this thesis, focused on
the analysis of each individual scale.

As a necessary step before leaping from modeling to simulation activities, differ-
ent numerical methods are evaluated in Chapter 4. A weighted residuals formula-
tion is selected for the generic mathematical description of the different techniques
analyzed in this chapter. Special emphasis is placed in the performance of the
Least Squares Spectral Elements Methods, due to its very appealing theoretical
advantages, such as the fast convergence and inherent ability to provide an error
estimator even when no analytical solution is available. These potential advantages
are tested with two numerical examples: a single-phase heat exchanger (with ana-
lytical solution) and an evaporator. The main conclusion from this chapter is that
the LSSEM is the preferred technique for generic and potentially complex prob-
lems, while the traditional finite differences approach yields the best performance
in the case of explicit scenarios, such as those analyzed in Chapters 9 and 10.
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Chapter 2

Background and motivation

� In this chapter, the current status of cryogenic science and technology is
briefly overviewed. Special emphasis is placed on the decisive role of the heat
exchangers in cryogenic processes, the most common geometries and the main
challenges for their modeling and analysis.

Present models for heat exchanger design and current advanced trends reported
in literature are analyzed in this chapter. The generic problem of modeling and
designing heat transfer equipment is very old, dating back to the beginnings of
the industrial revolution. Nevertheless, a final state of research has not yet been
achieved, particularly for cryogenic and two phase flow systems. Due to the very
demanding requirements in terms of efficiency and overall costs, accurate models
are needed. For this reason, some physical phenomena that are normally neglected,
such as flow maldistribution, longitudinal heat conduction and heat exchange to
the surroundings, must be included in the analysis. After an extensive review, a
discussion on the state-of-the-art is presented.

In the last fifty years the cryogenic industry has experienced a sustained growth,
mainly based on two pillars: the extension in the use of superconductors, and lique-
faction of natural gas. Superconductive materials working at low temperatures are
used for constructing the large magnets required for magnetic resonance, magnetic
levitation vehicles and research in nuclear physics (Wolsky et al., 1989). Liquefac-
tion of natural gas makes the transportation of this energetic resource economically
feasible over long distances.

The economics of cryogenic processes are dominated to a certain extent by
the energy requirements of the compressors, which are related to the overall ther-
modynamic efficiency of the system. Thermodynamic considerations emphasize
the need for very small temperature difference in the heat exchangers, resulting
in large heat transfer equipment with high effectiveness requirements (Robertson,
1983). For this reason, heat exchangers are major pieces of equipment that affect
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the overall performance of these processes. In particular, the main cryogenic heat
exchanger (CHE) represents roughly 10% of the total investments in the LNG
chain.

The following sections comprise a review on the industrial applications of cryo-
genics, the importance of using efficient heat exchangers, their challenging features
and how present models deal with them.

2.1 Cryogenic science and technology

The word cryogenic comes from the Greek κρῡoς, cryos (frost), and γίνoμαί,
genomae (to produce) (Scurlock, 1992). In short, this means the science and art
of producing cold. This definition, however correct, is rather ambiguous, and
the prefix cryo- has been used in the XIX century for referring to the artificial
production of ice, beer brewery and meat transportation (Scurlock, 1990).

The starting point of modern cryogenic engineering can be established in 1877
with the first transitory condensation of oxygen by Cailletet in France and Pictet
in Italy, and the permanent production of liquid air by Wroblewski and Olszewski
in Poland six years later (Foerg, 2002). Since then, the term has been generally
applied related to the liquefaction of the so-called permanent gases, that is the
group of gases with critical temperature below ambient, which means that they
cannot be condensed from ambient conditions by the sole effect of pressure. It was
not until 1969 that a recommended upper temperature boundary was settled at
120 K (Kurti, 1970). According to this definition, Liquefied Natural Gas (LNG)
is included as a cryogenic fluid, while liquid ethylene is excluded. The group of
pure cryogenic fluids is then limited to those listed in Table 2.1. While Table 2.1 is
limited to single–component fluids, two important mixtures are worth mentioning:
air (78% N2, 21% O2 and 1% others, mainly argon) and LNG (roughly 90% CH4

and 10% other hydrocarbons and N2)
1.

2.1.1 Industrial applications

The production of cryogenic fluids at industrial scale started in the last quarter of
the XIX century as a consequence of the requirements of pure oxygen for the steel
industry. Cryogenic technology has evolved significantly since then, and present
industrial applications can be divided into three broad categories (Kellner and
Scurlock, 1971): cooling purposes, separation and distillation of gas mixtures, and
liquefaction for transportation and storage.

1These compositions are approximated and given in terms of atomic content
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Fluid Chemical formula NBP [K] Tcrit [K] pcrit [bar]
Helium He 4.22 5.2 2.3
Hydrogen H2 20.3 33.0 12.9
Neon Ne 27.1 44.4 27.1
Nitrogen N2 77.3 126.2 34.0
Carbon monoxide CO 82.0 136.8 35.0
Fluorine F2 85.2 144.0 55.7
Argon Ar 87.3 150.7 48.7
Oxygen O2 90.2 154.6 50.4
Methane CH4 111.7 190.7 46.3

Table 2.1: Normal boiling point (NBP) and critical point for cryogenic fluids.
Source: Flynn (2005, §3.3).

Cooling at low temperature

The worldwide production of cryogenic fluids is currently dominated by the use
of liquid nitrogen for refrigeration. Given its relatively inexpensive production
from air, it is widely used in applications including superconductive magnets,
sensor cooling (Mukhopadhyay, 2007), cryogenic metal hardening (Baldissera and
Delprete, 2008) and treatment of biological samples (Gage, 1998).

Liquid helium is used for cooling of high current superconductive magnets and
research in low temperature physics below 4K. For temperatures in the range 20-50
K, liquid hydrogen (LH2) is used; while liquid neon, being chemically inert and
having a higher volumetric heat capacity, seems to be an interesting alternative in
the near future (Jha, 2006, §1.7).

Distillation and separation

Liquefaction of air provides a relatively simple and inexpensive method for sepa-
ration of its main components: nitrogen, oxygen and, in minor quantities, argon.
Other noble gases, such as helium and neon, are only found in small quantities
and therefore not produced from air but from distillation of natural gas at low
temperatures. Carbon monoxide is recovered from partial oxidation of natural gas
by cryogenic separation.

Liquefaction of fuels and oxidizers

When these permanent gases are condensed through the use of cryogenic pro-
cesses, a large reduction of specific volume (increase in density) is achieved, rang-
ing between 600 (LNG) and 1400 (neon) times compared to room temperature
conditions. This feature has lead to the liquefaction of normally gaseous fuels and
oxidizers for combustion and transportation purposes, including:
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• Liquid oxygen is the most commonly used liquid oxidizer for rocket engines,
combined with hydrocarbon fuels or LH2.

• Liquid fluorine provides the highest specific impulse when combined with
LH2 (Gall, 1957). However, it is highly toxic and corrosive, and its use was
dropped after some pilot tests.

• The advantages of LH2 as a fuel are that it has more than twice the energy
density (per unit mass) than normal gasoline and its only combustion product
is water steam. However, its production requires more energy input than
achieved with its combustion, then it should not be considered as a natural
energy source, but rather as an energy carrier. It has been used as fuel for
rocket engines, submarines and vehicles; and as energy storage for peak–
shaving production of electricity.

• LNG has a density roughly 600 times larger than room-temperature natural
gas, making economically feasible the production in remote locations and
transportation over long distances, being usually regasified at a receiving
terminal. In 2009, the shipping of LNG amounted to 242 billion standard
cubic meters, that is 27.7% of international trade of natural gas (BP, 2010).
The direct use of LNG as fuel has also been considered and applied in small
scale in recent years for public transportation (Arcadis Geraghty & Miller,
1998, §4.2) and trucks (Wegrzyn and Gurevich, 2000), as well as aviation
fuel (Duffy and Kandalov, 1996)

The high growth in production of LNG in the last decades (see Fig. 2.1 )
has motivated extensive research in cryogenic processes and equipment. A special
feature of LNG processes is the condensation of a multicomponent mixture (natural
gas, with varying composition). In addition, over 95% of the base–load plants
operate on mixed refrigerant (MR) processes in order to improve the cycle efficiency
and consequently reduce the power consumption (Venkatarathnam, 2008, §6). The
complexity of the LNG process is reflected in the design of heat exchangers and
other equipment.

2.2 Heat exchangers in cryogenic processes

While the so–called condensable gases can be liquefied by the sole effect of pressure,
the production of low temperature is required for the cryogenic fluids listed in
Table 2.1. If these temperatures were to be achieved by direct expansion from
room temperature (the ideal thermodynamic process, computed using REFPROP2

is depicted in Fig. 2.2 for air and natural gas), working pressure over 10000 bar

2REFPROP is a software developed by the National Institute of Standards and Technology
that evaluates thermodynamic properties on the base of empirical correlations. For further details
and technical documentation, see (Lemmon et al., 2007).
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Figure 2.1: World LNG production in the years 1982–2007. CAGR = compound
annual growth rate. Source: LNGpedia (2010).

would be required, which is extremely complicated to realize in practice. This
means that the use of heat exchangers (HE) at low temperature is fundamentally
necessary for the liquefaction of cryogenic fluids.

2.5 3 3.5 4 4.5 5 5.5 6 6.5 7

100

150

200

250

300

Specific entropy [kJ/kgK]

Te
m

pe
ra

tu
re

 [K
]

1 bar
10000 bar

(a) Air: 78.12% N2, 20.96% O2, 0.92% Ar
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(b) NG: 90% CH4, 5% C2H6, 5% N2

Figure 2.2: Ideal isothermal compression and isoentropic expansion process in T-S
diagrams for air and natural gas
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2.2.1 High effectiveness HE are required

The importance of HE for cryogenic systems can be illustrated by analyzing a
simple process. Figure 2.3 describes the Linde cycle for liquefaction of air, first
used by Carl von Linde in 1895 (Scurlock, 1992). Atmospheric air is compressed
and cooled to room temperature. The high pressure (HP) gas is expanded after
being cooled by the low pressure (LP) gas obtained as flash at the valve outlet.

(a) Process diagram
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(b) Pressure-enthalpy diagram

Figure 2.3: Linde cycle for liquefaction of air

Figure 2.3(b) shows that relatively large amounts of energy must be transferred
in order to enter the two–phase region. This scenario makes the process very sen-
sitive to the performance of the HE. For example, Kanoglu et al. (2008) predicted
a reduction of 22% in the production of liquid if the HE effectiveness (ε) departs
from the ideal value of 100% to a more reasonable one to achieve in practice of
96.5%. In the case of liquefaction of helium, Atrey (1998) calculated that 12% less
liquid is obtained if ε is reduced from 97% to 95%, and Barron (1985) stated that
no liquid is produced if ε < 85%. Consequently, cryogenic HE typically operate in
the high-efficiency range ε > 90% (Venkatarathnam and Sarangi, 1990).

In order to compensate for these reductions, modifications in the process may
become necessary in order to restore the refrigeration capacity to the desired level.
For example, the pressure ratio can be increased, resulting in a higher power
consumption in the compressor. The minimum ideal power input per unit of heat
removed in a refrigeration circuit, given by the inverse Carnot cycle (Çengel and
Boles, 1994, §11.2) can be computed according to Eq. (2.1).

W

Q
=
Thot − Tcold

Tcold
(2.1)

Then, every unit of heat that is not internally transferred must be removed
externally, thus implying an increase in the power input, at least as given by
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Eq. (2.1). Analyzing Eq. (2.1), it is observed that the power consumption repre-
sents a major concern in cryogenics due to the low cold temperature level (Tcold).
The specific power input (per refrigeration capacity) for several cryogenic fluids is
listed in Table 2.2, considering a reference hot temperature level (Thot) of 300 K.

Fluid Tcold [K] W/Q
Helium 4.2 70.43
Hydrogen 20.3 13.78
Nitrogen 77.3 2.88
Methane 111.7 1.69

Table 2.2: Thermodynamical minimum input of mechanical power per unit of
thermal power removed for selected cryogenic fluids

In short, if the HEs have low performance, the production rate of liquid is re-
duced and large amounts of extra mechanical power are required in order to restore
it to the desired level. This sets the need for high effectiveness heat exchangers.

2.2.2 Cryogenic heat exchangers for LNG

For small scale and laboratory applications, simple geometries such as concentric
tubes HE can be used with the advantages of building and maintenance simplic-
ity (Shah and Sekulić, 2003, §1.5). However, for larger scale applications, the
high effectiveness requirement for CHE and the use of complex processes for LNG,
including multiple streams exchanging heat simultaneously, result in the develop-
ment of complex equipment.

Fredheim and Heiersted (1996) compared data from different authors regarding
cost breakdown of LNG facilities, concluding that the HE represent 20–30% of the
capital costs of a liquefaction unit, which in turn accounts for half of the total
investments in the LNG chain (DiNapoli, 1986; Finn et al., 1999). More recently,
Thonon (2005) reported that the main HE represents 5.6–8.4% of the total project
costs. In short, it can be sustained that a relevant part of the investments is covered
by this sole equipment.

The selection of the main CHE for LNG processes is currently dominated by
the use of plate–fin and spiral–wound geometries (Finn et al., 1999). They are
illustrated in Fig. 2.4 and compared in the following subsections.

Coil–wound heat exchanger (CWHE)

The coil–wound heat exchanger (CWHE), also known as Giauque–Hampson HE,
was first used by Linde in 1895 in Germany and shortly thereafter by Hampson
in England (Abadzic and Scholz, 1972). Layers of tubes are coiled around a cen-
tral mandrel, which provides mechanical stability. Several tube–side streams can
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(a) Plate–fin (b) Coil–wound

Figure 2.4: HE geometries used for LNG processes. Illustrations from Linde.

be used in the different layers (two or three being common in LNG processes),
exchanging heat with a common shell–side stream. They are used as main CHE
in most of the present LNG production plants, and their selection is based on
the advantages of multistream capability, high area–to–volume ratio, efficient heat
transfer and mechanical robustness considering fast transients in temperature and
pressure (Fredheim, 1994).They can be constructed in very large units, only limited
in size by transportation issues (McKeever et al., 2008). The main disadvantage is
that they are proprietary and expensive equipment, only produced by Air Products
and Chemicals, Inc. (APCI) and Linde Group (Tariq, 2004)

Plate–fin heat exchanger (PFHE)

Plate–fin heat exchangers (PFHE) are very compact equipment, with the pos-
sibility of handling up to 10 streams in the same unit. In addition, very low
temperature differences can be achieved. This results in lower capital and opera-
ting costs compared to traditional shell–and–tube–type HE (Linde, b). For this
reason they are used in several industries, covering large ranges of temperature
and pressure, and many manufacturers produce them around the world, grouped
in the Brazed Aluminum Plate–Fin Heat Exchanger Manufacturers’ Association
(ALPEMA, 2000). The use of fins results in a large density of heat transfer area,
although their mechanical stability is more sensitive to operational transients.

Both geometries are used in LNG processes. A comparison between them given
by Linde3 is presented in Table 2.3. It is worth mentioning that the reported cost
for PFHE does not include the installation of manifolds and connecting equipment.
PFHE are more limited in size than CWHE, making necessary the use of parallel
units with the corresponding manifolding and assembly, that can represent more
than double the cost of the actual HE cores (Crawford and Eschenbrenner, 1972).

3Linde Group is the only manufacturer that produces both PFHE and CWHE.

24



2.2. Heat exchangers in cryogenic processes

PFHE CWHE
Main feature Extremely compact Extremely robust
Heating surface density 300–1000 m2/m3 50–150 m2/m3

Fluid conditions Very clean, non–corrosive Less restrictive
Applications Smooth operation High T or p gradients
Relative price 25–35% 100%

Table 2.3: Comparison of plate–fin and coil–wound HE. Source: Linde (a).

In addition, Crawford and Eschenbrenner (1972) remarked that, while PFHE have
lower cost for a given refrigeration duty, CWHE are more advantageous in other
features such as maintenance, pressure and size limitations.

2.2.3 CHE for small–scale/laboratory applications

Small scale equipment is usually designed on a different basis than for larger
scale applications. Simplicity and maintenance issues are sometimes more im-
portant than the relative cost per unit heat removed, since the amount of heat
is small. Although this thesis is focused on industrial applications, these geome-
tries are included here for reasons of completeness. Two main types are described:
perforated–plates and regenerators.

Perforated–plate heat exchangers (PPHE)

A comprehensive review on the history and applications of PPHE was given by
Venkatarathnam and Sarangi (1990). This geometry consists of several parallel
perforated plates separated by spacers. The periodic disruption of the flow gives
high heat transfer coefficients but also a relatively large pressure drop.

Heat exchange between the usually counter–current streams occurs laterally
through the high–conductivity plates (usually copper or aluminum) which act
as fins. Axial heat conduction is avoided, to some extent, with the use of low-
conductivity material, such as stainless steel, for the spacers.

Regenerators

The design of a regenerator is conceptually different from all the other geometries,
which can be grouped under the name of recuperators. In a regenerator, both
fluids occupy alternately the same space and the heat is transferred in and out of
a packing material, called the matrix. A review on their historical development
and extensive applications in cryogenic systems was given by Ackermann (1997).

Their main advantages are given by the very high area density, as large as
6500 m2/m3, relatively low cost and simplicity to build and maintain. The major
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limitations consist on their maximum size, and the residual amount of mixing
between streams.

2.3 Challenges in the modeling of CHE

Heat exchangers used in cryogenic applications, in particular for LNG processes,
present some peculiarities that make their modeling a challenging task. These can
be divided into two main categories: the complexity of the processes, and the fact
that some effects that are usually neglected for high–temperature applications,
cannot be disregarded for CHE.

2.3.1 Complex processes

The aim for overall economic optimization of LNG production resulted in the
development of complex liquefaction processes that represent roughly half of the
plant capital costs (Finn et al., 1999). Brendeng and Hetland (2004) provide a
comprehensive review of natural gas liquefaction technologies. Around 80% of
the installed capacity uses a propane–precooled mixed refrigerant process (C3MR)
licensed by APCI (Barclay and Denton, 2005). Other cycles include optimized
cascade, single mixed refrigerant (SMR) and natural gas expanders. The Snøhvit
project, in northern Norway, employs a mixed fluid cascade process, developed by
Statoil/Linde.

Figure 2.5 shows a simplified schematic diagram of two processes: (a) C3MR
with a propane cycle and a MR cycle, and (b) SMR with one single mixed refrig-
erant cycles. Both processes have a throttle expansion in the end where LNG is
separated from the so-called flash gas, usually used as fuel. These are simplified
diagrams, the actual processes involve several pressure level cycles.

As a consequence of the mentioned processes, the CHE operate in challenging
conditions, such as large temperature ranges and the use of multiple streams of
multicomponent mixtures experiencing boiling and condensation. In addition, the
separation of heavier hydrocarbons from the natural gas flow results in flow removal
and injection within the main CHE.

2.3.2 Non–negligible effects

Traditional heat exchanger models neglect some effects (Shah and Sekulić, 2003,
ch 3.2) since they are not relevant for the typical required engineering accuracy.
However, the high–effectiveness requirements for CHEmake necessary to take these
effects into account. They include: changes in fluid properties, heat exchange with
the surrounding, longitudinal thermal conduction in the wall, flow maldistribution
and effects of pressure drop on heat transfer. Their relevance, in terms of the
degree of accuracy for which they must be considered, is illustrated in Fig. 2.6.
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(a) C3MR

(b) Single mixed refrigerant

Figure 2.5: LNG processes

The dark bars in Fig. 2.6 illustrate the effectiveness threshold below which these
effect can be disregarded.

Some of these effects have been addressed in literature for rating the perfor-
mance of HE in simple processes involving single–phase flow, as described later in
Section 2.5. However, no reports were found on applications to complex processes
as those used for production of LNG.

Changes in fluid properties

Barron (1999) stated that the main distinctive feature of cryogenic heat transfer
is that all constants become variables. For the analysis of high–temperature HE,
Kays and London (1964) suggested the use of a constant value, corresponding to
the physical properties evaluated at a mean temperature. However, this approach
is not applicable for cryogenic applications, as noticed by several authors. Soyars
(1991) stated that the use of this approximation for simulation of HE with helium
below 15 K leads to mispredictions of 30–100% of heat load. Oonk and Hustvedt
(1986) found underpredictions of up to 12% on performance of helium HE between
4 and 20 K. Chowdhury and Sarangi (1984a) proposed the use of an harmonic mean
instead, resulting in differences up to 20% in the effective size.
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Figure 2.6: Relevant physical effects for a given design effectiveness. The color
bars indicate if the effect can be neglected or not.

Heat in–leakage

Since cryogenic processes operate at much lower temperature than ambient, cryo-
genic equipment exchange heat with the surroundings. The development of mul-
tilayer insulations in the 1960s, with apparent thermal conductivity as low as
10–100 μW/(m K) (Tien and Cunnington, 1973) has reduced the heat–leakage
to a practical minimum. However, when high–effectiveness equipment is required,
this effect has to be considered. Several authors (Ameel and Vitharana, 1999;
Chowdhury and Sarangi, 1984b; Gupta and Atrey, 2000) have considered this ef-
fect when rating the performance of single–phase heat exchangers, but it is not
currently considered for design. Ameel (2000) considered the effect of heat trans-
fer from a constant–temperature surroundings for co–current and counter–current
flow, concluding that the first arrangement is more sensitive to this effect. More
recently Al-Dini and Zubair (2008) presented analytical and graphical solutions for
the Effectiveness-NTU method considering ambient heat leakage as a distributed
heat source, thus allowing to extend the model to include chemical or electrical
generated heat inputs.

Longitudinal thermal conduction

This effect reduces the local temperature difference between the working fluids and
the separating wall, thus deteriorating the heat transfer. In the extreme case of an
infinitely large thermal conductivity, the wall temperature would remain uniform,
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since any gradient is dumped by axial conduction. Then, the performance of a
balanced counterflow HE is reduced roughly by half, matching the parallel flow
case (Hesselgreaves, 2001, §6). Kroeger (1967) presented an analytical solution for
the constant–properties single–phase case. The analysis by Venkatarathnam and
Narayanan (1999) included the conduction in the wall separating the fluids from
the environment. These effects are more significant in small systems (with short
conduction lengths and therefore larger gradients) than in the large CWHE ad
PFHE.

Flow maldistribution

In many scenarios, the flow distribution can deviate from design conditions, which
is usually homogeneous. Mueller and Chiou (1988) presented a comprehensive
review on the causes of maldistribution. They include mechanical issues such as
fouling, fabrication tolerances, bypass and poor header performance; two–phase
instabilities; and heat–transfer induced as a consequence of changes in viscosity
or density. Flow maldistribution results in a reduction of performance of single–
phase HE (Chowdhury and Sarangi, 1985; Fleming, 1967; Jung and Jeong, 2007),
although this effect is only relevant for high efficiency equipment such as those used
in cryogenics (Mueller and Chiou, 1988). The effect on two–phase flow systems is
more complex, with both reduction (Rabas, 1985; Srihari et al., 2005) and increase
(Aganda et al., 2000; Timoney and Foley, 1994) in performance noticed.

Effect of pressure drop on heat transfer

Changes in working pressure affect the fluid physical properties and consequently,
the heat transfer performance. While single–phase fluid properties are mainly
dependent on the temperature, that is not always the case for two–phase flow.
Of special interest for boiling and condensation applications are variations in the
saturation temperature.

2.4 Present models for heat exchanger design

This section deals with the present models used for thermalhydraulic design of HE.
A complete analysis of a heat exchanger must consider mechanical and corrosion
effects. In addition, fabrication and shipping procedures should be taken into
account. However, this analysis escapes the scope of this work.

Heat exchanger thermalhydraulic modeling involves the solution of two prob-
lems: rating and sizing (Shah and Sekulić, 2003). Rating consists on evaluating
the performance of an existing HE. Since all the relevant information is given (ge-
ometry, flow conditions), detailed models can be used. Sizing refers to the opposite
problem, that is to select the proper HE geometry, flow arrangement and size to
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meet the specified performance within some given constraints. The geometry is
still unknown, and for that reason simpler models are required.

A summary of the present HE models used for sizing is presented in Fig. 2.7.
They can be grouped into three main categories: lumped parameters, distributed
parameters and stream evolution, which are further explained in detail in the
following subsections. Finally, a review of these models and their ability to consider
relevant physical effects is presented in Table 2.4.

Heat exchanger models

Distributed
parameters

(Section 2.4.2)

• Zones

• Elements

Lumped pa-
rameters

(Section 2.4.1)

• Mean tempera-
ture difference

• ε-NTU
• P-NTU

• ψ-P
• P1-P2

Stream evolution

(Section 2.4.3)

• ASPEN Plate Fin
Exchanger

• GENIUS, by
Linde AG

Figure 2.7: Summary of models for sizing heat exchangers

2.4.1 Lumped parameters models (LPM)

These models represent the basic design theory for HEs and can be found in most
textbooks (Kakaç and Liu, 2002; Kuppan, 2000; Shah and Sekulić, 2003). They
are based on the following energy balances for two single–phase streams:

Ccold dTcold = U dA (Thot − Tcold) (2.2)

Chot dThot = −U dA (Thot − Tcold) (2.3)

where the heat capacity flow rate (C), defined as the mass flow rate (ṁ) times
the specific heat (cp) is used.

C = ṁcp (2.4)
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Equations (2.2) and (2.3) are integrated considering the following assumptions:

1. Steady–state operating conditions

2. No heat transfer with the surroundings

3. Longitudinal heat conduction is negligible

4. Constant overall heat transfer coefficient

5. Constant heat capacity

Following this integration, the HE is represented with two parameters: one for
the physical size and another for the thermal performance. This category includes
five different models (Shah and Sekulić, 2003, §3.5-3.10): mean temperature differ-
ence, ε−NTU , P−NTU , Ψ−P and P1−P2. All these lumped parameters models
(LPM) yield the same results, since they solve the same equations under identical
assumptions. The only difference between them is the selection of the parameters.
In general, lumped parameters models are meant to be used for single–phase flow
with constant properties.

Mean temperature difference (MTD)

The local differential heat flux (dq) between streams is given by the product of local
temperature difference (ΔT ), differential area (dA) and an overall heat transfer
coefficient (U), that is:

dq = U ΔT dA (2.5)

Integrating Eq. (2.5) and considering a constant heat transfer coefficient (HTC), an
effective mean temperature difference (ΔTm) can be considered as acting through
the total area (A)

ΔTm =
Q

U A
(2.6)

In the case of co–current or counter–current flow, the integration results in a
logarithmic mean temperature difference, defined as in Eq. (2.7).

ΔTlm =
Th − Tc|hot end − Th − Tc|cold end

ln

(
Th − Tc|hot end

Th − Tc|cold end

) (2.7)

For this reason, this method is sometimes referred-to as the Logarithmic Mean
Temperature Difference (LMTD). In the case of other geometries, a correction
factor F , defined in Eq. (2.8), is employed.

F =
ΔTm
ΔTlm

−→ Q = U A FΔTlm (2.8)
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ε−NTU

This method is widely used and it is found in most textbooks on heat transfer. The
thermal performance is expressed in a dimensionless manner using an effectiveness
(ε) defined as the ratio of actual heat duty (Q) and the maximum achievable with
the given inlet conditions (Qmax).

ε =
Q

Qmax

(2.9)

This model uses two dimensionless parameters: the ratio of heat capacity flow rate
of both fluids (C∗) and a number of thermal units (NTU) that relates the HTC
and physical size area with the minimum heat capacity flow rate.

NTU =
U A

Cmin

(2.10)

C∗ =
Cmin

Cmax

(2.11)

Basic forms of the solution are available in literature for both rating and sizing
problems for a given flow arrangement, as in Eqs. (2.12a) and (2.12b), respectively.

ε = φ (NTU,C∗, flow arrangement) (2.12a)

NTU = φ (ε, C∗, flow arrangement) (2.12b)

P−NTU

This method employs two individual parameters for each stream. The first para-
meter, a number of thermal units (NTU), is defined for each stream as:

NTUhot =
U A

Chot

, NTUcold =
U A

Ccold

(2.13)

The second parameter is a heat capacity flow ratio (R) for each stream:

Rhot =
Chot

Ccold

, Rcold =
Ccold

Chot

(2.14)

The thermal performance of the HE is evaluated with individual temperature
effectiveness (P ) defined as:

Pcold =
Q

CcoldΔTmax

, Phot =
Q

ChotΔTmax

−→ ε = max (Pcold, Phot) (2.15)
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The temperature effectiveness P is related to ε as given by Eq. (2.16)

Pcold = ε
Cmin

Ccold

, Phot = ε
Cmin

Chot

(2.16)

In general, for a given flow arrangement, P depends on the HE size, the heat
capacity flow ratio, that is:

Pcold = φcold (NTUcold, Rcold, flow arrangement) (2.17)

Phot = φhot (NTUhot, Rhot, flow arrangement) (2.18)

The comparative advantage of the P − NTU method is that, with the use of
individual parameters, it is not necessary to identify the stream with Cmin.

Ψ−P

This method, first proposed by Mueller (1967), introduces the parameter Ψ that
represents a dimensionless effective mean temperature difference.

Ψ =
ΔTm
ΔTmax

(2.19)

This parameter is related to the previous models as:

Ψ =
ε

NTU
=

Pcold

NTUcold

=
Phot

NTUhot

(2.20)

P1 −P2

Roetzel and Spang (1990) proposed this method as a simpler way of graphical
representation of the HE performance. It does not introduce new parameters, but
recommends the use of the temperature effectiveness of both streams.

Other efficiencies

Clayton (1974) proposed the use of a HE efficiency η and a new effectiveness En.

The first one is the ratio of the actual heat transfer rate to the one that would
be achieved if both fluids had an infinitely large specific heat capacity and it is
always η < 1. Its use is advantageous for small–size exchangers, since in this case
η → 1, while ε→ 0, thus reducing the relative sensitivity to uncertainties.

A new effectiveness is defined as the ratio of the actual heat transfer to the one
obtained by direct mixing. According to this definition, it can take values larger
than unity. In particular, an infinite co–current flow HE would have En = 1, and
a balanced infinitely large counter–current flow case would give En = 2.
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2.4.2 Distributed parameters models (DPM)

These models consist on dividing the HE in elements of variable size and applying a
lumped parameters model in each of them, being ε−NTU and mean temperature
difference the most common ones. The application of a LPM is then restricted to
a small region where the assumptions, such as constant fluid properties, are better
fulfilled. They are widely used for applications with complex flow arrangements,
such as air conditioning systems and heat pumps. This can be done at two different
levels: zones or elements (Iu et al., 2007).

Zones

Evaporators and condensers are usually divided into three zones: single–phase
liquid, two–phase and single–phase vapor. This approach applies a lumped pa-
rameter model over the whole two–phase region, where its assumptions (listed in
Section 2.4.1) are not strictly valid. In particular, the assumption of constant HTC
is only applicable to a certain extent in scenarios where the thermal resistance is
dominated by the single–phase stream. For this reason, this approach has been
used by several authors for modeling air–cooled condensers and air–heated evapo-
rators (Costa and Parise, 1993; Fischer and Rice, 1981; Mullen et al., 1997). As a
possible solution, Orth et al. (1993) further divided each zone into elements.

Elements

The heat exchanger is divided in elements of some given physical length, in a
geometry–oriented approach. This formulation is useful for complex geometries
like air conditioning and heat pump systems with multiple tube passes in several
directions (Domanski and Didion, 1983; Liang et al., 2001).

Since this model is not flow–oriented, the transition between the single– and
two–phase regions is not intrinsically considered, which may lead to some numerical
problems. These issues can be solved by reducing the element size to a tube–
segment, as proposed by several authors (Iu, 2007; Ragazzi and Pedersen, 1991;
Vardhan and Dhar, 1998), therefore reducing the size of the transition element.

2.4.3 Stream evolution models (SEM)

This category of models is based on steady–state one dimensional mass, momentum
and energy balance equations for each individual stream, thus they are appropri-
ate for multi–stream heat exchangers. The inclusion of the mass balance allows
to evaluate the individual compositions of vapor and liquid in boiling and conden-
sation of mixtures, and the momentum equation is used to evaluate the pressure
drop. While a one–dimensional analysis is simple and fast, heterogeneous behavior
through the cross section is neglected.
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These models are usually implemented into proprietary software, and their
know-how is mainly related to the correlations used for fluid properties and heat
transfer and pressure drop characteristics. Two proprietary programs are reviewed
in this section: Aspen Plate Fin Exchanger R©, offered by AspenTech R© and GE-
NIUS, developed by Linde AG. In some cases, such as the COIL model proposed
by Fredheim et al. (2000), these schemes are designed user–defined–subroutine
integrated into a process simulator.

Aspen Plate Fin Exchanger R©

ASPENTech (2010) offers this commercial software for simulation of PFHE, that
can be integrated into its proprietary process simulator. Some relevant features
include:

• Pressure drop is evaluated in detail, including the localized effects in distrib-
utors, headers and nozzles. However, its consequences on heat transfer are
not considered.

• Flow maldistribution can be considered to a certain extent in a layer–by–
layer simulation mode. The evolution of each layer is modeled individually,
imposing a linear or parabolic flow distribution profile. It should be noticed
that the usual flow distributions for plate–type geometries are cosine or hy-
perbolic cosine profiles, as reported by Bassiouny and Martin (1984a; b).

GENIUS, by Linde AG

This program, presented by Steinbauer and Hecht (1996), was developed an tested
by Linde AG to model CWHE. Although this program is not commercially avail-
able, its review is interesting since it is used by one of the only two manufacturers
of CWHE. Some important features include:

• Local coefficients are used for both heat transfer and pressure drop, evaluated
with the local fluid properties. However, the HTC is only dependent on the
local enthalpy and the wall temperature, neglecting the effects of changes in
pressure (inlet value is assumed).

• Heat losses and heat feed can be considered.

• Cross–sectional averaged temperatures are used. In addition, a mean fluid
velocity is considered. This means that the HE is modeled at a stream–by–
stream level, an not layer–by–layer.

The first version was released in 1993 and since then large efforts were focused
on developing and testing correlations against reported literature and measure-
ments performed in Linde AG laboratories. Although this gives an extensive level
of validation to the code, it implies that all the physical effects that are not con-
sidered by the model, are implicitly taken into account by the correlations.
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2.4.4 Summary. Features for cryogenic applications

Effect LPM
Distributed Distributed

Zones Elements HYSIS Genius
Single–phase flow Yes Yes Yes Yes Yes
Two–phase flow No Yes Yes Yes Yes
Flow mixing (partial) No No No No No
Flow mixing (complete) Yes Yes Yes Yes Yes
Changes in fluid properties No No Yes Yes Yes
Multiple streams No No No Yes Yes
Multi-component mixtures No Yes Yes Yes Yes
Flow injection/removal No No Yes Yes Yes
Heat in-leakage No No No No Yes
Axial thermal conduction No No No No Yes
Flow maldistribution No No No Yes No
Effects of Δp on heat transfer No No No No No

Table 2.4: Review of HE models and their evaluation of interesting effects for
cryogenic and LNG applications

Table 2.4 summarizes the HE models introduced in this section and their con-
sideration of physical effects relevant for cryogenic applications. Some important
conclusions can be extracted from this table:

1. All models are capable of modeling complete flow mixing. This can be sim-
ply done by using averaged values in a one–dimensional analysis. However,
flow mixing is not always complete, and an analysis of partial mixing would
require a two– or three–dimensional model, which none of them considers.
The consequences of partial flow mixing are the main topic of Chapter 8.

2. The consequences of pressure drop on heat transfer are neglected in all cases.
The relevance of this effect is further studied in Chapter 5.

3. The most advanced models (stream evolution category) are proprietary. Fur-
thermore, some of them are not commercially available.

4. The model given by ASPENTech (2010) is the only one that considers flow
maldistribution in a layer–by–layer approach. All layers are considered to be
identical except for the mass flow rate.

In summary, present heat exchanger models are not capable of considering all
physical effects relevant for cryogenic and LNG applications. Some of these effects
have been addressed in literature, as is reviewed next in Section 2.5.
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2.5 Advanced models reported in literature

Several authors have developed advanced models to overcome the limitations of
formulations presented in Section 2.4. Their research has been focused in the main
relevant effects listed in Section 2.3.2, that is changes in fluid properties, flow mal-
distribution, longitudinal heat conduction and heat exchange to the surroundings.
The available literature is reviewed in the following subsections. Finally, they are
summarized in Table 2.5.

2.5.1 Changes in fluid properties

For single–phase flow heat exchangers, the two most relevant effects are given by
variations in the specific heat capacity and heat transfer coefficient. The vast ma-
jority of the available literature is focused in only one of them separately. The re-
search on their combined effect is rather limited (Peters, 1970; Roetzel, 1969; 1974),
with no general conclusion.

Specific heat capacity

Some authors suggested the use of an average value. This simple approach gives
good results if the variation factor (ratio of larger to smaller values) is small.
Evaluating the fluid properties at the mean temperature, as proposed by Kays and
London (1964) for high–temperature applications, is valid up to a variation factor
of 2. In cryogenic systems, however, the temperature range gives larger variations.
Chowdhury and Sarangi (1984a) studied supercritical hydrogen in the range 300-40
K (specific heat increases four times), and suggested the use of a harmonic mean
value, except for unbalanced, high NTU cases. The use of a harmonic mean has
also been suggested by Sahoo and Sarangi (1985) for the analysis of regenerators.

This average–value approach gives misleading results for complex scenarios.
For example, if the design is close to balanced in terms of heat capacity flow rate
(as is usually the case for cryogenic systems), the ratio Ch/Cc can change from
a value larger than unity to one lower than unity, or vice versa. In this case,
points of minimum temperature difference, known as pinch points, may occur.
The average–value approach, however, fails to predict the location of pinch points,
as noticed by Kumar and Sarangi (1991), since it postulates smooth profiles. In
the case of distributed parameter model (DPM, see Section 2.4.2), the variations of
specific heat may lead to a wrong identification of the stream with Cmin, required
by the ε−NTU method. For this reason, Soyars (1991) recommends the use of the
Mean Temperature Difference (MTD) method over the ε−NTU for the analysis
of close-to-balanced heat exchangers.
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Heat transfer coefficient

An earlier review on the topic was presented by Gardner and Taborek (1977).
Two simple methods stand out, based on an average value of the product of heat
transfer coefficient and temperature difference. In both cases, this average can be
computed on the basis of the extreme values. For counter–current flow arrange-
ments, the method given by Colburn and de du Pont (1933) (logarithmic mean)
is recommended. In the case of general multipass flow arrangements, the use of
an arithmetic mean was proposed by Bowman et al. (1940) and validated by later
authors (Gardner, 1941; Tiller et al., 1963) within 10% accuracy. Both methods
assume that the overall heat transfer coefficient is a linear function of temperature.

For general functional forms of the HTC, the solution of coupled, non–linear
energy balances is required (Kao, 1975). Recently, Sharqawy and Zubair (2010)
studied polynomial and power-law dependencies of HTC on the local temperature
difference. They recommend the use of a four-points numerical integration which
predicts the required surface area within 1% uncertainty.

2.5.2 Flow maldistribution (FMD)

The consequences of a poor flow distribution on heat exchanger performance have
been first studied by Fleming (1967). He considered a counterflow HE divided
in two sections: a fraction FL of the channels in one stream has a lower–than–
average flow, and a fraction 1−FL with higher–than–average flow. Thus, an initial
balanced design is divided into two unbalanced sections, which are less effective.
In this framework, the overall performance is given by a combination of both
sections. The main conclusion of his work is that, for high–effectiveness cryogenic
HE, there is very little to be gained from increasing the size if the flow distribution
is poor. In addition, if the uniform stream is completely and continuously mixed
(an idealization of shell–and–tube geometry), a more homogeneous temperature
profile is obtained, thus improving the performance. A similar effect is obtained
when transverse heat conduction is considered (Jung and Jeong, 2007). This latter
conclusion is of interest for the design of anisotropic geometries, such as PPHE.

FMD produces different velocities in each channel, which affect the local HTC.
Ranganayakulu et al. (1996) incorporated this effect for the study of a cross–
flow HE, resulting in a 2% difference in ε compared to the simpler model given
by Fleming (1967). Rao and Das (2004); Rao et al. (2002; 2005; 2006) included
this effect for the analysis of plate–type HE in single–phase laminar flow as well
as condensers. They concluded that there is an optimum number of plates that
gives the maximum efficiency, and a further increase results in a large reduction
of performance due to maldistribution.
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2.5.3 Longitudinal heat conduction (LHC)

Traditionally, axial conduction in a single–phase fluid is neglected, except in the
case of very low Prandtl number, typical for liquid metals (Hennecke, 1968). In
regenerators, however, LHC in the fluid affects the eddy thermal conduction given
by the flow through porous media (Sarangi and Baral, 1987). The performance
of regenerators is also reduced by LHC in the matrix. Das and Sahoo (1999) re-
commended increasing the charging time to an optimum value. This modification,
however, would reduce their maximum heat duty.

A comprehensive review on the effect of LHC in the separating wall of recuper-
ators is given by Shah (1994). In co–current flow arrangements, the effect is negli-
gible, due to the small temperature gradient in the wall. Extensive research has
been focused in cross–flow HE, where the temperature profile is two–dimensional.
However, this arrangement is usually used for lower performance, usually ε < 0.8.
Then, the consideration of LHC for cryogenic applications is most relevant in
counter–current flow arrangement.

The pioneer work by Kroeger (1967) is a comprehensive analysis for a wide
range of operating conditions. The reduction of performance as a consequence
of LHC (up to 5% in ε) is maximum for balanced, high NTU exchangers. This
research was confirmed and followed by later authors (Chowdhury and Sarangi,
1983; Narayanan and Venkatarathnam, 1998; Venkatarathnam and Narayanan,
1999).

2.5.4 Heat in–leakage (HIL)

In cryogenic systems, heat exchange to the surroundings gives a net heat input
(heat in–leak) to the HE streams. If only one stream receives heat in–leak, as
in the case of a double–tube geometry, heat transfer to the cold fluid has a more
pronounced effect on performance (Barron, 1984; Chowdhury and Sarangi, 1984b).
In other geometries, such as micro HE with thin insulation layers, both streams
can interact with the surroundings simultaneously. In this case, a counter–current
flow arrangement is less affected by HIL, since the local temperature difference is
rather uniform (Ameel, 2000; Ameel and Vitharana, 1999).

Some authors have studied this effect in terms of a uniformly distributed heat
load applied to one or both streams (Al-Dini and Zubair, 2008; Nellis and Pfoten-
hauer, 2005). They presented analytical results, which provide useful guidelines
for more complex problems. However, the situation is better represented by heat
exchange to a constant–temperature medium, or a third stream that represents
the surroundings (Seetharamu et al., 2004).

Recently, Mathew and Hegab (2010a; b; 2011) presented an analysis for high-
temperature micro channel HE with heat leakage, reporting conclusions that can
be easily extended for cryogenic systems. Considering the P-NTU method, they
noticed that the temperature effectiveness of one fluid increases, while the other

39



Chapter 2. Background and motivation

one decreases. This situation indicates that the use of only one efficiency (as in
the ε − NTU method), does not describe the problem completely. In addition,
the results in terms of overall performance depend on which fluid has the lowest
heat capacity flow. If the most sensitive stream (cold fluid in cryogenics, hot fluid
in high-temperature systems) has the highest heat capacity flow rate, there is an
optimum value of NTU that gives a maximum effectiveness.

2.5.5 Combined effects

Most of the available literature is focused in only one of the four effects mentioned
above. The research on the combination of two or more of these effects is scarce
and no general conclusion can be derived from it. In other words, it is not clear
how they interact.

On the one hand, Ranganayakulu and Seetharamu (1999) studied the combined
effect of FMD and LHC. They concluded that the effects on the HE performance
tend to eliminate each other in regions of high NTU, and to augment each other
for lower values of NTU. In all cases, the effectiveness is reduced, up to 30%.
On the other hand, Nellis (2003) studied LHC, HIL and property variations, and
concluded that their effect on HE performance can be computed separately, within
10% difference respect to a full model.

The combination of LHC and HIL has attracted the most attention from re-
searchers. Venkatarathnam and Narayanan (1999) studied the LHC of a tube–
in–tube heat exchanger, concluding that the degradation of performance is lower
as compared to LHC in the inner wall, and the model by Kroeger (1967) holds.
Gupta and Atrey (2000) observed that, while increasing NTU reduces the effect
of LHC, it increases the heat in–leakage, thus an optimum value of NTU is found
to exist.

Table 2.5: Summary of advanced models reported in literature

Effect Method Observations Reference(s)

cp Use cp at mean
temperature

Up to a factor 2
variation

[172]

cp Harmonic mean
(recuperators)

Up to a factor 4
variation. Misleading
results for unbalanced,
high NTU

[60]

cp Harmonic mean
(regenerators)

Predicts well ε, but not
the temperature profiles

[277]

cp Distributed parameters LMTD preferred over
ε−NTU

[293]

Continued on Next Page. . .

40



2.5. Advanced models reported in literature

Table 2.5 – Continued

Effect Method Observations Reference(s)

cp Finite–difference Identifies pinch points [182]
HTC Review (1977) Widely studied for

single-phase
[112]

HTC Logarithmic mean of
U ×ΔT

For linear functions
U(Tc, Th) in
counter–flow
arrangement

[65]

HTC Arithmetic mean of
U ×ΔT

For linear functions
U(Tc, Th) in multipass
flow arrangements

[40; 111; 315]

HTC Four-points integration For polynomial or
power-law functions
U(ΔT ), 1% uncertainty

[291]

HTC Non–linear energy
equations

General functions
U(T,ΔT )

[167]

FMD Divide the HE in two
sections, step profile

Flow mixing improves
performance

[93]

FMD Heat transfer coefficient
depends on fluid
velocity

2% change in ε
compared to [93]

[260]

FMD Transverse heat
conduction

Similar effect to flow
mixing in [93]

[160]

FMD Plate condensers Optimum number of
plates

[262–265]

LHC Review (1994) Most relevant in
counter–current

[289]

LHC Pioneer work,
non–dimensional

Maximum effect for
balanced, high NTU.

[181]

LHC Regenerators In the fluid, affects eddy
thermal conduction.
There is an optimum
charging time

[72; 281]

HIL Heat exchange to only
one stream

Some graphical results.
For cryogenics, heat
exchange to the cold
fluid is more severe

[31; 59; 250; 285]

HIL Heat exchange to both
streams

Counter–current flow
arrangement is less
affected

[12; 13]

Continued on Next Page. . .
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Table 2.5 – Continued

Effect Method Observations Reference(s)

HIL Uniform heat source Analytical solution,
useful as a guideline.

[8; 234]

HIL P–NTU method For high temperature, if
Cc < Ch, an optimum
NTU exists

[213–215]

FDM and LHC Tend to eliminate each
other for high NTU,
and augment each other
for low NTU

[259]

LHC and HIL LHC in outer wall is not
severe as in inner wall

[328]

LHC and HIL Optimum NTU is found
to exist

[124]

FDM, HIL, and
properties variation

Their effects can be
computed separately
within 10% accuracy

[233]

2.6 Discussion on the state of the art

The advanced models presented in Section 2.5 incorporate some effects that present
models used for sizing, described in Section 2.4, neglect. In general, the state of
the art can be divided into two categories of models: non–dimensional analysis
and discretized equations.

Non–dimensional analysis is a powerful tool that allows the simple modeling
of complex problems. In this context, it is used for defining axial conduction
parameters and flow distribution profiles, allowing a simple understanding of LHC
and FMD. Although this analysis is very useful in early stages of design, it is only
applicable to simple idealized cases in single-phase flow.

Most of the advanced models, indeed, are based on the numerical solution
of discretized energy balances. The variations in fluid properties are straightfor-
wardly considered by this approach. With the inclusion of energy balances in the
wall, more effects such as LHC and HIL can be considered. Then, following the
same trend as in Table 2.4, discretized numerical models are more complete. An
underlying question in this approach is the selection of the numerical method. As
more physical effects are included and the models grow more complex, the com-
putational costs become more demanding and advanced numerical methods, more
efficient than the traditional finite–difference formulation, will be needed. This
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aspect is discussed later in Chapter 4.

Although these advanced models include, to some extent, several relevant phy-
sical effects, two points are currently not being considered: the effects of pressure
drop on heat transfer and incomplete flow mixing.

Changes in pressure affect all fluid properties, with consequences on heat trans-
fer. As opposite to single–phase flow, where fluid properties are mainly dependent
on temperature, this situation is more complex for two–phase flow. In particular,
for boiling and condensation applications, variations in the saturation temperature
can separate or bring closer the temperature profiles, thus affecting the total heat
transferred. In short, this effect can be negligible for single–phase flow, but not in
the case of two–phase flow. Chapter 5 deals with this topic in further detail.

Flow mixing can play an important role in HE performance, as observed by
Fleming (1967) in his study of maldistribution. However, some authors neglect
it, while others assume a complete and continuous mixing. The practical case is
an intermediate situation, which cannot be easily modeled by a one–dimensional
formulation. The effects of flow mixing are further studied in Chapter 8.

In this thesis, a multiscale approach is proposed for tackling these issues. Fur-
ther detail are given in Chapter 3.

2.7 Summary

Liquefaction of Natural Gas represents one of the major foundations for the sus-
tained growth of cryogenic science and engineering in the last decades. This tech-
nology provides an economically feasible way of transporting natural gas over long
distances. The economics of LNG processes, which allow for this possibility, are to
some extent controlled by the performance of the main cryogenic heat exchangers.
Not only the HE efficiency largely controls the overall plant performance, but also
they represent a substantial fraction of the capital costs. This industrial scenario
provides then the motivation for continuous efforts oriented towards improving the
current understanding and predicting capabilities of heat exchanger models.

In general, the major challenges in the modeling of heat exchangers for cryo-
genic applications can be divided into two categories: complex processes and non-
negligible physical effects. State-of-the-art liquefaction techniques include several
refrigeration cycles, with multicomponent mixtures as working fluids and multi-
ple interacting streams within a single heat exchanger unit. Non-negligible effects
include changes in fluid properties, flow maldistribution, longitudinal heat con-
duction and heat exchange to the surroundings. These effects, which are normally
disregarded for traditional high-temperature applications, must be included in the
analysis due to the requirements for high efficiency.

An extensive review on current heat exchanger models is presented in this
chapter. In general, they can be divided into those used for design (sizing) and
those for rating. On the one hand, the sizing problem involves more unknowns and
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therefore requires simpler models. On the other hand, more accurate descriptions
can be used for rating existing equipment.

The sizing models were grouped into three categories: lumped parameters,
distributed parameters and stream evolution formulations. These were described in
detail and their performance for cryogenic applications was compared. In general,
stream evolution models are the most complete ones.

More advanced models reported in the open literature for the rating of heat ex-
changers were also analyzed. An extensive review indicates that the non-negligible
effects described above have been individually studied by previous authors in sim-
ple cases such as single-phase flow with constant physical properties. The available
literature on two-phase flow, which is the major focus of this thesis, is rather lim-
ited.

Finally, a discussion on the state of the art is presented. Two physical effects
stand out as unaccounted for by present models. These are the consequences of
pressure drop on heat transfer, and the extent of partial flow mixing in shell-type
geometries. Further analysis on these topics is described in Chapters 5 and 8,
respectively.
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A multiscale approach for
two-phase flow

� A multiscale problem is simply a situation where the relevant phenomena
are widely spread in terms of characteristic length and time. In this context, most
problems in engineering (and not few in social sciences) have indeed multiscale
features. While multiscale models have extended to several applications in the
last decade, this work deals with a novel multiscale approach for the analysis of
two-phase flow in heat exchangers.

This chapter includes a throughout description of present multiscale models
and their applications. Current techniques are mostly based on homogenization
or multigrid formulations. For this particular case, however, only a heterogeneous
description is suitable. The characteristics of gas-liquid flows and cryogenic heat
exchangers are analyzed from a multiscale perspective. Consequently, the most
important bridging parameters, such as the heat transfer coefficient, are identi-
fied. Following this analysis, a three-scale framework is proposed (macro, meso,
and micro), which is the ground base for the remaining of this thesis.

Most problems in science and engineering involve physical phenomena occur-
ring over different temporal and spatial scales. In general, they range from quan-
tum mechanics and molecular dynamics to continuum and system-level descrip-
tions. Not all of them are necessarily relevant for a particular problem, and tra-
ditional formulations are focused in the particular scale of interest (usually called
macroscale) and neglecting all others.

The Navier–Stokes equation in fluid mechanics represents a textbook example
of this type of formulation (E and Engquist, 2003). The microscopic processes are
physically governed by molecular dynamics, while in the macroscopic continuum
description, they are represented by an equation of state that defines new fluid
properties such as the viscosity, and linear constitutive equations. These empirical

45



Chapter 3. A multiscale approach for two-phase flow

closure laws are not always justified or understood in other complex systems,
such as two–phase flow. Then, although this continuum formulation describes
well the dynamics of simple liquids, it does not perform as good in large complex
systems. The reason for this is probably that physical effects occurring at lower
scales (micro-, or meso-scales) might have a large influence in the macroscopic
evolution.

In the particular case of cryogenic heat exchangers, the models reviewed in
Chapter 2 are focused on the top scales. The lumped-parameters models, see Sec-
tion 2.4.1, relate inlet and outlet temperatures in an integral form, thus giving
a system-level description. Distributed parameters models and stream evolution
models (described in Sections 2.4.2 and 2.4.3) represent the HE in terms of tem-
perature and pressure profiles, represent continuum formulation. The advanced
models described in Section 2.5 include, with some limitations, effects occurring
at lower scales, such as flow maldistribution. However, the interaction between
scales is not considered.

The complete solution of the problem in a fully detailed microscopic description
is, in most cases, impractical. For this reason, a multiscale formulation might be
required for some problems. In this chapter, the current applications and models
are presented. In addition, their applicability to two-phase flow and heat exchanger
problems is analyzed.

3.1 Current applications

Multiscale models consider the separation and interaction between scales in both
upwards and downwards directions. They have gained lot of attention in the last
decade, with exponential growth in the number of publications and the creation
of several journals dedicated to this topic (Horstemeyer, 2010).

In general these models are used in problems where the smallest and the largest
scales are separated by several orders of magnitude. Current applications include,
but are not limited, to the following list.

• Biology and medicine. A tissue, which is usually the macroscopic level of
analysis, is a collection of a large number of cells. In addition, the evolution
of tumors depends on processes at cellular and subcellular levels, which are
the microscales. Since these scales are very separated from each other but
also present strong interaction among them, this problem can be represented
by a multiscale formulation (Anderson, 2007).

• Solid mechanics. The macroscopic variables of interest are usually elastic
and plastic properties such as yield stress. However, the evolution of some
processes such as fracture propagation in brittle or ductile behavior depend
on the individual interaction of atoms. Continuum and atomistic descriptions
are separated by more than six orders of magnitude and then multiscale
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models become necessary (Liu et al., 2006, §9). This analysis is specially
relevant for heterogeneous materials with directional properties.

• Transport of particles. This category includes the transport of neutrons
in nuclear reactors, radiative heat transfer in terms of transport of photons,
sedimentation of particles in atmospheric dispersions and diffusion of matter
and energy. In this case, the multiscale behavior is given by different local
and global characteristics for heterogeneous systems. Then, the global coef-
ficients (for example in the diffusion equation) present sharp local variations
(Ganapathysubramanian and Zabaras, 2008).

• Fluid mechanics. Many problems in fluid mechanics involve different
scales. For instance, the analysis of turbulence in terms of averages and
perturbation in the variables (velocities) is another example of local and-
global scales (Hughes et al., 2000). Collis (2001) later extended this analysis
to a three-scale framework. This is also the case for flow through porous
media, as in subsurface flow (Jenny et al., 2003). Bubbly flows have also
been analyzed from a multiscale perspective in the last decade (Deen et al.,
2004; Takada and Tomiyama, 2006; Zun, 2002).

3.2 Current models

The extensive list of applications described in Section 3.1 has led to the formulation
of different models for multiscale problems. Although the term multiscale models
is commonly used to refer to the numerical techniques, this is only one of three
types. The other categories are homogenization approaches (volume averaging)
and the heterogeneous multiscale method. These are explained in further detail
in the following subsections. Their advantages and disadvantages are summarized
in Table 3.1. An early review has been presented by Brandt (2001). However, the
models have evolved significantly since then.

Method Advantage(s) Disadvantage(s)
Volume
averaging

Gives coarse-scale description.
Performs well for periodic structures

Only upscaling:
smaller scales are not
solved

Multiscale
numerical
techniques

All scales solved together.
Compromise between accuracy and
computational costs

Same physical model
is assumed in all
scales

Heterogeneous
multiscale
method

Allows different physical models in
each scale and exploits scales
separation

Precomputed
solutions at high
computational cost

Table 3.1: Comparison of different multiscale methods
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3.2.1 Homogenization approach

This methodology is used for upscaling, that is moving from smaller scales to larger
ones. The microscopic problem is solved first and the solution is volume–averaged
to obtain coefficients that can be implement in the coarse–scale description (Allen,
2001), and no downscale interaction is considered.

Following this definition, this approach can only be applied in the strict sense
to situations where the same physical model can be applied to both scales, con-
sidering the evolution of the same physical variables. Example of these situations
are meteorology and CO2 injection in subsurface flow, where the physical vari-
ables are velocities, mass concentrations, pressure and temperature in all scales.
Nevertheless, it is also applied in practice to problems where this condition is
not satisfied, for example in the computation of heat transfer coefficients (HTC),
later discussed in Section 3.3.3. This is a parameter defined in the macroscopic
description to account for lower–scale effects. In the case of laminar single–phase
flow, it is obtained as the result of averaging, considering temperature and velocity
profiles (Incropera and DeWitt, 1996). For more complex cases, such as turbulent
or multiphase flow, this analytical procedure is not possible. However, the macro-
scopic analysis is still based upon this HTC, computed on the base of empirical
correlations, thus masking the interaction between scales.

The homogenization procedure can be done using different techniques, and its
selection usually depends on the characteristics of the particular problem (Engquist
and Runborg, 2002). In the case of periodic micro–structures, or assuming a
parametrized profile, averaged equations can be obtained analytically (Bourgat,
1979; Yue and E, 2005). If the problem presents rapid changes at the microscale,
which are expected to have a random component, the high- and low-frequency
terms can be separated using a wavelet projection (Brewster and Beylkin, 1995;
Dorobantu and Engquist, 1998). For generic problems, numerical averaging is
required, thus resulting in the techniques described in Section 3.2.2.

3.2.2 Multigrid/multiscale numerical methods

The numerical description of the physical effects occurring at small scale requires
the use of fine grids. However, as mentioned earlier, the complete solution of the
problem at a microscopic level is not practical. The use of different grids, that is
a multigrid formulation, can solve this difficulty (Hackbusch, 1985).

The two preferred numerical methods for this formulation are Finite Volumes
(Hajibeygi et al., 2008) and Finite Elements (Hou and Efendiev, 2009). Both of
them are later described in more detail in Chapter 4. These approaches are usually
called plainly multiscale models, since the finite elements method involves the use
of different sets of basis functions, see Section 4.1.2, at local and global levels and
not necessarily different discretization schemes (grids).

Ultimately, all scales are solved simultaneously and both micro and macroscopic
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descriptions are obtained. The use of different and coupled numerical schemes re-
sults in a good compromise between accuracy and computational costs. Extensive
research has been focused in the optimization of these procedures, for both finite
volume (Lunati et al., 2011) and finite elements (Jiang et al., 2010) approaches.

Nevertheless, it should be noted that the same governing equations are solved
in each grid. In other words, the same physical model is assumed to be valid in
all scales. Then, although this formulation is more effective than homogenization
techniques from a numerical perspective, its applicability is restricted to a smaller
number of problems.

3.2.3 Heterogeneous multiscale method

This generic description presented by E and Engquist (2003) is destined to those
situations where the two previous formulations are not applicable. As a start-
ing point, it should be reminded that the description of interest is usually at
a macroscale level. Then, this approach starts by setting a proper macroscopic
scheme, and estimating the missing data from microscopic models.

The term heterogeneous refers to the possibility to incorporate different phy-
sical models for each scale. From this perspective, it is different to the previous
multiscale approaches (Brandt, 2001) which, in opposition, are homogeneous.

In addition, this formulation allows a complete separation of scales. The mi-
croscale problem is then solved only once in a computationally intensive stage,
giving high microscopic resolution. These results are then used to estimate the
necessary parameters for the macroscale problem. The main disadvantage of this
formulation is that usually the microscale problem is affected by the solution of the
larger scale. Although this inconvenience can be solved in an iterative procedure,
the simultaneous solution of both problems is not practical. For this reason, the
lower–scale problem is usually solved a priori for selected values of the macroscopic
variables. This approach is commonly known as the offline–online technique, and
it allows a fast solution of the macroscopic problem on the base of precomputed so-
lutions for the underlying lower scales. This feature is very important for iterative
and non–linear problems, since the online stage is relatively fast.

Due to its generality, this approach is the only one applicable to the particular
problem of two–phase flow in heat exchangers. Further details are presented in
the following sections.

3.3 Hydrodynamics of gas–liquid flows

Multiphase flows, and in particular gas–liquid systems which are relevant for heat
exchanger analysis, present rather complex structures. Since the phase boundaries
are not static but constantly evolving, a straightforward continuum mechanics
description in terms of field balance equations and constitutive relations is not ap-
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plicable. Then, the investigation of local properties and the use of proper averaging
become necessary (Ishii and Hibiki, 2006).

It will be shown in the following subsections that the modeling of gas–liquid
flow presents some characteristics which make it indeed a multiscale problem.

3.3.1 Void fraction and slip ratio

A basic information required for the analysis of gas-liquid flows is the amount
and distribution of each phase. In general, at given position r and at a time t
there can be either gas or liquid. This could be expressed in mathematical terms
using a phase identifier that takes binary values. However exact, this description
lacks practical importance because the required accuracy exceeds the possibilities
of current experimental measurement techniques.

For this reason, a volume–averaged void fraction (that is, a volume fraction of
gas) α is defined as in Eq. (3.1).

α(r, t) =
Volume of gas in a control volume around (r,t)

Total volume in a control volume around (r,t)
(3.1)

As mentioned earlier, if the control volume considered in Eq. (3.1) is small
enough, then α is either zero or one. For practical purposes, a larger control volume
is considered. In the case of internal flow, this average can be performed through-
out the cross-sectional area, resulting in a one-dimensional description. Then, the
area–averaged void fraction for the axial coordinate z is given by Eq. (3.2).

α(z, t) =
Cross–sectional area occupied by gas at (z,t)

Total cross–sectional area gas at (z,t)
=

AG

AL + AG

(3.2)

The use of Eq. (3.2) instead of (3.1) is a clear example of upscaling. The
three–dimensional effects (microscale) are disregarded and only a one–dimensional
(macroscopic) analysis is considered. Although this description is sufficient in most
internal flow applications, this is not always the case. For examples, Gill et al.
(1964) observed that for low α(z), the gas tends to collect in the wall, while for
higher values, it concentrates in the center of the flow channel. Considering that
both phases have different densities and consequently different moderating capa-
bilities, this result is of interest for the design of water cooled nuclear reactors. In
such cases where this microscopic description is required, it can be recovered using
a downscaling technique. Since this information was lost during the upscaling,
some assumptions are required for downscaling. For example, the flow structure
is assumed on the basis of parametrized flow pattern maps, see Section 3.3.2.

Two phase flow models can be grouped into two categories: mixture–type
and separated–fields formulations. The first type of models consider total field
balance equations for both phases as if they were completely mixed, allowing for
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different velocities. Although this condition is not generally satisfied, they give
good approximate results in a wide range of applications. Separated–field models,
in the second category, consider individual balance equations for each phase. Their
general mathematical description is rather complex, and practical results can only
be obtained if a given flow pattern is assumed as in Chapters 9 and 10.

In mixture models, homogeneous effective properties are defined as a weighted
average of the gas and liquid values (Awad and Muzychka, 2008). For volume–
based properties, such as density, they are averaged using the void fraction α as
in Eq. (3.3), obtaining an homogeneous density ρh.

ρh = αρG + (1− α)ρL (3.3)

In addition to the void fraction, the relative amount of vapor is also described by
the flow quality x, defined as in Eq. (3.4). This variable represents the mass vapor
fraction, and its use is advantageous for the analysis of mass–intensive properties,
such as energy and momentum.

x =
ṁG

ṁG + ṁL

(3.4)

The relation between quality x and void fraction α is given by Eq. (3.5) (Ghi-
aasiaan, 2007, §3.4), where Sr is the slip ratio, that is the ratio of gas and liquid
velocities.

x

1− x
=

α

1− α

ρG
ρL
Sr with Sr =

uG
uL

(3.5)

The most simple mixture model, that is the homogeneous model, assumes
that both phases travel at the same velocity, thus giving a slip ratio of 1. This
description is only accurate for high–pressure flows, when liquid and gas phases
present similar characteristics. In most practical cases, the larger differences in
densities and viscosities make the phases slip (that is, travel at different velocities)
for several reasons, including buoyancy, velocity–profile and acceleration effects
(Tong and Tang, 1997, §3.3). All these effects make the lighter phase (usually
gas) have a larger velocity, resulting in slip ratios larger than 1. Drift–flux models
(Zuber and Staub, 1966) describe the flow in terms of an homogeneous mixture
with two different velocities.

Although some theoretical models exist for simplified flow structures, the slip
ratio is usually computed on the basis of empirical correlations, extensively re-
viewed by Woldesemayat and Ghajar (2007). Some selected models are presented
in Table 3.2. In general, the proper selection of this correlation depends on the
particular flow regime. However, the one proposed by Premoli et al. (1970) can be
applied in a wide range of operating conditions.

The use of this slip ratio is another example of upscaling averaging, condensing
the information from the lower scales. If it is correlated from experimental data, as
it is usually the case, this upscaling is imposed, while the microscopic description
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Model Slip ratio Sr Recommended use
Homogeneous 1 High pressure

Zivi(1964) 3
√
ρL/ρG Annular flow

Premoli et al. (1970) Function of quality, Reynolds
and Weber numbers

Viscosity ratio
μL/μG < 1000

Chisholm(1973)
√
ρL/ρh High mass flow

Table 3.2: Selected slip ratio models. For a complete list, refer to Woldesemayat
and Ghajar (2007).

was never considered. This lack of consideration for lower-scale physical effects is
the dominant reason why the empirical correlations fail when applied outside their
validity range.

3.3.2 Flow patterns

The two–phase flow structure is, though complex, not necessarily chaotic. Different
flow patterns, see schematic in Fig. 3.1, can be recognized by visual observations.

(a) Vertical flow (b) Horizontal flow

Figure 3.1: Flow patterns in gas–liquid flows. Source: Tong and Tang (1997).

These are, in increasing order of gas mass flow rates:

• Dispersed bubbles. For relatively low gas content (typically x < 0.3) the
lighter phase tends to group in isolated bubbles, which are dispersed in the
continuum liquid. The bubbles size and their distribution depend on several
factors. For example in the case of boiling flows, the bubbles are originated
near the wall and a boundary layer is formed. In the case of adiabatic air–
water flow, velocity–profile effects make the bubbles concentrate in the center
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of the channel. In general, bubbly flows can be well represented, under some
conditions, by an homogeneous mixture model.

• Slug/plug. When the gas content is increased and bubbles grow large
enough to cover the channel cross section, the flow becomes a sequence of
gas plugs and liquid slugs. This flow pattern occurs at moderate void frac-
tions and relatively low flow velocity. It is important for the analysis of long
pipelines since the inertial effects of liquids slugs may affect some receiving
equipment. Further increasing the gas velocity results in instabilities leading
to an intermittent churn flow.

• Stratified and wavy. In horizontal arrangements, gravitational effects
can make the liquid collect at the bottom while the gas flows at the top.
This condition is found for low velocities over a wide range of void fraction.
An increase in the velocity initially produces waves in the interface, and
eventually the disruption of this flow pattern.

• Annular flow. At high void fractions and flow velocities, a continuous
thin and relatively slow liquid film is found along the wall, and a gas core
covers most of the cross section. Dispersed droplets can be found in the gas
core, as well as bubbles in the liquid film. This flow pattern is particularly
relevant for heat exchanger applications, since it is found over a wide range
of practical operating conditions (Wattelet, 1994). In stable subcooled film
boiling an, inverse annular flow is found, with a thin gas film in the wall
surrounded by a liquid core. This regime, nevertheless, is usually not found
in heat exchanger applications.

• Mist flow. Additional increase in the gas flow results in the disruption
of the liquid film. The liquid phase is then found in the form of droplets
dispersed in the continuous gas flow.

The identification of the flow pattern becomes then a key element for bridging
the different scales. If the flow is known to be characterized by one of these regimes,
the microscopic structure can be recovered from macroscopic variables such as void
fraction and total mass flow, depending on physical parameters such as bubbles or
droplets size, film thickness or slug length.

Flow pattern maps provide then a very useful tool for the analysis of gas–
liquid flows. However, they should be used with caution for several reasons (Bell,
1988). First, the transitions between regimes that are usually represented as solid
lines should be interpreted as occurring over a broad range of the flow variables.
Second, most maps are expressed in terms of dimensional variables and therefore
are only applicable for a given fluid, geometry and operating conditions. There
are some non–dimensional maps based on theoretical transition criteria. The two
most widely used are those of Scott(1963) and Taitel-Dukler (1976), for both see
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Tong and Tang (1997, §3.2). Nevertheless, they are mostly based on adiabatic air–
water or steam–water experimental data. Therefore their applicability for fluids
very different from water, such as hydrocarbons, should be questioned.

Finally, flow patterns and their transition mechanisms in boiling and conden-
sation applications may differ substantially from adiabatic cases. In the case of
condensing flow, the liquid is generated near to the cold wall and therefore the
annular flow regime is dominant. In boiling flows, the heat input produces vapor
generation in the wall and, for example, reduces the extent of annular flow (Kattan
et al., 1998).

3.3.3 Heat transfer models

In both condensing and boiling processes, both heat and mass transfer phenomena
between the different phases and the channel wall are involved. In general, they
can be represented by Figs. 3.2(a) and 3.2(b), respectively. Although the change of
phase can also occur in stagnant liquids or gases, this situations are not relevant
for heat exchanger applications. The following subsections are then focused on
forced convection two-phase heat and mass transfer.

(a) Condensing flow (b) Boiling flow

Figure 3.2: Generic heat and mass transfer mechanisms in two–phase flow

Forced convective condensation

Cooling a gas flow below its saturation temperature results in the formation of
liquid at the cold wall, either in form of individual droplets or a continuous film.
In forced convection systems, the first type is rare and film condensation is the
main physical mechanisms. Therefore, the annular flow regime and stratified in
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horizontal arrangement are dominant, with some trapped bubbles at low void
fractions.

The Nusselt film theory, dating from 1916, provides an analytical solution for a
laminar film flow and stationary vapor (Whalley, 1987). This model was extended
by later authors incorporating effects of liquid subcooling, changes in fluid proper-
ties and interfacial drag (Collier and Thome, 1994, §10.4.2). For design purposes,
the effects of turbulence should not be neglected, and completely empirical meth-
ods are generally used, typically modifications of the Dittus-Bolter single-phase
forced convection correlation. Different correlations are compared in Fig. 3.3. All
the correlations follow the same trend, indicating that the heat transfer coefficient
is larger at high void fractions, due to the high velocities. They present nonetheless
large differences between each other, which exceed in some cases 100% of the pre-
dicted HTC. Collier and Thome (1994) recommended the use of the model given
by Akers et al. (1959) for low flow rates, and the one by Shah (1979) for high flow
rates.
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Figure 3.3: Forced convection condensation heat transfer models. Study case:
refrigerant R134a at 3 bar. Mass flux: 200 kg m-2 s-1 inside a 5mm round tube.

While the previous models apply for pure vapors, the heat transfer performance
is largely reduced in the case of gas mixtures. The existence of gases that do not
condense at the given temperature (such as air in steam–water flow), even in a
low concentration, affects the mass diffusion from gas to liquid phase and the
heat transfer process becomes gas-side limited. The presence of only 1% mass of
a noncondensable gas in the bulk vapor can result in reduction over 50% of the
condensation rates.
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Forced convective boiling

Two mechanisms contribute to boiling heat transfer: nucleation of bubbles and
convection of liquid and gas phases in the wall. The nucleation of bubbles implies
the creation of a gas–liquid interface. Due to surface tension effects, a certain
extent of overheating in the liquid is required, determined by the surface conditions
and fluid properties. This means that stable bubbles can only be formed and
grow if the liquid is locally heated slightly above its saturation temperature. As
a consequence of this microscopic condition, different boiling regimes can occur
depending on the heat input. In increasing order of heat flux these are:

• Single–phase convection. If the heat flux is low and the heat length is not
large enough, the required overheating may not be achieved. In that case,
although the fluid may reach its saturation temperature, bubbles cannot be
nucleated and the flow remains single–phase liquid.

• Saturated flow boiling. Increasing the heat flux, bubbles start forming
in a boundary layer near the wall, while the bulk liquid flows at saturation
temperature, hence its name. Bubbles grow and detach from the wall, that
is rewetted with liquid. This process results in relatively large heat transfer
rates. This is an extensive regime, covering all the different flow patterns
presented in Section 3.3.2 until the occurrence of a boiling crisis, which may
result in film boiling or dispersed droplets regimes.

• Subcooled flow boiling. For high–enough heat fluxes, the nucleation of
bubbles can begin before reaching saturation conditions. In other words,
the boundary layer is overheated, while the bulk liquid is subcooled. This
regime covers a short length until the total mass flow rate reaches saturated
conditions and only exist in the bubbly flow pattern. Overall, the heat
transfer performance is increased by this effect, and therefore neglecting its
existence is a conservative assumption for design.

• Film boiling. Further increase in the heat input results in a larger gen-
eration of bubbles in the subcooled regime. At some point, this generation
rate might become large enough to prevent the rewetting of the wall, which
is then covered by a thin film of gas. This regime is characterized by an
inverted annular flow pattern. The study of film boiling regime is impor-
tant for the safety analysis of heat–flux–controlled systems such as nuclear
reactors, since the poor heat transfer characteristics of the gas film might
results in extremely high temperatures in the wall. However, it is very rare
in temperature–controlled systems, only to be found transiently during the
quenching of steels.

Most empirical boiling heat transfer models refer only to the saturated boiling
regime. However, the analysis of subcooled boiling is relevant for the evolution
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of void fraction, which then takes positive values before reaching bulk saturated
conditions, up to roughly 10% for low–pressure water systems (Ghiaasiaan, 2007,
12.8). In particular, the three–regions model given by Kandlikar (1997) is consi-
dered in this work for the subcooled boiling region.

Saturated flow boiling models must account for both forced convection and
bubble nucleation. In principle, each of these mechanisms can be modeled in-
dividually from pool boiling and single–phase convection analysis, respectively.
However, it is not yet clear how these processes interact. Different approaches
have been proposed over the last half century. Figure 3.3 presents a comparison of
six different correlations. Large differences can be found among them, giving an
uncertainty in the order of 100%. In addition, not all of them yield the same con-
ceptual results. Some of them, predict a maximum HTC during the phase-change
region, which physically corresponds to the dryout mechanism (later described in
Chapter 9), while others do not account for this phenomena.
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Figure 3.4: Forced convection boiling transfer models. Study case: refrigerant
R134a at 3 bar. Mass flux: 200 kg m-2 s-1 inside a 5mm round tube.

The flow boiling heat transfer coefficient (HTC) ĥfb is computed in all cases

on the basis of a pool boiling HTC (ĥpb) and a forced convection HTC (ĥfc), along
with corresponding correction factors Fpb and Ffc. In general, all the proposed
models can be represented by a power–law combination of these two HTC, as in
Eq. (3.6).

ĥfb =
[(
ĥpb Fpb

)n
+
(
ĥfc Ffc

)n]1/n
(3.6)
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The power n then indicates the transition between both mechanisms. A value
of n = 1 indicates a direct summation of both heat transfer coefficients. This
approach was first proposed by Chen (1966), who suggested that the bubble nu-
cleation is reduced (then Fpc < 1 is a suppression factor) and forced convection is
improved (then Ffc > 1 is an enhancement factor) by their interaction. Further
improvements to his original correlation were proposed by Gungor and Winterton
(1986), who one year later presented a simplified version.

Higher values of n result in a smooth transition between a nucleate–boiling
dominated to a forced–convection controlled regime. For example, Kutateladze
(1961) and later Liu and Winterton (1991) suggested n = 2, while Steiner and Ta-
borek (1992) presented an asymptotic model with n = 3. This approach becomes
reasonable when analyzing the different flow patterns. On the one hand, in bubbly
flow, typical of low void fractions, the contribution of convection is rather small
and mainly the generation of bubbles determines the heat transfer rates. On the
other hand, in annular flow, found at high void fractions, the situation is opposite
and thermal conduction through the thin liquid film is the main mechanism for
heat transfer.

The extreme case of n =∞ results in the selection of the highest of both HTC.
Although this formulation does not accurately represents the transition between
both regimes, acceptable predictions of experimental data were obtained. Exam-
ples of this type of correlations are the models given by Shah (1982), Klimenko
(1990) and Kandlikar (1990).

Recent research over the last decade has been focused on developing heat trans-
fer models for a particular flow pattern. In this context, Sun et al. (2004) studied
horizontal slug/plug flow and proposed the evaluation of the HTC as a time av-
erage of those corresponding to the liquid slugs and the gas plugs, each of them
computed using a Chen–type correlation. In this same framework, Thome and
coworkers presented an asymptotic analysis (n = 3) for annular and stratified
flows of refrigerants in microchannels. Although these models present a rather
high accuracy, this analysis does not consider the uncertainties of the flow pattern
maps upon which they are based.

All the models listed in Table 3.3 rely on the fitting of experimental data. This
procedure consists on proposing a functional dependence on the physical properties
and obtaining values for some parameters that give the best possible representation
of the measurements. Then, these correlations should be used with caution, since
if many parameters are involved, the functional dependence may not represent
the actual physical phenomena, as illustrated in Fig. 3.3: some models predict a
maximum HTC at high void fractions, while others do not.

58



3.4. Multiscale modeling of heat exchangers

Correlation Type Developed for
Kutateladze (1961) n = 2 Water in vertical flow
Chen (1966) n = 1 Water and organic fluids in

vertical flow
Shah (1982) n =∞ Water and refrigerants, vertical

and horizontal flow
Gungor and Winterton (1986; 1987) n = 1 Water, refrigerants and

ethylene-glycol in vertical flow
Klimenko (1990) n =∞ Water, freons, organic and

cryogenic fluids
Kandlikar (1990) n =∞ Water, refrigerants and

cryogenic fluids
Liu and Winterton (1991) n = 2 Water, refrigerants and

hydrocarbons
Steiner and Taborek (1992) n = 3 Vertical flow of water,

refrigerants, hydrocarbons,
cryogenic fluids and ammonia

Sun et al. (2004) n = 1 Refrigerant in horizontal
slug-plug flow

Thome (2005) n = 3 Horizontal annular and
stratified-wavy flow of
refrigerants in microchannels

Table 3.3: Comparison of different flow boiling correlations. The correlation type
refers to the value of n in Eq. (3.6).

3.4 Multiscale modeling of heat exchangers

Although a strict definition of the term scale was not provided (for a mathe-
matical definition, refer to Yang and Marquardt (2009)), it has become somehow
clear throughout this chapter that the underlying physical phenomena in a heat
exchanger occur over different scales. The most relevant physical effects are sum-
marized in Table 3.4 and Fig. 3.5.

The analysis of a heat exchanger at system–level considers the HE as a black
box connected to other equipment such as a compressors or a valve, forming part
of a larger process. At this level, the internal behavior is disregarded and the
relevant variables are simply changes in pressure (Δp) and enthalpy (Δh) for each
stream. Some examples of this type of analysis are the lumped–parameters models
described in Section 2.4.1. This level of description also includes the analysis of flow
instabilities. This phenomena, reviewed by Kakaç and Bon (2008), occurs both in
single-channel and multiple-channel systems and leads to temporal oscillations in
the mass flow rate and the pressure drop.

A more detailed description that includes the physical effects occurring within
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the HE must account for its actual geometry. For industrial applications, the large
required surface area results in the use of many parallel channels, see Section 2.2.2.
This situations leads to flow across tube banks and some extent of flow mixing in
shell–type geometries, as well as a non–homogeneous distribution of temperatures
and velocities. The study of these effects implies a multi–channel formulation.

Single–channel analysis remains a fundamental step towards understanding the
overall HE behavior and performance. In a one–dimensional continuum description
of each stream, axial profiles are obtained for pressure, temperature, void fractions,
densities and other flow variables. This formulation relies on variables such as the
HTC, that condenses the effects occurring at lower scales. Present heat transfer
models, described in Section 3.3.3, are based on empirical correlations and do not
allow a reconstruction of the microscopic structures.

Identifying the different flow patterns, in principle, is not relevant from a
process– or equipment–oriented perspective. It is, however, relevant for under-
standing the different microscopic physical effects that interact and affect the
overall performance. Nucleation of bubbles, flow stratification, film convection
and behavior of droplets are the basic mechanisms that contribute to the macro-
scopic flow behavior, and their evolution depends on structure of the flow.
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Figure 3.5: Physical effects in a two-phase flow heat exchanger occur in different
time and length scales.
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Phenomena Characteristic length Scale
Film convection Film thickness 10-6–10-3 m
Slug/plug flow Slug length 10-3–100 m
Dispersed droplets and bubbles Particle diameter 10-7–10-5 m
Identifying flow pattern Tube diameter 10-4–10-2 m
Continuum description Axial position 10-3–101 m
Single–channel instabilities Tube length 100–101 m
Parallel–channel instabilities Tube length 100–101 m
Flow across bank of tubes HE diameter ≈ 100 m
Flow maldistribution in parallel channels HE diameter ≈ 100 m

Table 3.4: Characteristic length and scale for different phenomena

3.5 Summary

Over the last decade, multiscale modeling has gained extensive recognition in the
scientific community as an efficient approach to tackle complex problems. The
list of applications is continuously evolving, ranging from biology and medicine to
fluid mechanics.

The complex hydrodynamics of boiling and condensing flows, and design con-
siderations from different perspectives, make the analysis of two–phase flow heat
exchangers indeed a multiscale problem. The relevant physical phenomena take
place over different scales from the behavior of bubbles and droplets with sizes
in the order of some micrometers to flow insatiabilities occurring over the entire
length of several meters.

Most current multiscale models deal with problems governed by one unique
physical law with two or more clearly separated scales. This is hardly the case in
two–phase HE. Different physical models apply for each scale, thus resulting in a
heterogeneous multiscale approach. Then, all scales are studied individually and
they are connected by bridging parameters such as the heat transfer coefficient.

In this work, three different scales are considered: macro, meso, and micro.
Parts II to IV present modeling and simulation results in each of them. These
three scales are highlighted in Fig. 3.5. Finally, some comments on their coupling
are presented in Chapter 12.
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Chapter 4

Numerical methods

� The main objective of this chapter is to evaluate different numerical methods
and compare their performance for the analysis of heat exchangers. As the phy-
sical models for two-phase flow are intrinsically complex, they usually lead to the
numerical solution of partial differential equations. Therefore, this study is a nec-
essary preliminary step in order to improve practical aspects of later simulations.

In particular, the traditional approach for this problem is based on first-order
finite difference methods (FDM), and advanced techniques reported in literature
include first-order and spectral Galerkin finite element formulations and orthog-
onal collocation concepts. In this context, the Least Squares Spectral Element
Method (LSSEM) is an interesting alternative, engaging some theoretical compar-
ative advantages such as providing an error estimator in all cases, and a high-order
exponential convergence for smooth problems. The mathematical description of
all these method is presented in this chapter in a generic weighted residuals formu-
lation and two examples are analyzed. In general, FDM are the most convenient
for explicit problems, and LSSEM for more complex and implicit scenarios. For
this reason, LSSEM is selected for the simulations in Chapters 5 to 8, and FDM
for Chapters 9 and 10.

The evolution of heat exchanger modeling has led to the numerical solution
of partial differential equations. Then, a comparative analysis of different meth-
ods and their application to the particular problem of heat exchangers becomes
necessary as a preliminary study.

The traditional approach to this problem is based on first-order finite–differences
or finite–volumes formulations. These methods consist on a discretization of the
domain in nodes or control volumes. They are simple to implement and are widely
used for lots of applications. However, they usually require a large number of dis-
cretization points, due to their convergence rates and stability requirements. This
situation is particularly demanding for phase–change problems, which present some
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extent of discontinuities.
For these reasons, different numerical approaches have been proposed in recent

years for the solution of heat exchanger problems. In particular, three formulations
stand out as the most relevant:

First–order Galerkin-type finite elements. This method has obtained increa-
sing recognition in the last decades, and their applications include the anal-
ysis of heat exchanger for single–phase flow (Mikhailov and Özişik, 1981;
Ravikumaur et al., 1988), as well as evaporators and condensers (Harshbarger
and Bullard, 2000; Quadir et al., 2002). Within this formulation, other ef-
fects such as longitudinal heat conduction (Ranganayakulu and Seetharamu,
1999; Ranganayakulu et al., 1997) and heat exchange with the surroundings
(Seetharamu et al., 2004) were incorporated.

Spectral elements methods. This approach consists on representing the solu-
tion as a combination of high–order polynomials. In this framework, Amon
and Mikic (1991) solved two–dimensional Navier–Stokes equations in a peri-
odic exchanger, and Jen et al. (2002) evaluated the performance of a heat pipe
evaporator and condenser for drilling applications, using a one–dimensional
model.

Orthogonal collocation. These schemes are particular formulations of the spec-
tral methods where the governing equations are evaluated in selected points
(Villadsen and Stewart, 1967). These techniques were used for the tran-
sient analysis of evaporators in high-temperature (Stefanov and Hoo, 2003;
2004) and cryogenic systems (Rodŕıguez and Dı́az, 2007). In his steady–state
thermal analysis of evaporators, Thyageswaran (2008; 2009) concluded that
this approach presents some improvements regarding computational costs
compared to Runge–Kutta and finite–difference methods.

In addition to the three methods mentioned above, the Least Squares Spectral
Elements Method (LSSEM) is presented in this chapter as an interesting alterna-
tive. A comprehensive review on its current applications is given by Kayser-Herold
and Matthies (2005), including computational fluid dynamics (Jiang and Povinelli,
1990; Proot and Gerrtisma, 2002), electromagnetics (Jiang, 1998; Maggio et al.,
2004), and neutron transport (Manteuffel and Ressel, 1998). Since the publica-
tion of this review, the list of applications has extended and covers radiative heat
transfer (Zhao and Liu, 2007), population balance (Dorao and Jakobsen, 2008)
and reactor modeling (Dorao et al., 2009).

The application of LSSEM can provide some comparative advantages for the
solution of heat exchanger problems. This method always provides an estimation
of error, at both local and global levels with no further calculations (Eason, 1976).
In addition, the convergence rate is typical of high–order methods and, for smooth
solutions, it is exponential (Maerschalck and Gerritsma, 2008).
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This chapter presents a mathematical description of all these methods in terms
of a general weighted residual formulation, see Section 4.1. In addition, their
performance is compared for the solution of single (Section 4.2) and two-phase
(Section 4.3) flow heat exchangers. Finally, a summary of this chapter, including
the conclusions of this analysis, is detailed in Section 4.4.

4.1 Weighted residual formulation (WRF)

Although the numerical methods considered in this work (finite difference, finite
volumes, Galerkin and LSSEM) present some important differences between each
other, they all can be considered to be particular cases of a general weighted
residuals formulation. A thorough mathematical description

Let Eq. (4.1) represent a generic ordinary different equation problem.

Lu(r) = f(r) for r ∈ Ω (4.1)

where L : V → V ′ is the problem operator1, u the unknown solution vector
and f a known source term in the computational domain Ω. The residual R of the
problem in Eq. (4.1) is defined as:

R(u) = Lu− f (4.2)

With this definition, the residualR represents the accuracy of the solution. For
example, if the exact analytical solution uA is obtained then R(uA) = 0. In gen-
eral, for other numerical solutions uN , the residual is not zero, that is R(uN) �= 0.

The weighted residual formulation is based on canceling this residual only with
respect to certain test functions Φj, as expressed in Eq. (4.3), where 〈, 〉V(Ω) is the
canonic inner product in the space function V(Ω).

〈R,Φj〉V(Ω) =

∫
Ω

RΦjdΩ = 0 −→ 〈Lu,Φj〉V(Ω) = 〈f,Φj〉V(Ω) (4.3)

In this framework different numerical methods can be considered as particular
cases of the weighted residual formulation. The differences between them are the
given by the selection of test functions Φj as listed in Table 4.1.

The two first methods listed in Table 4.1 represent a point-discretization ap-
proach, while the last three are based on a spectral approximation. Both types of
methods are explained in the following subsections.

1The notation L stands for linear operator. Further in the text, the mathematical formulation
continuous with the assumption of linearity.
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Method Type Test function
Finite differences Point discretization Φj(r) = δ(r− rj)
Finite volumes Point discretization Φj(r) = 1 if r ∈ Ωj,

Φj(r) = 0 otherwise
Orthogonal collocation Spectral approximation Φj(r) = δ(r− rj)
Galerkin Spectral approximation Φj(r) = ϕj

Least-Squares Spectral approximation Φj(r) = Lϕj

Table 4.1: Test functions used by different weighted residual methods. {ϕj} is a
complete set of basis functions, and δ represents the Dirac delta function.

4.1.1 Point discretization methods

These methods are usually presented in the open literature in a different and
more straightforward way. However, with the use of local test functions Φj , they
represent special cases of the WRF. They are based on the discretization of the
domain, and the local evaluation of the problem operators. Furthermore, the
partial derivatives are approximated with discrete values. For the solution of
ordinary differential equations in Cartesian coordinates, both finite–differences and
finite–volumes methods result in the same system of algebraic equations.

Finite differences method (FDM)

This formulation is maybe the most intuitive from a mathematical perspective. A
set of N selected points rj are established in a square grid in the domain Ω. With
the use of delta functions as test functions ϕj = δ(r− rj), the governing system of
equations is only applied to those points, that is for j = 1, . . . , N :

Eq. (4.3) and ϕj = δ(r− rj) −→ Lu(rj) = f(rj) (4.4)

Finite Volumes Method (FVM)

This approach represents the numerical implementation of the physically–based
control volumes techniques. Most balance equations, such as mass, momentum
and energy conservation in fluid mechanics, consider fluxes going into and out
of an elementary control volume. In the FVM, the governing equation is locally
integrated in a set of N finite volumes Ωj . Then, for j = 1, . . . , N :

Eq. (4.3) and ϕj =

{
1 if r ∈ Ωj

0 otherwise
−→

∫
Ωj

Lu(r)dΩj =

∫
Ωj

f(r)dΩj (4.5)
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4.1.2 Spectral methods

While point-discretization methods consider a local formulation of the problem,
the spectral approach gives a global representation. The solution is represented as
a linear combination of some basis functions {ϕj}.

In general, the unknown solution u is an arbitrary function in the vector space
V . If no additional considerations are included V has an infinite dimension. This
means that an infinite number of basis functions ϕj are necessary to obtain an
exact representation of u, as expressed in Eq. (4.6). Then, for practical reasons an
approximate space VN is defined (the superscript N stands for numerical) and the
numerical solution uN is given by Eq. (4.7). In this framework, the approximate
solution is completely defined by a set of P + 1 unknown coefficients {aj}Pj=0 and

selected basis {ϕj}Pj=0. In this case, P represents the approximation order.

u(r) =
∞∑
j=0

ajϕj(r), u ∈ V = span {ϕj}∞j=0 (4.6)

u(r) ≈ uN(r) =
P∑

j=0

ajϕj(r), uN ∈ VN = span {ϕj}Pj=0 (4.7)

The generic WRF equation (4.3) is then applied to uN , resulting in Eq. (4.8).∫
Ω

LuN(r)Φj(r)dΩ =

∫
Ω

f(r)Φj(r)dΩ ∀j = 1, . . . , N (4.8)

If the problem operator L is linear2, the system of algebraic equations for the
coefficients {a}Pk=0 depicted in Eq. (4.9) is obtained. The solution of Eq. (4.9) then
allows to recover the numerical solution uN by means of Eq. (4.7).

P∑
k=0

ak

∫
Ω

Lϕk(r)Φj(r)dΩ︸ ︷︷ ︸
Aj,k

=

∫
Ω

f(r)Φj(r)dΩ︸ ︷︷ ︸
vj

−→ Aa = v (4.9)

This spectral representation allows an accurate description of smooth functions.
For sufficiently smooth functions u(r), the convergence rate with polynomial en-
richment is exponential (Canuto et al., 2006). In the case of problems with some
extent of discontinuity, as might be the case in phase–change flows, it is convenient
to represent the spectral approximation in an elemental approach. This consists
on dividing the domain Ω into N non–overlapping elements {Ωj}Nj=1 as expressed
in Eq. (4.10).

2Although in the general case L is not necessarily linear, this condition can be approximated
in an iterative procedure.
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Ω =
N⋃
j=1

Ωj, Ωi ∩ Ωj = ∅ ∀i �= j (4.10)

Then, a local solution uNj (r) is defined in each element Ωj as a combination of

local basis {ϕj,k(r)}Pk

k=0, as in Eq. (4.11). The global solution is obtained by gluing
together the local elements.

uNj (r) =

Pk∑
k=0

aj,kϕj,k(r) in Ωj −→ uN(r) =
N⋃
j=1

uNj (r) (4.11)

Selection of approximation space and basis functions

In general, there is no restriction in the selection of the approximation space VN .
In addition, an infinite number of sets of basis functions {ϕj}Pj=0 can be defined for

a given VN . The performance of a given set is determined by the number of basis
functions (this means, the approximation order) required in order to obtain an
acceptable approximation. In this context the optimum selection depends on the
particular problem to be solved. However, there are some types of basis function
sets that perform well for most problems, as will be shown next. As a broad
classification, the selection of basis can be divided into two categories: modal and
nodal.

Modal basis The term modal is derived from the fact that each basis function
represents one type of solution. Then, for example, in a cosine expansion each
function represents a given frequency, similar to a Fourier analysis. In general,
hierarchical expansion sets can be defined from a mathematical point of view as
in Eq. (4.12). This means that an expansion set of order P − 1 is contained in the
set of order P . In other words, high order expansions are built from low-order sets
(Karniadakis and Sherwin, 2005).

{ϕj(r)}Pj=0 = {ϕj(r)}P−1j=0

⋃
ϕP (r) (4.12)

Examples of modal basis in a one–dimensional domain z ∈ [−1, 1] including
(4.13a) polynomials, (4.13b) cosine and (4.13c) hyperbolic trigonometric functions.
This approach is very practical for self–adjoint problems. In that case, the basis
functions {ϕj(r)}Pj=0 represent the eigenfunctions and the coefficients {aj}Pj=0 are
the eigenvalues of the problem operator L.

{ϕj(z)}Pj=0 =
{
1, z, z2, . . . , zP

}
(4.13a)

{ϕj(z)}Pj=0 = {1, cos(πz), cos(2πz), . . . , cos(Pπz)} (4.13b)

{ϕj(z)}Pj=0 = {1, sinh(πz), cosh(πz), . . . , sinh(Pπz), cosh(Pπz)} (4.13c)

68



4.1. Weighted residual formulation (WRF)

Nodal basis This type of functions represent the continuous extension of a
discrete approach. Some selected points {ri}Pi=0 called nodes are defined in the
domain Ω, and nodal basis are defined so that they take zero-values in all of these
points but one, as in Eq. (4.14).

ϕi(ri) =

{
1 if i �= j
0 if i = j

∀i, j = 1, . . . , P (4.14)

This discrete approach is extended into a continuous formulation by the use
of Lagrange interpolant polynomials. In a one–dimensional domain, this is repre-
sented by Eq. (4.15), for which ϕj(zj) = 1.

ϕj(z) =

∏P
i=0,i �=j(z − zi)∏P
i=0,i �=j(zj − zi)

(4.15)

Once again, the selected nodes {ri}Pi=0 can be arbitrary. However, a proper
selection of these nodes provides additional advantages. The use of quadrature
sets allows the approximation of integrals by means of arithmetic operations and
the local evaluation of the functions of interest. This feature is relevant for the
numerical calculation of the integrals in Eq. (4.9).

In general, the integration of a generic function f(r) with a weight function
W (r) can be approximated as in Eq. (4.16). In this context, the nodes {ri}Pi=0 are

called quadrature points, and the coefficients {wi}Pi=0 are quadrature weights.

∫
Ω

W (r)f(r)dΩ ≈
P∑

j=0

wif(ri) (4.16)

In particular, the Gauss-Lobatto-Legendre quadrature (Parter, 1999) is con-
sidered in this work. This formulation considers a unity weight function, that is
W (r) = 1, which allows a straightforward integration of the function of interest.
In addition, the quadrature points include the borders of the domain Ω. In this
context, the boundary conditions can be directly incorporated into the problem
operator. Other quadrature sets might be convenient for integrating function with
local singularities, although this case is not considered in the present work.

This framework (nodal basis and quadrature sets) gives a general formulation
that can be applied to an arbitrary problem operator L. For this reason, they are
widely used for different problems. In this general spectral approach, three meth-
ods are presented: Orthogonal Collocation, Galerkin and Least Squares, which use
different test functions Φj as listed in Table 4.1.

Orthogonal collocation

This method represents a mixed approach. On the one hand, it includes some
elements of a spectral approximation, that is Eq. (4.8). On the other hand, it
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presents some characteristics of point discretization schemes, using the same local
test functions as in FDM: Φj(r) = δ(r−rj). Introducing this expression in Eq. (4.9)
gives the following system of algebraic equations.

P∑
k=0

ak Lϕk(rj)︸ ︷︷ ︸
Aj,k

= f(rj)︸︷︷︸
vj

(4.17)

As described above, Eq. (4.9) implies the cancellation of the residual respect to
the selected basis. Then, with the selection of delta point test function, the solution
of Eq. (4.17) gives the exact solution in the selected points {rj}Pj=0, as expressed
in Eq. (4.18). However, no information is obtained concerning the accuracy of the
continuous solution u(r) in the rest of the domain.

Solving Eq. (4.17) −→ uN(rj) = uA(rj) (4.18)

Galerkin finite elements

The Galerkin approach consists on considering test functions and basis functions
to be equal, that is Φj = ϕj. Then, Eq. (4.9) results into Eq. (4.19).

P∑
k=0

ak

∫
Ω

Lϕk(r)ϕj(r)dΩ︸ ︷︷ ︸
Aj,k

=

∫
Ω

f(r)ϕj(r)dΩ︸ ︷︷ ︸
vj

(4.19)

Furthermore, if nodal basis and quadrature sets are considered, the integrals
can be approximated by summations, obtaining the coefficients for the algebraic
equations listed in Eqs. (4.20a) and (4.20b).

Aj,k ≈
P∑
i=0

wiLϕk(ri)ϕj(ri) (4.20a)

vj ≈
P∑
i=0

wif(ri)ϕj(ri) (4.20b)

Least squares method

Following this general weighted residual formulation, the least squares method is
a particular case which considers test functions Φj = Lϕj, resulting in Eq. (4.21).

P∑
k=0

ak

∫
Ω

Lϕk(r)Lϕj(r)dΩ︸ ︷︷ ︸
Aj,k

=

∫
Ω

f(r)Lϕj(r)dΩ︸ ︷︷ ︸
vj

(4.21)
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Considering nodal basis and quadrature sets, the coefficients for the algebraic
equations are derived as in Eqs. (4.22a) and (4.22b).

Aj,k ≈
P∑
i=0

wiLϕk(ri)Lϕj(ri) (4.22a)

vj ≈
P∑
i=0

wif(ri)Lϕj(ri) (4.22b)

It is worth noticing in Eq. (4.22a) that the exact same expression is obtained if
the indeces j and k are interchanged, that is Aj,k = Ak,j for any given operator L.
This means that the resulting system of equations is symmetric and therefore it
can be efficiently solved by iterative algorithms. This is a comparative advantage
respect to the Galerkin approach, since the condition of symmetry in Eq. (4.20a)
is only obtained for self–adjoint operators L.

From a different perspective, the least squares formulation can be presented
as a minimization problem. The objective of this approach is to minimize the L2

norm (square integral) of the residual, denoted by RLS as in Eq. (4.23).

RLS(u) = 〈R(u),R(u)〉V(Ω) =

∫
Ω

(Lu− f)2 dΩ (4.23)

In addition, the boundary conditions can be incorporated in the definition of
RLS. Then, the boundary conditions are imposed in a weak approach, as part of
the minimization problem. It can be shown that if the problem is well–posed3, the
numerical solution uN that minimizes RLS also represents a minimum value for
the numerical error E , given by Eq. (4.24).

E(uN) = 〈uN − uA, uN − uA
〉
V(Ω)

=

∫
Ω

(
uN − uA

)2
dΩ (4.24)

This means that the minimization of RLS gives the best approximate solution
(the one with minimum error) from a least squares perspective. If u is a local
minimum of RLS, then the value of the residual is lower than in the surroundings.
In other words, an infinitesimal perturbation in any direction w ∈ V must result
in a null variation of the residual. In mathematical terms this is represented by
Eq. (4.25).

lim
ε→0

∂

∂ε
RLS(u+ εw) = lim

ε→0

∂

∂ε

∫
Ω

[L(u+ εw)− f]2 dΩ = 0 (4.25)

3Jiang (1998, §4) defined a well–posed problem as one with a unique solution u that depends
continuously on the source term f. This condition is fulfilled if L is a linear.
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Furthermore, if the the operator L is linear, Eq. (4.26) is derived with some
algebra from Eq. (4.25).∫

Ω

(Lu− f)LwdΩ = 0 ∀w ∈ V (4.26)

Equation (4.26) is a general representation of the least squares formulation. For
the numerical implementation, the search space V which has an infinite dimension
is replaced by VN = span {Φj}Pj=0. Then, the generic perturbation in Eq. (4.26) is

considered respect to an arbitrary direction wN ∈ VN .
Since VN has a finite dimension P + 1, Eq. (4.26) can be replaced by a set

of P + 1 equations as Eq. (4.27), which is evaluated for each individual basis
Φj = Lϕj. ∫

Ω

LuNLϕjdΩ =

∫
Ω

fLϕjdΩ ∀j = 0, . . . , P (4.27)

Finally, using an spectral approximation for uN as in Eq. (4.7), the algebraic
system in Eq. (4.21) is recovered.

P∑
k=0

ak

∫
Ω

Lϕk(r)Lϕj(r)dΩ︸ ︷︷ ︸
Aj,k

=

∫
Ω

f(r)Lϕj(r)dΩ︸ ︷︷ ︸
vj

(4.21)

This alternative formulation indicates that the least squares method is, in fact,
a minimization problem in the search space VN . In other words, the LSSEM pro-
vides the best approximation uN ∈ VN to the solution within this space, through
the minimization of the least squares residual RLS in the space V ′. This situation
can be represented by Fig. 4.1.

Figure 4.1: For linear operators L, the least squares residualRLS and the numerical
error E are equivalent.

This means that the accuracy of the solution is also provided by the method,
even in the case where the analytical solution is unknown, by means of the least
squares residual RLS, which can be computed according to Eq. (4.23). In the case
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of the subdivision of the domain into elements, RLS is obtained at both local and
global levels. This feature of the LSSEM is further evaluated in Section 4.3.

4.2 A single–phase heat exchanger

The general mathematical formulation from Section 4.1 is applied now to a prac-
tical case. The analysis of a one–dimensional single–phase heat exchanger with
constant fluid properties provides an interesting example with analytical solution,
allowing to compare the performance of different numerical methods. Their math-
ematical description for this particular case and a convergence analysis are pre-
sented in the following subsections. In addition, the evolution of the least squares
residual and the stability requirements of the FDM are studied.

4.2.1 Mathematical description

Figure 4.2 presents an schematic of a one–dimensional heat exchanger for both
(a) co–current and (b) counter–current flow. While the counter–current flow ar-
rangement is more effective, the co–current scheme results in a rather uniform wall
temperature and for that reason is selected in chemical processes.

(a) Co–current flow (b) Counter–current flow

Figure 4.2: Scheme of a one–dimensional heat exchanger

A non–dimensional temperature θ(z) is defined as in Eq. (4.28), where z ∈ [0, 1]
is the relative axial position. With this definition, the boundary conditions are
θcold = 0 and θhot = 1 at the inlets.

θ(z) =
T (z)− Tcold,in
Thot,in − Tcold,in

(4.28)

This problem is governed by energy balances for both cold and hot streams. As
discussed in Section 2.4.1, these balances can be represented with non–dimensional
temperatures and two parameters that indicate the HE size and design character-
istics. These two parameters can be selected from different sets and in all cases
lead to the same results. Following the P − NTU approach (see Section 2.4.1),
which defines individual number of thermal units NTUcold and NTUhot, the energy
balances are then given by Eqs. (4.29) and (4.30).
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∂θcold
∂z

+NTUcold (θcold − θhot) = 0 (4.29)

±∂θhot
∂z

+NTUhot (θhot − θcold) = 0 (4.30)

The ± sign in Eq. (4.30) allows to account for both co–current and counter–
current flow arrangements. Table 4.2 summarizes the analytical solutions for
Eqs. (4.29) and (4.30) for different conditions.

Case θcold(z) θhot(z)

Co–current
1− e−NTUcold(1+Rcold)z

1 +Rcold

1− 1− e−NTUcold(1+Rcold)z

1 +Rhot

Counter–current
NTUhot �= NTUcold

eNTUcold(Rcold−1)z − 1

RcoldeNTUcold(Rcold−1) − 1

Rcolde
NTUcold(Rcold−1)z − 1

RcoldeNTUcold(Rcold−1) − 1

Counter–current
NTUhot = NTUcold

NTUz

NTU + 1

NTUz + 1

NTU + 1

Table 4.2: Analytical solutions for single–phase constant–properties cases

The mathematical description of the WRF was presented in Section 4.1 for
a generic problem. In this particular problem, the mathematical operator and
variables described in Section 4.1 are given by Eq. (4.31). The unknown solutions
vector u contains the two dimensionless temperatures, as in Eq. (4.31a). In addi-
tion, the problem operator L, given by Eq. (4.31b), is linear, since it results from
the combination of two linear elements. With these considerations, the assump-
tions described in Section 4.1 are fulfilled.

u =

[
θcold
θhot

]
(4.31a)

L =

[
NTUcold −NTUcold

−NTUhot NTUhot

]
+

[
∂
∂z

0
0 ± ∂

∂z

]
(4.31b)

f =

[
0
0

]
(4.31c)

Ω = [0, 1] (4.31d)

So far, the different numerical techniques have been presented as particular
cases of a generic WRF and their resulting algebraic equations were developed in
Section 4.1. In this section, both FDM and FVM are developed for this particular
single–phase example. The application of spectral methods follows straightforward
from Eqs. (4.17) to (4.21) and therefore it is not included in this section.
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FDM Replacing Eq. (4.31) into Eq. (4.4) gives for this case:

∂θcold
∂z

∣∣∣∣
z=zj

+NTUcold [θcold(z = zj)− θhot(z = zj)] = 0 (4.32a)

± ∂θhot
∂z

∣∣∣∣
z=zj

+NTUhot [θhot(z = zj)− θcold(z = zj)] = 0 (4.32b)

Although Eq. (4.32) is exact and general, it cannot be solved if no further
assumptions are considered. The FDM considers a first–order approximation for
the derivative as in Eq. (4.33).

∂u

∂z

∣∣∣∣
z=zj

≈ u(z = zj+1)− u(z = zj)

zj+1 − zj
(4.33)

Furthermore, defining Δz = zj+1 − zj the algebraic system in Eq. (4.34) is
obtained for j = 1, . . . , N .

θcold(zj+1) = θcold(zj) + ΔzNTUcold [θhot(zj)− θcold(zj)] (4.34a)

θhot(zj+1) = θhot(zj)±ΔzNTUhot [θcold(zj)− θhot(zj)] (4.34b)

FVM Replacing the mathematical operators for this problem from Eq. (4.31),
into the general FVM formulation on Eq. (4.5) gives:

θcold(z = zj+1)− θcold(z = zj) +NTUcold

∫
Ωj

[θcold(z)− θhot(z)] dz = 0 (4.35a)

± [θhot(z = zj+1)− θhot(z = zj)] +NTUhot

∫
Ωj

[θhot(z)− θcold(z)] dz = 0 (4.35b)

The solution of Eq. (4.35) requires the calculation of some integrals. The
FVM approximates the solution considering a constant value in each finite volume
Ωj = [zj, zj+1), that is:

u(z) ≈ u(zj)∀z ∈ [zj , zj+1) −→
∫ z=zj+1

z=zj

u(z)dz ≈ u(zj)×Δzj (4.36)

Introducing this approximation into Eq. (4.35), Eq. (4.34) is recovered. Then,
as postulated in Section 4.1.1, both FDM and FVM result in the same system of
algebraic equations.

θcold(zj+1) = θcold(zj) + ΔzNTUcold [θhot(zj)− θcold(zj)] (4.34a)

θhot(zj+1) = θhot(zj)±ΔzNTUhot [θcold(zj)− θhot(zj)] (4.34b)
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4.2.2 Convergence analysis

As the number of discretization points or the approximation order are increased,
a more accurate numerical solution is obtained. The convergence analysis refers
then to the relation between the obtained numerical error E and the total number
algebraic unknowns, also called number of degrees of freedom (dof).

Figure 4.3 presents a convergence analysis for different methods in both (a)
co–current and (b) counter–current flow arrangements. The numerical results cor-
respond to the conditions NTUcold = 4, NTUhot = 5, from which are derived
Rcold = 1.25 and Rhot = 0.8. Since both FDM and FVM result in the same system
of algebraic equations, only FDM is analyzed. In addition, two approaches are
presented for the spectral methods. On the one hand, the h–approach4 consists
on increasing the number of elements while keeping the approximation order con-
stant (in this case P = 3). On the other hand, in the p–approach the number of
elements is constant (in this case only one element) and the approximation order
P is increased.
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Figure 4.3: Convergence plots for FDM, Galerkin and LSSEM in a double loga-
rithmic scale

A first unconverged regime for the FDM is noticed in Fig. 4.3(a), with numerical
errors larger than unity. This regime is a consequence of the stability requirements
of the method for initial value problems (Richtmyer, 1967), and is further studied
in the following subsections.

In these log-log plots, the FDM, h–LSSEM and h–Galerkin approaches present
a linear convergence. The slopes are -1 for FDM and -P for both spectral methods.
This can be represented in mathematical terms as in Eq. (4.38).

4The letter h is commonly used in literature to refer to the element size.
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4.2. A single–phase heat exchanger

EFDM ∝ dof−1 (4.38a)

EGalerkin ∝ dof−P (4.38b)

ELSSEM ∝ dof−P (4.38c)

The fastest convergence rate is found for the p–LSSEM and p–Galerkin ap-
proaches. As postulated in Eqs. (4.38b) and (4.38c) the slope is proportional to
P and an exponential convergence rate is observed. This result is consistent with
the description of Canuto et al. (2006), who stated that for smooth solutions (such
as those listed in Table 4.2) the approximation with polynomial gives exponential
convergence.

This fast exponential convergence rate leads to the reduction of the numerical
error E to very low values, as observed in Fig. 4.3. However, this type of accuracy
is usually not required in engineering applications. In general, the numerical tol-
erance is directly related to the accuracy of the physical model. In short, the error
introduced by the computational solution of the governing equations should be
negligible compared to the error given by their formulation, that is, the physical
model. Considering that these simple models can have uncertainties in the order
of roughly 10%, the numerical tolerance should be two order of magnitudes lower,
around 10-3=0.1%. Keeping this in mind, the results of this convergence analysis
are summarized in Table 4.3, which presents the required number of degrees of
freedom to reduce the numerical error below a prescribed numerical tolerance.

Tolerance
Co–current flow Counter–current flow

10-2 10-3 10-4 10-5 10-2 10-3 10-4 10-5

p–LSSEM 6 7 8 10 3 4 5 6
p–Galerkin 6 8 10 11 3 4 5 6
h–LSSEM 10 19 25 34 4 4 7 10
h–Galerkin 10 19 34 70 4 4 7 13
FDM 65 725 5794 65537 12 92 1025 11586

Table 4.3: Required number of degrees of freedom in order to reduce error below
a given tolerance

As observed in Table 4.3, LSSEM and Galerkin present similar performance.
and they both require a much lower number of degrees of freedom compared to
FDM. This reduction ranges between one and four orders of magnitude.

However, the results presented in Fig. 4.3 and Table 4.3 do not represent com-
pletely the performance of different methods. While both Galerkin and LSSEM
involve solving a matrix system of algebraic equations, expressed by Eqs. (4.19)
and (4.21), this is not always necessary for the FDM. In the case of co–current
flow, the temperature in each new position zj+1 can be obtained from previous
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known values in zj as given by Eq. (4.34). This approach, known as explicit FDM,
allows a faster computation for the same number of degrees of freedom, although
it is only applicable for initial-value problems. In the case of counter–current flow,
the Eq. (4.33) results in the solution of a matrix system of equations. This second
approach is known as implicit FDM.

With these considerations, the overall figure of merit is then the numerical
accuracy that can be obtained at a certain CPU time. These results are presented
in Fig. 4.4 and summarized in Table 4.4, where the times are presented relative to
the p–LSSEM approach.
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Figure 4.4: Numerical error obtained at a given computational time for different
methods

Figure 4.4(a) and Table 4.4 indicate that the explicit FDM is several orders
of magnitude faster than the implicit FDM. In addition, for low–accuracy solu-
tions, it is even faster than the spectral methods. However, it cannot be used for
counter–current flow, and its use in the co–current flow should consider its stability
requirements.

Tolerance
Co–current flow Counter–current flow

10-2 10-3 10-4 10-5 10-2 10-3 10-4 10-5

p–LSSEM 1 1 1 1 1 1 1 1
p–Galerkin 1.37 0.96 1.09 1.65 0.79 0.80 0.70 0.65
h–LSSEM 41.7 67.0 77.3 103 18.5 17.0 23.8 29.2
h–Galerkin 42.3 67.3 105 211 17.7 16.3 23.8 38.6
Explicit FDM 0.08 0.63 4.26 47.8 NOT APPLICABLE
Implicit FDM 14.1 191 4297 2.0 106 4.09 22.4 300 24320

Table 4.4: Relative times. Reference, in all cases: p–LSSEM = 1.

For a low accuracy requirement (E ≈ 10−2) the implicit FDM and LSSEM show
a comparable computational cost (in the same order of magnitude) and there is no
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4.2. A single–phase heat exchanger

significant advantage in the use of spectral methods in this case. The reason for
this is that, in the LSSEM, the assembly of the problem matrix, i.e. computing
the integrals in Eq. (4.22), takes a big part of the total time. In fact, Proot (2003)
showed that it may represent half of the total computational cost.

However, for higher accuracies the differences become significant. For example,
for E ≈ 10−5, the implicit FDM results in roughly twenty thousand times more
computational cost for counter–current flow and two millions times for co–current
flow. In general, for 10−3 < E < 10−4, a reduction from one to three orders of
magnitudes in computational time is obtained with the use of LSSEM.

4.2.3 Stability analysis

The FDM presents some stability requirements for initial–value problems. In this
case, an stable solution for the co–current flow arrangement is such that the tem-
perature difference θhot(z)− θcold(z) is continuously reduced and remains positive.
Considering this condition in the FDM system in Eq. (4.34), it gives:

0 <
θhot(zj+1)− θcold(zj+1)

θhot(zj)− θcold(zj)
= [1−Δzj (NTUcold +NTUhot)] < 1 (4.39)

Furthermore, if the numerical step Δzj is uniform, the condition in Eq. (4.40)
is obtained. For the example presented in this section, with NTUcold = 4 and
NTUhot = 5, a minimum of dof > 10 is required to obtain an stable solution.

1

Δzj
= dof− 1 > NTUcold +NTUhot (4.40)
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Figure 4.5: Numerical temperature profiles for the co–current flow case.

Figure 4.5 presents numerical temperature profiles in the case where this con-
dition is not fulfilled. While the FDM results in temperature crosses, the solution
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obtained with the same number of degrees of freedom using LSSEM is stable and
accurate.

This situation leads to the conclusion that FDM should not be used with
few discretization points. Furthermore, if more points are used, the LSSEM and
Galerkin result in lower computational costs.

4.2.4 The least squares residual

So far this analysis has been focused in numerical convergence, in terms of de-
grees of freedom and computational times. From these perspectives, Galerkin and
LSSEM have similar performances.

In Section 4.1, the LSSEM was alternatively presented as a minimization prob-
lem. In this context, this method provides an error estimator, that is the least
squares residual RLS. The evolution of this residual with the number of degrees
of freedom is presented in Fig. 4.6 along with the numerical error E for both (a)
co–current and (b) counter–current flow arrangements.
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Figure 4.6: Numerical error E and least squares residual RLS

In Section 4.1 it was postulated that E and RLS are equivalent, meaning that
finding the solution that minimizes the residual also results in the minimum nu-
merical error. This situation can be observed in Figs. 4.6(a) and 4.6(b), where E
and RLS run in roughly parallel curves. In other words, the convergence of the
residual implies the convergence of the numerical error. This feature has been
demonstrated theoretically by Jiang (1998, §4) and Fig. 4.6 shows the results for
this particular example.

4.3 A two-phase heat exchanger

The occurrence of phase–change, either boiling or condensation, leads to differ-
ent behavior within the same equipment. For this reason, two–phase–flow heat
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exchangers cannot be accurately represented in a generic non–dimensional formu-
lation as sketched in Section 4.2.1 and Fig. 4.2. In this case, a particular geometry
must be selected a priori. The typical geometries for cryogenic processes were de-
scribed in Section 2.2. For simplicity, a tube–in–tube geometry is selected for this
example, with the cold stream flowing in the inner tube and the hot stream in the
annuli. Nevertheless, the present analysis can be extended to other geometries. A
schematic diagram is depicted in Fig. 4.7, indicating energy balances in a control
volume [z, z + dz).

Figure 4.7: Scheme of a tube–in–tube heat exchanger considered in this example

Although Fig. 4.7 shows a counterflow arrangement, where the cold fluid en-
ters in z = 0 and the hot one in z = L and they flow in opposite directions, the
co–current arrangement is also considered. Assuming that heat losses to the sur-
roundings and axial conduction effects are negligible, a general steady-state energy
balance may be formulated for each fluid in terms of the evolution of the specific
enthalpy h. Equations (4.41) and (4.42) must be solved with proper initial–value
boundary condition.

ṁcold
∂hcold
∂z

= πDiU(z) [Thot(z)− Tcold(z)] (4.41)

±ṁhot
∂hhot
∂z

= πDiU(z) [Tcold(z)− Thot(z)] (4.42)

In terms of the general WRF, the mathematical operators for this problem are
given by Eq. (4.43). Once again, the problem operator L is linear, thus fitting
the assumption of the spectral elements methods. The source term f depends on
the local temperature difference, which is related to the local solution u(z). Then,
they are not known a priori and an iterative solution is required.

81



Chapter 4. Numerical methods

u =

[
hcold
hhot

]
(4.43a)

L =

[
ṁcold

∂
∂z

0
0 ±ṁhot

∂
∂z

]
(4.43b)

f =

[
πDiU [Thot(z)− Tcold(z)]
πDiU [Tcold(z)− Thot(z)]

]
(4.43c)

Ω = [0, L] (4.43d)

The variable U is the overall heat transfer coefficient, which takes into account
the geometry and flow conditions. In a steady–state analysis, it can be computed
as a combination of thermal resistances. For this tube–in–tube geometry, and
neglecting fouling resistances, U can be computed from Eq. (4.44). The first two
terms in Eq. (4.44) represent convective thermal resistance on the cold and hot
fluids, respectively, and the last term is the resistance given by thermal conduction
in the wall.

1

πDiU(z)
=

1

πDiĥcold(z)
+

1

π (Di + 2tw) ĥhot(z)
+

ln(1 + 2tw/Di)

2πλw
(4.44)

Generally, an empirical or semi–empirical correlation is used to compute the
local heat transfer coefficients ĥcold and ĥhot, which are dependent on the fluid
properties, velocity and geometry. Different models were presented in Section 3.3.3.
The following correlations were considered in this work. For both streams in the
single–phase regions (liquid and gas) two correlations are used, depending on the
range of Reynolds number: Petukhov-Popov for fully developed turbulent flow
and Gnielinski for the transition regime (for both, see Ghiaasiaan (2007)). For the
boiling HTC, the simplified version of the Gungor and Winterton was used. It is
applicable in all the two–phase flow range hL < h < hV and its use is recommended
by Collier and Thome (1994). In addition, the subcooled boiling model proposed
by Kandlikar (1997) is incorporated.

With all these considerations, Eqs. (4.41) and (4.42) do not have an analytical
solution. Therefore, the performance of the different numerical methods cannot
be compared as in Section 4.2. Instead, only the LSSEM is considered and the
evolution of the least squares residual RLS is studied in the following subsections.

The particular case of an evaporator is studied in this section. The cold stream
(refrigerant R134a) flows in the inner tube, entering in liquid state at 270 K and
3 bar. The hot fluid is water, and enters the annuli at 290 K and 1 bar. The mass
flow rates are ṁcold = 5 10−3kgs−1 and ṁhot = 2 10−2kgs−1 for the refrigerant
and water, respectively. The geometry considered is the tube–in–tube sketched in
Fig. 4.7, with L = 2m, Di = 6mm and Do = 10mm. The tube wall is tw = 1mm
thick and the material is copper (λw = 401 Wm−1K−1). For these conditions the
conductive thermal resistance of the wall becomes negligible.
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4.3. A two-phase heat exchanger

4.3.1 Local error estimator

The least squares residualRLS as defined in Eq. (4.23) can be interpreted at a local
level performing the integration in each element Ωj instead of the global domain
Ω. This description allows to identify which element has the largest local residual,
that is where the governing equations are solved less accurately.

Figure 4.8 presents the temperature profiles for (a) co–current and (b) counter–
current flow, computed using 20 elements and approximation order P = 3. In
addition, the residual RLS in each element is indicated in the right–hand vertical
axis using a logarithmic scale.
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Figure 4.8: Temperature profiles and least squares residual RLS

The plateau in the cold–stream temperature profile corresponds to the two–
phase flow region. In this region, the specific enthalpy is increasing, while the
temperature remains at its saturation value. Finally, when full evaporation is
reached, the cold–stream temperature increases again in the gas–flow region.

In both Figs. 4.8(a) and 4.8(b) the dominant contribution to the residual is
located in the transition element. At these points there is a sharp discontinuity in
the temperature curves, which represent the source term in Eqs. (4.41) and (4.42).
As a consequence, the solution of the problem is not smooth. Therefore, the
approximation of the solution with polynomials does not necessarily provide an
accurate description (Maerschalck and Gerritsma, 2008) in these elements. In the
rest of the domain, the solution is smooth and the local residual is several orders
of magnitude lower.

Considering that RLS is equivalent to the numerical error E , the information
provided by Fig. 4.8 is useful for improving the accuracy. An adaptive strategy
could take advantage of the location of elements with relatively large error, in this
case in the surroundings of the phase transition for the cold fluid. This feature is
further studied in Section 4.3.3, which presents a possible adaptive strategy that
could be applied to this problem.
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4.3.2 Global error estimator

Considering the least squares residual in a global sense, that is integrated over
the entire domain Ω, it is an estimator of the quality of the solution. Then, the
LSSEM allows to perform a convergence analysis in terms of RLS. In particular, it
reflects how good the governing equations hold. As studied in Sections 4.1 and 4.2,
the reduction of this estimator directly implies a decrease in the numerical error.

The results of this convergence analysis for this two–phase flow example are
depicted in Fig. 4.9 for (a) co–current and (b) counter–current configurations.
This analysis includes variations of both the number of elements (vertical axis,
logarithmic scale) and the approximation order (horizontal axis, linear scale). The
results are then presented in terms of contour lines for log10(RLS). In all cases,
equal size and equal order elements were considered.

1 2 3 4 5 6 7 8
100

101

102

103

−8 −8 −8

−6 −6
−6

−6 −6
−6 −6−6

−4

−4

−4

−4
−4
−4 −4

−2

−2

−2

−20

Order P

N
um

be
r o

f e
le

m
en

ts
 N

(a) Co–current flow

1 2 3 4 5 6 7 8
100

101

102

103 −8

−8

−8
−8

−6
−6

−6
−6

−6

−4
−4

−4

−4
−4 −4

−4−2

−2
−2

−2 −2
−2−2 −2

0

Order P

N
um

be
r o

f e
le

m
en

ts
 N

(b) Counter–current flow

Figure 4.9: Global convergence. Contour plots for log10(RLS).

Some instabilities can be noticed in Figs. 4.9(a) and 4.9(b). These occur as a
consequence of the discontinuities in the solution studied in Section 4.3.1. With
the existence of such discontinuities, an increase in the order or total number of
elements does not guaranty a reduction of the residual, since it is dominated by
the uncertainties in the boundary element. Nevertheless, the overall convergence
of the method is appreciated in Fig. 4.9, since the total residual is largely reduced
in eight orders of magnitude when moving from bottom–left to top–right.

Finally, the convergence plots indicate that, for high–accuracy, the contour
plots are rather horizontal lines, specially in the case of Fig. 4.9(b), that is, for
counter–current flow. This means that further increase of the approximation order
beyond a critical value does not improve significantly the numerical performance,
and more efficient results would be obtained considering a larger number of ele-
ments instead.
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4.3.3 Adaptive strategy

The instabilities in Fig. 4.9 indicate that the h–LSSEM and p–LSSEM approaches
do not guaranty a continuous convergence. In other words, increasing the number
of elements at a fixed approximation order, or vice versa, does not always results in
a lower residual. For this reason, an alternative adaptive strategy is presented in
this section. The main objective is to achieve a discretization technique that allows
a reasonable accuracy with less degrees of freedom than a h–LSSEM approach.

The following adaptive strategy is considered in this section. After a coarse–
scale solution with few elements, the residual is evaluated at local level. If the
residual in one element is higher than the average, it is split into two smaller
elements (of equal size). In addition, if two neighboring elements present both a
residual much lower than average (a ratio of 1 to 1000 was considered), they are
joined together. After these procedures, a new simulation is performed and the
process is repeated. In all cases, the approximation order P is kept constant.

Table 4.5 compares the performance of the h–LSSEM approach and the postu-
lated adaptive strategy for several approximation orders. In all cases, the adaptive
strategy achieves the required numerical tolerance of RLS which much less degrees
of freedom than h–LSSEM. This difference is more notorious at low orders. The
ratio between both schemes ranges between 5.3 (for high order) and 6.8 (for low
order).

Order
Co–current flow Counter–current flow

Adaptive h–LSSEM Adaptive h–LSSEM
1 192 1264 258 1761
2 53 863 69 609
3 49 646 46 544
4 57 609 53 365
5 46 456 56 381
6 61 325 55 385
7 57 316 57 379
8 57 361 57 305

Table 4.5: Required number of degrees of freedom to achieve RLS < 10−4

The results in Table 4.5 indicate that the information provided by the LSSEM
can be used to improve the numerical performance. However, it should be noticed
that this strategy implies several steps of calculations and then it is not necessarily
faster.

As indicated in Section 4.3.2, an increase in the order of approximation does
not necessarily imply a reduction of the residual. This is reflected in Table 4.5,
which indicates that the required degrees of freedom remains roughly constant for
approximation orders P ≥ 4.
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4.4 Summary

In this chapter, different numerical methods are presented and compared for two
heat exchanger examples. This preliminary study is important for the remaining
of this thesis, since the following analysis includes the numerical solution of differ-
ential equations. Then, it is convenient to identify at an early stage which method
is most convenient.

The mathematical description of the different methods is presented in Sec-
tion 4.1, following a generic weighted residual formulation. In general, they can be
grouped into two categories: point–discretization and spectral–elements. The first
type includes FDM and FVM, which are traditionally used for lots of applications.
Orthogonal collocation, Galerkin finite–elements and LSSEM are examples of the
second category. These spectral methods give a global continuous representation
of the solution.

The LSSEM presents some potential advantages that make it an interesting
alternative to other methods. For smooth solutions, it presents high order con-
vergence rate. The least squares residual RLS is an error estimator provided by
this method even for problems without analytical solution. Other features are the
possibility to include the boundary conditions in the minimization problem as a
weak formulation, and the proper numerical characteristics of the resulting system
of equations for computational solving.

A first example is presented in Section 4.2 for a single–phase flow heat ex-
changer case with constant properties. It has an analytical solution and then,
the performance of different methods can be compared. Both LSSEM and the
Galerkin spectral elements method present exponential convergence rates and for
typical accuracy requirements, they are between one and three orders of magni-
tudes faster than the implicit FDM. In the case of initial–value problems, such
as the co–current flow arrangement, the explicit FDM is a fast technique since
it does not involve solving a matrix system of algebraic equations. In fact, for
low accuracy requirements, it is faster than LSSEM. However, caution is required,
since it may lead to unstable solutions (in this example, with temperature crosses
which are not physical) if few discretization points are used. Finally, the evolution
of the least squares residual RLS indicates that it is equivalent to the numerical
error E . In other words, RLS is an alternative estimator of the accuracy of the
solution, and if no analytical solution exists, is the only one available.

That is the case of the second example, presented in Section 4.3, for a two–
phase flow HE, in particular, an evaporator. Only the LSSEM is considered, and
the least squares residual is studied at both local and global levels. At a local
level, the regions with higher error are easily identified close to the phase-change
boundaries, where both the temperature and the heat transfer coefficient are non-
smooth functions of the specific enthalpy. At a global level, the overall convergence
of the solution is noticed. However, this convergence is not smooth and shows
some instabilities, as a consequence of the discontinuities in the solution. Taking
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advantage of the information provided by the least squares residual, this situation
can be improved using an adaptive strategy. Then, only the elements with high
error are further discretized resulting in roughly six times less degrees of freedom
than a non–adaptive for achieving a proper solution.

The results from this chapter indicate that the LSSEM performs well and its
use implies some advantageous for the solution of heat exchanger problems. For
this reason, it is the selected numerical method applied in most of the following
chapters. Only in the case of explicit initial—value problems the FDM is selected.
Such is the case of Chapters 9 and 10.
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Part II

Macro-scale framework
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Following the multiscale description presented in Chapter 3, some elements of
modeling and simulation at macroscopic level are presented. The prefix macro is
generally used for referring to the largest scale in a given context. In the particular
case of a heat exchanger, the broadest description is given in terms of heat duty (to-
tal amount of heat transferred) and overall pressure drop in each stream. Keeping
this final objective in mind, simple models are used in this macro-scale framework,
without taking into account the details of physical phenomena at lower scales.
For this reason, the following two chapters are focused on simple one-dimensional
formulations for evaluating the heat exchanger performance.

Chapter 5 analyzes the consequences of pressure drop in the sizing and design of
two-phase flow heat exchanger, specially for high-efficiency applications as those
required in cryogenic processes. For this reason, the results are perhaps better
understood in terms of the ineffectiveness 1 − ε. The variations in the saturation
temperature largely affect the performance and failing to account for this effect
results in a serious misprediction of the required size. This scenario confirms
the approach selected in this thesis of proposing a multiscale formulation for an
accurate description of the heat transfer and pressure drop. Three numerical
examples are studied: an evaporator, a condenser and a mixed system with both
boiling and condensation, and three models are compared.

In Chapter 6, perturbation theory is proposed for studying the sensitivity of the
heat exchanger performance to the different operating and geometrical parameters
at the design stage. This method is used in other areas of engineering, and a
thorough introduction is given in this chapter, including an example with analytical
solution. In summary, this technique is based on the solution of an importance
problem and, with one additional simulation, provides the derivative of an integral
response to all the parameters involved in the governing equations. Therefore,
perturbative methods are very efficient for evaluating the sensitivity at the design
stage, and can be implemented into an optimization algorithm. An evaporator
example is studied in terms of four responses: heat duty, individual pressure drop
for each stream and pumping power.

91



92



Chapter 5

Effects of pressure drop on HE
performance

� In this chapter, the consequences of pressure drop in the sizing and design
of high-efficiency heat exchanger are investigated. For two-phase flow systems,
the variations in the saturation temperature largely affect the performance. This
scenario confirms the approach selected in this thesis of proposing a multiscale
formulation for an accurate description of the heat transfer and pressure drop.

Three numerical examples are studied: an evaporator, a condenser and a mixed
system with both boiling and condensation. In all of them, three models previously
presented in Chapter 2 are compared. The results from this examples indicate that
neglecting the coupling between momentum and energy equations results in an un-
derprediction of the performance (conservative assumption) for an evaporator, and
the opposite for a condenser. In this last case the performance is overpredicted
(non-conservative assumption) and therefore, at the design stage, the heat ex-
changer is undersized. Considering that high-efficiency equipment are required for
cryogenic applications, the extent of these consequences is better understood in
terms of the ineffectiveness 1 − ε. Finally, a comparative analysis indicates that,
over a wide range of operating conditions, the co-current flow arrangement can
yield higher performance than counter-current.

As reviewed in Chapter 2, heat exchangers (HE) are main equipment in re-
frigeration processes, and for cryogenic applications, high efficiency HE are usu-
ally required. However, an accurate description of high–effectiveness heat transfer
equipment is rather limited, in particular for two–phase flow applications. Then,
the sizing of these equipment results a challenging task due to two main reasons.

First, the prediction of two–phase heat transfer coefficients is based on empiri-
cal models, described in Section 3.3.3, with a large extent of uncertainties. Second,
different physical phenomena which are usually neglected must be considered. The
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discussion on the state–of–the–art presented in Section 2.6 indicates that, while
advanced models reported in literature incorporate individually some of these ef-
fects for simple cases, two of them remain unconsidered: the effects of pressure
drop and of flow mixing on heat transfer performance. The first effect is the topic
of this chapter, while the second one is considered in Chapter 8.

The effects of pressure drop are included in this chapter with the incorporation
of a momentum equation coupled to the energy balances. The governing equa-
tions for this stream–evolution model are presented in Section 5.2 and are based
on the pressure drop models introduced in Section 5.1. The results from this for-
mulation are compared with those of two methods based only on energy balances:
lumped–parameters and distributed–parameters models, described previously in
Sections 2.4.1 and 2.4.2, respectively.

Three cases are considered in Section 5.3 and the sizing predictions of the
different models are compared. On the base of these results, the consequences of
undersizing in the final effectiveness are discussed in Section 5.4. Finally, optimal
geometrical and physical design characteristics are investigated in Section 5.5.

In the multiscale framework of this thesis, this analysis represents a macroscopic
description. A continuum formulation is used and the attention is focused in the
overall changes in pressure and enthalpy. Despite the selection of a particular
geometry for the numerical examples presented in Section 5.3, the formulation
presented in this chapter is general and applicable to any given heat exchanger.

5.1 Pressure drop models

Changes in pressure occur due to four different effects:

• Localized effects flow disturbances, such as bends

• Body forces, usually the only one present is gravity

• Flow acceleration due to changes in density, area or mass flow rate

• Friction in the wall and other solid surfaces

Local disturbances to the flow produce an irreversible drop in pressure and
loss of mechanical energy into heat. The flow behavior in sudden expansions and
contractions, bends, and other perturbations, is complex and multidimensional.
For this reason, it is usually modeled in the case of single–phase analysis as a
lumped resistance, originated a pressure drop proportional to the flow inertia.
Although the situation can result even more complex for two–phase flow, the same
methodology is usually considered, with the use of empirical coefficients.

Body forces are well represented by means of the homogeneous mixture density
defined in Eq. (3.3). Then, the pressure gradient in the axial direction z due to
this effect is given by Eq. (5.1), where g is the acceleration of gravity in the flow
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direction. For downward flow, g takes positive values and an increase in pressure
is noticed, while for upward flow, g is negative and a pressure drops.

dp

dz

∣∣∣∣
gravity

= ρhg = [αρG + (1− α)ρL] g (5.1)

When the flow is accelerated, its momentum changes and this is reflected in-
versely in the pressure. Since both phases may have different velocities, the indi-
vidual accelerations of liquid and gas should be considered. However, this can be
approximated for high flow and low void fraction conditions (Tong and Tang, 1997,
3.5) using the homogeneous density ρh and the total mass flux G, as in Eq. (5.2).
The extension of this model to the entire two–phase region introduces some error,
which is negligible considering that the larger contribution to the total pressure
drop is given by frictional term. In boiling flows the vapor content is increasing,
and thus the homogeneous density is reduced, resulting in a net pressure drop due
to acceleration. The opposite occurs in the case of condensation, and this effect
results in an increase in pressure.

dp

dz

∣∣∣∣
acceleration

= − d

dz

[
ρLu

2
L (1− α) + ρGu

2
Gα
] ≈ − d

dz

(
G2

ρh

)
(5.2)

Flow friction against solid surfaces, such as the tube–wall, represents the largest
component of pressure drop. It is related to the relative perimeters, expressed in
terms of an hydraulic diameter Dh, and the shear forces τ in the wall, as in
Eq. (5.3). For two–phase flow applications, τ is usually represented with empirical
correlations on the basis of single–phase results, as described in Section 5.1.1.

dp

dz

∣∣∣∣
friction

=
4

Dh

τ with Dh = 4
Cross–sectional area

Wetted perimeter
(5.3)

5.1.1 The two–phase multiplier

While an homogeneous model can be used to describe gravity and acceleration
effects, it fails to account accurately for the frictional term, which is usually the
most relevant one. Some attempts have been made to define an homogeneous
mixture viscosity, although it is not clear if the liquid and gas values should be
averaged using the quality or void fraction as weighting factors (Ghiaasiaan, 2007,
8.2). In both cases, the physical meaning of this effective viscosity is not clear,
since this is not a fluid physical property but a proportionality constant defined for
laminar flow and their is no theoretical basis for its use in the analysis of two–phase
flows.

The use of separated–field models method to model pressure drop is too com-
plex for the general case, and their application is limited to known flow patterns
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that can be represented by simplified structures (Quibén and Thome, 2007). This
approach is followed in Chapters 9 and 10 for annular and dispersed-droplets flow
regimes, respectively.

An intermediate solution consist in the use of a two–phase multiplier Φ2, first
defined by Lockhart and Martinelli (1949) as in Eq. (5.4). This variable relates the
pressure gradient to that which would be obtained if the flow was all in liquid or
gas states, based on empirical correlations for laminar and turbulent flow regimes.

Φ2
L =

dp/dz|tph
dp/dz|L

; Φ2
G =

dp/dz|tph
dp/dz|G

(5.4)

According to this definition, Φ2
L = 1 and Φ2

G = 0 for single–phase liquid and
Φ2

L = 0 and Φ2
G = 1 for single–phase gas. Several empirical correlations have been

proposed by different authors for either of these multipliers in the two–phase region.
They have been reviewed by Whalley (1987), Tribbe and Mller-Steinhagen (2000)
and Didi et al. (2002), and each of them recommended a different correlation.
Overall, the Friedel (1979) correlation predicts reasonably well the experimental
data and has the most extensive application range.

Finally, it should be noticed that all empirical models are based in experimental
data for adiabatic flow, usually in air–water systems. Then, they should be used
with caution for boiling and condensation systems, since it is not clear how the heat
and mass transfer mechanisms affect the momentum interaction between phases
and overall pressure drop. Tarasova et al. (1966), see Tong and Tang (1997, 3.5.3),
noticed that heat input to the wall increases the pressure drop in a few percent,
and proposed a dimensional correlation for high pressure water, which can hardly
be extended to other flow systems.

5.2 The governing equations

Lumped- and distributed-parameters models represent the basic design theory for
heat exchanger design, as described in Section 2.4. They are useful tools for the siz-
ing of HE, since they allow to estimate the required surface area without previously
establishing a given geometry. They do, however, consider several assumptions on
the behavior and characteristics of the flow which are usually not applicable for
boiling or condensation cases. Then, a one–dimensional continuum description,
hitherto called stream–evolution model (SEM), is suitable.

In general, one–dimensional models can be considered as extensions of nodal
formulations, hence the usual references to them as fully–distributed models. The
main difference is that SEM allow the inclusion of both continuity and momentum
equations, thus accounting for changes in velocity and pressure. Since these mod-
els require an established geometry, flow arrangement and size, they have been
applied for transient analysis of heat pump systems (Jia et al., 1995; Judge and
Radermacher, 1997; Nyers and Stoyan, 1994), but not for sizing and design.
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The application of a steady–state SEM in this chapter consists on the iterative
search of the required size to fit a target performance. The governing equations
are then stationary mass, momentum and energy balances. However, the mass
balance has then a trivial solution, that is a constant mass flux G = ρ u, where
ρ is the fluid density and u its velocity. Then, it can be considered implicitly and
the problem is governed by momentum and energy balances for the cold and hot
fluids as in Eqs. (5.5) and (5.6).

d

dz

(
G2

ρ
+ p

)
cold

+ ρcold(z)g +
4

Dh,cold

τcold(z) = 0 (5.5a)

± d

dz

(
G2

ρ
+ p

)
hot

+ ρhot(z)g +
4

Dh,cold

τhot(z) = 0 (5.5b)

Gcold
dhcold
dz

=
4

Deq,cold

U(z) [Thot(z)− Tcold(z)] (5.6a)

±Ghot
dhhot
dz

= − 4

Deq,hot

U(z) [Thot(z)− Tcold(z)] (5.6b)

Several remarks about Eqs. (5.5) and (5.6) must be clarified before further
analysis. These are described in the following paragraphs.

First, the ± sign in Eqs. (5.5b) and (5.6b) allows to consider both co–current
(+) and counter–current (-) flow arrangements in the same formulation.

Second, the required local physical properties, such as density and temperature,
and secondary variables as the heat transfer coefficient can be obtained for each
fluid from its thermodynamic state (p, h).

Third, the equivalent diameterDeq in the energy balances represents the heated
perimeters in a similar way as the hydraulic diameter Dh represents the wetted
perimeter for the momentum equation. Then, Deq is defined as in Eq. (5.7).

Deq = 4
Cross–sectional area

Heated perimeter
(5.7)

Fourth, the shear stress τ is modeled using a two–phase multiplier Φ2
L previ-

ously presented in Section 5.1.1. In particular, the Friedel correlation is used for
Φ2

L. This formulation also requires an empirical correlation for the single–phase
liquid shear stress τL, which is represented using a friction factor fL given by the
Haaland formula (White, 1986, §6.4) for smooth tubes. Ultimately, the shear stress
τ is computed according to Eq. (5.8).

fL =

[
1.8 log

(
G Dh

6.9μL

)]−2
→ τL = fL

G2

2ρL
→ τ = τLΦ

2
L (5.8)
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Fifth, the overall heat transfer coefficient U is the only physical variable whose
description depends on the actual geometry, since it regulates the thermal resis-
tance on both streams. In general, the same methodology as in Section 4.3 is
followed. Without loss of generality a tube–in–tube geometry, see schematic in
Fig. 4.7, is considered and in that case the overall HTC is computed according to
Eq. (4.44).

Finally, with all these considerations, the governing equations are solved nu-
merically with proper inlet–value boundary conditions for pressure and specific
enthalpies. Based on the comparison of different numerical techniques presented
in Chapter 4, the least–squares spectral elements method (LSSEM) is used. Al-
though the same results should be obtained using any numerical method, the
LSSEM presents some advantages which make it preferable for this problem.

5.3 Numerical examples

This section presents simulation results for three examples. First, a water–cooling
evaporator is studied, where the hot stream is a single–phase liquid (water), while
the cold stream (refrigerant R134a) is boiling. The second example presents the
opposite case, that is a water–cooled condenser. Finally, a mixed boiling-condenser
system is analyzed in the third example.

In all three cases the established geometry is a double-pipe HE, see Fig. 4.7, in
counter-current flow arrangement. The tube wall material is copper, which has a
high thermal conductivity (λcopper = 410 W m-1 K-1), thus resulting in a negligible
wall thermal resistance. The input parameters for the different cases, listed in
Table 5.1, were selected in a balanced design. The mass flow rates are low, in
the order of a few grams per second, because this geometry is usually selected for
small-capacity such as laboratory applications.

The results from this analysis are compared to those of lumped-parameters and
distributed-parameters models. Both methods require the estimation of averaged
flow properties within a HE element, which depend on the thermodynamic state
(p, h). These are evaluated at the inlet pressure and average enthalpy. In addition,
the discretization of HE is first made into zones according to the fluid phase, and
each zone is further divided into elements, as recommended by Orth et al. (1995)
to obtain a stable solution.

5.3.1 Water–cooling evaporator

Figure 5.1 presents simulations results for this case, where the evaporating re-
frigerant is used for cooling water. Keeping in mind that this analysis is focused
on high–effectiveness HE, the temperature profiles for ε = 0.99 are indicated in
Fig. 5.1(a) and these results are highlighted in Fig. 5.1(b).
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Variable Case 5.3.1 Case 5.3.2 Case 5.3.3
Cold stream Working fluid R134a Water R134a

Inlet temperature [K] 275 283 280
Inlet pressure [bar] 3.5 1.0 4.0
Saturation temperature at
inlet pressure [K]

278 373 282

Mass flow rate [g s-1] 5.0 20.0 2.0
Mass flux [kg m-2 s-1] 250 400 100

Hot stream Working fluid Water R134a Propane
Inlet temperature [K] 303 303 293
Inlet pressure [bar] 1.0 6.7 7.0
Saturation temperature at
inlet pressure [K]

373 298 286.5

Mass flow rate [g s-1] 20.0 5.0 1.1
Mass flux [kg m-2 s-1] 400 250 16

Geometry Inner diameter [mm] 5.0 5.0 5.0
Outer diameter [mm] 10.0 10.0 10.0
Wall thickness [mm] 0.5 0.5 0.5
Stream in inner tube Cold Hot Cold
Flow direction Horizontal Horizontal Vertical

Table 5.1: Input parameters for the three numerical examples
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Figure 5.1: Simulation results for the water-cooling evaporator

The main effect of pressure drop is given by the changes in saturation tem-
perature. This results in a temperature glide during the phase-change region of
Fig. 5.1(a) of over 3K, lowering the cold-stream temperature even below its in-
let value. As a consequence, the local temperature difference is larger than in a
zero-pressure-drop scenario, and thus the heat transfer performance is increased.
Then, the same target efficiency of ε = 0.99 can be obtained with a smaller HE:
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Fig. 5.1(b) indicates that DPM predict a tube length 15% larger than SEM.
The same trend is observed in Fig. 5.1(b) over the entire range 0.5 ≤ ε ≤ 0.99:

the tube length predicted by SEM is always lower than the other models. The DPM
curve follows the predictions of SEM quite closely. The differences become larger
for ε > 0.9, which corresponds to the full evaporation of the refrigerant. Further
heat transfer occurs in the single-phase gas region, characterized by a reduction
in the temperature difference, and a larger area (tube length) is required. Then, a
sharp increase in the slope of both curves is noticed in Fig. 5.1(b). Nevertheless,
the use of DPM is conservative, since it predicts a larger length, and the differences
are limited up to 15%. Then no significant error is introduced by the use of DPM.

Although the use of LPM is also conservative, it should not be used for this
case, since the differences are very large, predicting more than twice the required
length than SEM, specially for high values of ε. In addition, the predictions of
LPM are given by a smooth curve, not accounting for the sharp increase for ε > 0.9.
This smooth curve is obtained from the basic solution of the ε−NTU method for
evaporators and condensers, as in Eq. (5.9).

NTU = ln

(
1

1− ε

)
−→ LLPM =

Cmin

πDinU
NTU =

Cmin

πDinU
ln

(
1

1− ε

)
(5.9)

According to Eq. (5.9), the required length LLPM is inversely proportional to
the overall heat transfer coefficient. Observing Fig. 5.1(b), if the required length
is overpredicted, this can be a consequence of an underprediction of U . The large
variations of two-phase HTC, studied in Section 3.3.3, indicate that it cannot be
represented accurately by an average value as proposed by LPMs.

5.3.2 Water–cooled condenser

In a condenser the hot fluid enters as a gas and exits as a liquid. During the
phase-change region, the temperature is kept at its saturation temperature, which
depends on the local pressure. As in the previous case, a temperature glide of over
3K is observed in the temperature profile, given by Fig. 5.2(a)1. This effect reduces
the local temperature difference and consequently the heat transfer performance.
Then, a larger tube length is required to obtained the same target efficiency, as
indicated by Fig. 5.2(b).

The opposite behavior as the previous case is observed in Fig. 5.2(b). For any
given value of ε, the DPM predicts a lower length than SEM and, for the extreme
highlighted case of ε = 0.99, the relative difference between models is 18%. For
lower efficiencies, the differences are smaller. Nevertheless, the use of DPM is not
conservative and will lead to the undersizing of the HE. In other words, the desired
performance will not be achieved. This effect is further studied in Section 5.4, and

1In this figure, as in the previous profile, the cold stream flows from left to right and the hot
stream from right to left.
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Figure 5.2: Simulation results for the water-cooled condenser

leads to the conclusion that the consequences of pressure drop on heat transfer
should not be neglected.

The use of lumped-parameters models is once again not recommended. Al-
though they are conservative, the overpredictions of required length are too large,
over double those by SEM.

5.3.3 Mixed boiler-condenser

The results presented in Sections 5.3.1 and 5.3.2 motivate the analysis of a mixed
boiler-condenser system. These type of system are found in LNG and other liq-
uefaction processes where boiling refrigerants, which provide large heat transfer
rates, are used to condensate other streams.

In this case, both streams experience a change of phase and their saturation
temperatures are affected by pressure drop. Then, the prediction of the overall
effect on the heat exchanger performance is not straightforward. The vertical
flow configuration is particularly interesting, since gravitational effects produce
a pressure increase for a stream flow downwards, and a decrease if it is flowing
upwards. Then, in a counter-current flow arrangement one saturation temperature
rises and the other one is lowered.

Then, if the cold stream flows downward and the cold upward, the temperature
curves get closer to each other and the heat transfer performance is reduced. This
is reflected in Fig. 5.3(a), indicating that a larger length is required to fit any
given performance in the range ε > 0.5, compared to the prediction of DPM,
which neglects the effects of pressure drop. In the extreme case of ε = 0.99, there
is a difference of 11.5%. As a consequence, the use of DPM leads to an undersizing
of the HE, further studied in Section 5.4.

The opposite behavior is noticed in Fig. 5.3(b), which presents results for the
case with the cold stream flowing upward, and the hot stream downwards. In
this case, the heat transfer performance is increased and a smaller tube length is
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Figure 5.3: Simulation results for the mixed boiler-condenser. Required length for
a given performance.

required. For the extreme case of ε = 0.99, the SEM predicts an 8% smaller length.
This difference is not large, and the use of DPM results then in a conservative
assumption for this case.

Both LPM and DPM do not account for effects of pressure drop and there-
fore give exactly the same results for both configurations. The LPM, considering
an average heat transfer coefficient, give misleading results that exceed those of
distributed models by more than 400%, and therefore is not recommended. The
DPM, which considers the variations of fluid properties and heat transfer coeffi-
cients, gives more accurate results, within ±10% of SEM. Although this difference
is not large, in the case of the hot stream flowing downward, it results in undersiz-
ing. Then, this small difference becomes important because the design performance
is not achieved.

The analysis using stream-evolution models allows to identify which configu-
ration gives better performance. A smaller tube length is required with the cold
stream flowing upward for any given performance, and the difference is 1 meter,
that is roughly 20% for ε = 0.99. This increase in performance is achieved by
making good use of the available pressure drop. In single-phase applications, this
statement is usually understood in terms of larger velocities, which result in larger
heat transfer coefficients. In two-phase flow scenarios, as this example shows, it
should be understood in terms of changes in the saturation temperature.

5.4 Consequences of undersizing

The numerical examples presented in Section 5.3 indicate that neglecting the ef-
fects of pressure drop on heat transfer performance leads to an erroneous sizing
of the HE. The LPM introduces large errors due to the assumption of constant
properties, in particular a uniform heat transfer coefficient. Since this method
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presents differences over 100% in predicted tube length with those of SEM, its use
is not recommended and therefore is not analysed in this section.

The results from DPM follow the same trend and are similar to those of stream-
evolution models, which consider the effects of pressure drop. The differences
between models in terms of predicted tube length are limited to maximum of
20%. In some cases, such as the evaporator studied in Section 5.3.1, the DPM
overpredicts the tube length. Then its use, neglecting the consequences of pressure
drop, is a conservative assumption and the design efficiency is nontheless achieved.
However, in other cases, such as the condenser studied in Section 5.3.2, the DPM
underestimates the size of the HE, and the desired performance is not obtained.

The consequences of undersizing on heat exchanger performance for the con-
denser example are summarized in Table 5.2 for selected values of the design
efficiency. These values can also be extracted from Fig. 5.2(b). The use of DPM
results in a reduction of efficiency of only a few percent. These differences, although
small in absolute terms, can result important for high-effectiveness applications,
since it has been shown in Chapter 2 that a small degree of underperformance may
have a large effect on the overall system behavior, negatively affecting the power
consumption or liquefaction rate.

For this reason, these results are better understood in terms of the HE inef-
fectiveness 1 − ε. The percentual variations in this ineffectiveness are included
in the last column of Table 5.2. These results indicate that the consequences of
undersizing, in terms of ineffectiveness, are more relevant for high-effectiveness
applications, leading to more than triple the design value of 1− ε.

Design efficiency LSEM [m] LDPM [m] εDPM

1− εDPM

1− ε
− 1

ε = 0.5 1.311 1.251 0.4835 3.30 %
ε = 0.6 1.728 1.621 0.5765 5.88 %
ε = 0.7 2.266 2.078 0.6682 10.60 %
ε = 0.8 3.008 2.670 0.7589 20.55 %
ε = 0.9 4.185 3.547 0.8529 47.10 %
ε = 0.95 5.244 4.336 0.9091 81.80 %
ε = 0.99 7.100 5.820 0.9673 227.00 %

Table 5.2: Effects of undersizing for selected design efficiencies. Results for the
condenser example presented in Section 5.3.2.

A similar analysis for the mixed boiler-condenser system with the cold stream
flowing downwards and the hot stream downwards, is presented in Table 5.3, which
corresponds to the plots in Fig. 5.3(a). In this case the consequences on the HE
performance are larger, with absolute variations larger than Δε = 0.1, which means
that the total heat transferred is reduced in more than 10% of Qmax.

The reason why the changes in performance are larger in this case than in the
condenser example, is because the sizing curve L(ε) in Fig. 5.3(a) has a lower slope
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Design efficiency LSEM [m] LDPM [m] εDPM

1− εDPM

1− ε
− 1

ε = 0.5 2.238 2.051 0.4565 8.7 %
ε = 0.6 2.531 2.302 0.5520 19.5 %
ε = 0.7 2.807 2.543 0.6037 32.1 %
ε = 0.8 3.074 2.779 0.6908 54.6 %
ε = 0.9 3.353 3.014 0.7754 124.6 %
ε = 0.95 3.629 3.270 0.8640 172.0 %
ε = 0.99 5.710 5.120 0.9862 38.0 %

Table 5.3: Effects of undersizing for selected design efficiencies. Results for the
mixed boiler-condenser example with cold stream flowing downward and hot up-
ward presented in Section 5.3.3.

than in Fig. 5.2(b), except for very large effectiveness ε > 0.95. This behavior is
given by the larger overall heat transfer coefficient, since both streams are going
through two-phase flow, which gives larger local HTC than single-phase flow, as
indicated in Section 3.3.3. For ε > 0.9, the cold stream is full evaporated and
some part of the heat is transferred in the single-phase region, thus resulting in
the continuous reduction of the temperature difference and a larger slope in the
curve L(ε).

Then in the range ε ≤ 0.9, small variations in the predicted length (that is, the
vertical axis), represent a larger effect on the effectiveness (horizontal axis). The
increases in the HE ineffectiveness 1 − ε exceed 100%. For large efficiencies, the
situation is reverted, and the consequences of undersizing are smaller, resulting in
a 38% increase in ineffectiveness for the extreme case of ε = 0.99.

In short, the use of a DPM, neglecting the effects of pressure drop, results in
an undersized HE for these two examples. In both cases, this means that for any
given design effectiveness, it is not achieved and the reduction in performance is
better understood in terms of the HE ineffectiveness.

5.5 Flow arrangement

For single-phase flow applications it is rather well established that the counter-
current flow arrangements gives the best heat transfer performance. In fact, an
infinitely large counter-current HE would have an effectiveness of 100% (ε = 1.0),
which means that the maximum possible heat is transferred from the hot stream
to the cold one, and this condition cannot be achieved with any other arrangement
(Incropera and DeWitt, 1996).

For two-phase flow problems, the flow arrangement is considered irrelevant by
energy-balance models, since the heat capacity flow rates are infinitely large and
the fluid temperature is assumed to be constant at its saturation value. However,
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5.5. Flow arrangement

pressure drop affects the saturation temperature as indicated in the temperature
profiles presented in Figs. 5.1(a) and 5.2(a). In the particular case of the evapo-
rator, it is noticed that the cold fluid temperature is decreasing during the phase-
change region, while its enthalpy is increasing. This situation could be interpreted
as a negative heat capacity, although the changes in temperature are not directly
related to those in enthalpy, but to the pressure variations.

The HE models based on energy-balances only, described in Sections 2.4.1
and 2.4.2, implicitly consider a positive heat capacity. The inclusion of a negative
cp would alter their conclusions. In fact, the temperature profiles in Fig. 5.1(a),
which correspond to a counter-current flow arrangement, are rather similar in the
phase-change region z < 2m to those expected from a co-current configuration
flowing from right to left.

These considerations motivate the comparative analysis of co- and counter-
current evaporators. Figure 5.4(a) presents temperature profiles for a 1.8 m long
evaporator with the input parameters described in Table 5.1. In the co-current
arrangement (solid lines), the temperature difference is initially large providing
large heat transfer rates and a rapid increase in the vapor content. This leads to
a larger pressure drop and the consequent reduction of saturation temperature,
even below its inlet value, which occurs earlier for co-current (at roughly 1.5 m
from the inlet) than in counter-current (1.8 m) flow arrangement. The larger
temperature difference gives a higher heat transfer performance which is reflected
in the effectiveness, which is increased in a 2.4% from ε = 0.885 to ε = 0.909.
In terms of the HE ineffectiveness 1 − ε, this means a 26.4% difference. This
results indicates that, for this particuar case, the co-current flow arrangement is
preferable.
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Figure 5.4: Simulation results for the evaporator example in co- and counter-
current flow arrangements

Following the same procedure as in Section 5.3, the sizing prediction for a
given performance in the range ε ≥ 0.5 are presented in Fig. 5.4(b). The results
for counter-current flow (dashed line) correspond to those presented earlier in
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Fig. 5.1(b). Over a wide of ε, the co-current flow arrangement requires a smaller
tube length. In addition the curve L(ε) for co-current flow has a lower slope which,
as discussed in Section 5.4, is related to a higher HTC, given by the rapid increase
in vapor content.

The situation is reversed in the high-effectiveness region, and a higher per-
formance is obtained using a counter-current flow arrangement. This can be ex-
plained by the fact that, after full evaporation of the cold fluid (which occurs
roughly for ε = 0.9), the problem becomes one of purely single-phase HE. Then,
this well-known result is recovered and the slope of L(ε) in Fig. 5.4(b) is higher for
co-current flow, and the curves intersect at ε = 0.934. Finally, it should be noticed
that, while an infinitely large counter-current HE would achieve 100% effectiveness,
this is not possible in co-current flow which is limited by an asymptotic value of
ε = 0.955. Therefore, if higher efficiency equipment is required, a counter-current
flow arrangement is necessary.

Table 5.4 summarizes the results from Fig. 5.4(b). For selected values of the de-
sign efficiency ε the predicted length for counter-current arrangement is presented.
In addition, the performance of a co-current HE with the same size is included in
the third column. These results are analyzed in terms of variations of ε and the
ineffectiveness 1− ε.

Design efficiency Lcf [m] εpf εpf − ε
1− εpf

1− ε
− 1

ε = 0.5 1.023 0.5346 0.0346 -6.92 %
ε = 0.6 1.208 0.6561 0.0561 -14.03 %
ε = 0.7 1.399 0.7768 0.0768 -25.60 %
ε = 0.8 1.608 0.8883 0.0883 -44.15 %
ε = 0.9 1.892 0.9166 0.0166 -16.60 %
ε = 0.95 2.329 0.9412 -0.0088 17.60 %
ε = 0.99 3.060 0.9514 -0.0386 386.00 %

Table 5.4: Comparison of results for the evaporator example in co- and counter-
current flow arrangements. The subindices cf and pf stand for counterflow and
parallel flow (co-current).

The same conclusions can be obtained from Table 5.4: the co-current flow
arrangement gives a better performance, except for high-effectiveness conditions
in which case it should be avoided. The increase in performance can be quite large,
reducing the ineffectiveness in more than 40%.

5.6 Summary

Changes in pressure affect the fluid physical properties. The main effect for evapo-
rators and condensers is given by the variations in saturation temperature. Then,
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the local temperature difference between hot and cold streams is affected, with
some consequences on the overall heat exchanger performance.

Three numerical examples are considered in this chapter: an evaporator, a con-
denser and a mixed boiler-condenser system, described in Section 5.3. Simulation
results are presented for lumped- and distributed-parameters models (LPM and
DPM), which are based on integrated energy balances, and a stream-evolution
model (SEM) that includes a coupled momentum balance equation. The frictional
contribution to pressure drop is represented with empirical correlations using the
concept of a two-phase multiplier, while acceleration and gravitational effects are
modeled in terms of an homogeneous mixture density. The LPM is presented for
comparative purposes only, and it should be reminded that its assumptions (con-
stant fluid properties and heat transfer coefficient) are not fulfilled for two-phase
flow problems.

In the case of an evaporator, where the cold stream is the one experiencing a
phase-change, pressure-drop effects tend to increase the local temperature differ-
ence, thus resulting in a higher performance. From a sizing perspective, this leads
to a roughly 10 to 15% difference in the required size to fit a given HE performance.
Nevertheless, in this case the use of a DPM, ignoring the variations is pressure, is
conservative.

An opposite behavior is noticed for the condenser example. In this case, the
hot stream is going through a two-phase flow region, and then the variations in its
saturation temperature result in a reduction of the local temperature difference.
As a consequence, the overall performance is reduced, and from the sizing point of
view, this means that a larger tube length is required to fit the specified efficiency.
Then, the use of DPM is not recommended, since it would lead to an undersizing
of the heat exchanger.

The consequence of undersizing using a DPM is a reduction of the HE effec-
tiveness only a few percent below its design value. However, it should be reminded
that for low-temperature systems, a small variation of ε might have a large impact
in the overall system performance, thus affecting global variables such as liquefac-
tion rate or power consumption. For this reason, the results are better understood
in terms of the HE ineffectiveness 1− ε. From this perspective, the ineffectiveness
can be more than tripled for the extreme case of ε = 0.99.

Finally, the characteristics of different flow arrangements are analyzed for the
evaporator example. This study was motivated by the temperature profiles pre-
sented in Fig. 5.1(a) which, although they correspond to a counter-current ar-
rangement, are similar to those that can be expected from a co-current system.
Comparing both configurations, it is noticed that the co-current arrangement gives
a better performance (or, from a sizing perspective, requires a smaller equipment
for the same performance) over a wide range of design efficiency. This situation is
explained by the large initial temperature difference which leads to a rapid gen-
eration of vapor. As a consequence, the pressure drop is increased, with positive
feedback on the heat transfer performance. The situation is reversed for high-
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effectiveness applications, since the co-current flow arrangement is limited by an
asymptotic value of ε = 0.955. For higher performance, a counter-current config-
uration is required.

The results from the analysis in this chapter indicate that the inclusion of pres-
sure drop effects is essential for a macroscopic description of two-phase flow heat
exchangers. In the general multiscale framework of this thesis, where the relevant
parameters for the larger scales are obtained from microscopic descriptions, this
leads to the motivation of an accurate prediction of pressure drop from the analysis
of physical effects occurring at lower scales.
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Chapter 6

Perturbative methods for
optimization and sensitivity
analysis

� The main purpose of this chapter is to investigate the applicability of per-
turbation theory for studying the sensitivity of the heat exchanger performance
to the different operating and geometrical parameters at the design stage. As this
method is not extensively used in process engineering, a thorough introduction is
given, including an example with analytical solution (single-phase heat exchanger).
The main advantage of perturbative formulations is that they provide the deriva-
tive of an integral response respect to all the working parameters with only one
additional simulation.

This formulation is also applied in this chapter to the analysis of an evaporator.
Although in this case, the mathematical description becomes more sophisticated,
the complexity of the final system of differential equations to be solved is compa-
rable to that of the original physical model. This example is studied in terms of
four responses: heat duty, individual pressure drop for each stream and pumping
power. For each response, the sensitivity coefficients respect to all parameters
(ten in total) are obtained with one additional simulation. This method can be
implemented in an optimization algorithm, and two examples are presented.

From a macroscopic perspective and in a process-level formulation, the heat
exchanger and any other equipment can be considered as black boxes. In other
words, continuum descriptions such as temperature and pressure profiles may be
irrelevant and the attention is focused on integral responses. As described in
Section 3.4, the most relevant responses are the changes in the pressure and energy
of the streams.

In this framework, the optimization and sensitivity analysis represents a fun-
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damental stage of design. It consists on studying the effects of different design
parameters on selected integral responses. Then the relevant parameters can be
identified and design margins and fabrication tolerances can be established.

The traditional formulation for this problem is based on the construction of
response surfaces. A set of individually representative values is selected for each
parameter and every relevant combination of them is studied. For each of these
combinations, the required evolution of a certain objective function is obtained
from experiments or simulations. This approach gives a detailed description and
allows a straightforward identification of the optimum design. However, this for-
mulation is only applicable in practice to very simple problems, since the required
number of simulations grows exponentially with the number of parameters. For
example, considering ten individual values for each parameter, a total of 106 (one
million) simulations are required in the case of six parameters and 109 (one billion,
that is one thousand millions) in the case of nine.

An interesting alternative to the direct calculation is the methodology of sen-
sitivity and uncertainty analysis. The term sensitivity usually concerns the deter-
mination of optimal conditions in the design process, while uncertainty refers to
the measurement errors of parameters which are experimentally obtained. Both
techniques consist on estimating the variations of the integral response as a conse-
quence of perturbations in the parameters. In general, these consequences cannot
be easily predicted and may in some cases defy intuition for large and complex
systems (Cacuci, 2010).

Perturbative methods, further described in Section 6.1 make use of a known
solution at a given working point, and the local sensitivity to all parameters can be
obtained with only one extra simulation. Sections 6.2 and 6.3 cover their applica-
tion to two examples: a single-phase and a two-phase heat exchanger, respectively.
Finally, the implementation of this technique into an optimization algorithm is dis-
cussed in Section 6.4. A summary of this chapter is presented in Section 6.5.

6.1 Perturbative methods

These techniques were initially developed for the analysis of nuclear reactors and
have been widely applied in the field of nuclear engineering (de Andrade Lima
et al., 1998, and references therein). The list of applications has extended to
include the analysis of atmospheric flows (Gabriel et al., 1998; Giménez et al.,
2003; Ustinov, 2001) and dynamical systems (Baker et al., 2006; Marchuk et al.,
2005). In the field of fluid flow and heat transfer, perturbative methods have
been used for research on heat conduction (Pupko, 1966), water hammer (Balio
et al., 2001) and other thermalhydraulic phenomena (de Andrade Lima et al., 1993;
Oblow, 1978) in single-phase flow, as well as adiabatic air-water flows (Castrillo,
2004).

Three different formulations have been proposed for the development of pertur-
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bative methods, although all of them result in the exact same expressions (Gandini,
2001). While differential and variational descriptions are focused on the mathe-
matical perspective, the heuristic generalized perturbation theory (Gandini, 1967;
1987) is more physically oriented and is presented in this section.

6.1.1 The basic idea

The generalized perturbation theory (GPT) is based upon the conservation and
balance equation for an importance function, defined in Lewins (1965). The phy-
sical significance of this importance function is the contribution of a local pertur-
bation to the integral response of interest. For example, in the analysis of in-tube
flow and observing the response in terms of overall pressure drop, the importance
function would be higher in the regions where the velocity gradients are larger.

The basic procedure for sensitivity analysis by means of GPT consists on three
consecutive steps as follows.

1. Solve the original problem at a given working point, obtaining a continuum
description for all the variables.

2. Select an integral response of interest. It is usually not simple to define a
unique figure of merit to establish the meaning of an optimum design. For
this reason many problems result in a multiobjective optimization process.
Nevertheless, perturbative methods are based on individual responses which
can later be combined. Once the response is selected, the next step is the
solution of the importance problem, which is closely related to the original
one, and a continuum description for the importance function is obtained.

3. Finally, sensitivity coefficients for all the parameters can be computed from
both solutions obtained in steps 1 and 2.

The main advantage of this technique is that relevant information for all the
parameters can be obtained with only one additional simulation, given by the im-
portance problem. On the negative side, the information provided by this method
is strictly local around the operating point. The differences between GPT and the
traditional formulation are summarized in Table 6.1.

6.1.2 Mathematical formulation of the GPT

Consider a generic problem as presented earlier in Section 4.1, as follows.

Lu(r) = f(r) for r ∈ Ω (4.1)

In general, both the problem operator L and the known source term f depend
on a set of np parameters {pj}np

j=1 which can be expressed in vector form as p.
For reasons of compactness, the problem given Eq. (4.1) is condensed in terms of
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Traditional approach Perturbative methods
with GPT

Basic mechanism Construction of a
response surface

Sensitivity coefficients

Obtained result Local value of the
response at the selected
operating conditions

Local value and gradient
of the response at the
operating conditions

Number of simulations With one additional
simulation for each
parameter, an
approximate gradient can
be obtained

The exact gradient is
obtained with only 2
simulations

Applicability In practice, only for small
problems with few
parameters

Only for linear problems
(or linearized in an
iterative scheme), due to
the complex algebra

Table 6.1: Comparison of traditional and GPT formulations for sensitivity analysis

the governing system of equations m as defined in Eq. (6.1), which includes the
boundary conditions by making proper use of delta functions.

m(u(r),p) ≡ Lu(r,p)− f(r,p) = 0 for r ∈ Ω (6.1)

The GPT is focused on integral responses Q which can be expressed in terms
of the inner product 〈, 〉V(Ω) of the solution u(r) and a weighting function W(r,p)
as in Eq. (6.2). In this context, the information about the response is summarized
in the weighting function W(r,p).

Q = 〈u(r),W(r,p)〉V(Ω) (6.2)

The definition given in Eq. (6.2) is very general and thus allows to consider
several types of responses. For example, considering the inner product related to
the L∞ norm, the maximum value of u(r) in the domain Ω can be evaluated. Such
analysis is interesting for the study of safety transients, for example observing
the maximum temperature achieved in a given material. However, this analysis
exceeds the scope of this chapter. Therefore, and only the canonic inner product
is considered, represented simply by the integral of the product, as in Eq. (6.3),
where wt

1 is the transpose of w1.

〈w1,w2〉V(Ω) =

∫
Ω

wt
1w2dΩ ∀ w1,w2 ∈ V(Ω) (6.3)

Following this definition of the inner product, two simple examples of integral
responses are presented in Eq. (6.4). With a uniform weighting function, the mean
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value can be evaluated as in Eq. (6.4a). Using localized weighting functions the
local value at a given point can be considered as in Eq. (6.4b).

Q = Mean value =

∫
Ω
u(r)dΩ

Volume of Ω
−→W(r,p) =

1

Volume of Ω
(6.4a)

Q = u(r0) =

∫
Ω

u(r)δ(r− r0)dΩ −→W(r,p) = δ(r− r0) (6.4b)

The sensitivity analysis consists on studying the variations in the response Q
as a consequence of perturbations in the parameter pj. Then, individual sensitivity
coefficients sj are defined as in Eq. (6.5).

sj =
∂Q
∂pj

=

〈
∂u

∂pj
(r)︸ ︷︷ ︸

unknown

,W(r,p)︸ ︷︷ ︸
known

〉
V(Ω)

+

〈
u(r)︸︷︷︸
known

,
∂W

∂pj
(r,p)︸ ︷︷ ︸

known

〉
V(Ω)

(6.5)

Once the original system of equations m was solved for u(r), all the terms
in Eq. (6.5) are known, except for ∂u

∂pj
(r). In general, the problem m is solved

numerically and an analytical expression for u(r) may be unavailable and therefore
this derivative cannot be obtained directly.

A governing equation for this unknown term can be obtained from a variational
analysis. The effect of a perturbation δpj on the parameter in the original system
m(r,p) is expressed as in Eq. (6.6). This equation represents the total derivative
respect of pj following the chain rule.

∂m

∂pj
= H ∂u

∂pj
+
∂m

∂pj
= 0 (6.6)

The Jacobian matrix H includes the Fréchet derivative (Stickel, 1987) of each
equation in m respect to each variable u(r)1. Then, for a system of N equations
with the same number of variables it results in Eq. (6.7).

Hi,j =
∂̄mi

∂̄uj
∀ i, j = 1, . . . , N −→ H =

⎡
⎢⎢⎢⎢⎢⎣

∂̄m1

∂̄u1
. . .

∂̄m1

∂̄uN
...

. . .
...

∂̄mN

∂̄u1
. . .

∂̄mN

∂̄uN

⎤
⎥⎥⎥⎥⎥⎦ (6.7)

1The traditional calculus derivative ∂f/∂x represents the variation in a function f produced
by changes in the variable x, and the result is a new function. In simple terms, the Fréchet
derivatives ∂̄f/∂̄g are an extension of this concept in the case where f results from the application
of a transformation onto g. Therefore, they account for the variations in a function f given by
a perturbation in another function g, and the result is a linear or non-linear operator.
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Equation (6.6) can be solved individually for each parameter pj. Then, in-
troducing the solution in Eq. (6.5), individual sensitivity coefficients would be
obtained. This approach implies the solution of np systems of partial differential
equations.

The GPT, making use of the importance function allows the computation of
sensitivity coefficients for all the np parameters with only one extra simulation.
This formulation was first developed for the analysis of neutron and other par-
ticles density distribution. In this context, the importance is understood as the
contribution to the integral response, of individual particles inserted in the position
r, hence the name importance. In general terms, the influence of an external source
s(r) on the response the response is obtained by weighting it with the importance
function u∗, that is 〈u∗, s〉.

It can be observed in Eq. (6.6) that the source term for the field
∂u

∂pj
is s = −∂m

∂pj
.

Then, following the concept of importance described above, its contribution to the
integral response is given by:〈

∂u(r)

∂pj
,W(r,p)

〉
V(Ω)

≡
〈
u∗(r),−∂m(r,p)

∂pj

〉
V(Ω)

(6.8)

The main advantage of this description is that the dependence of the right-
hand-side on the different parameters is reduced to a known term, that is the
derivative of the system equations m respect to each parameter pj. Then, intro-
ducing Eq. (6.8) into Eq. (6.5), all sensitivity coefficients are described in terms of
only one unknown term, the importance function u∗(r), which is unique and not
dependent on the selected parameter.

At this point, the only remaining issue is to obtain a governing equation for
the importance function. Following the concept of conservation of importance (Us-
achev, 1964), u∗ satisfies Eq. (6.9), which is hitherto referred to as the importance
problem. It can be deduced from Eq. (6.9) that the importance function is directly
related to the selected integral response, characterized by the weighting function
W(r,p). In other words, the importance is defined respect to a given response.

H∗u∗ = W (6.9)

The importance operatorH∗ can be obtained directly fromH following some re-
version rules (Gandini, 1987). These rules only apply for linear operators and they
include transposing matrix elements, changing the sign of odd-order derivatives,
as well as transposing the order of operators and the location of delta functions.

Finally, once Eq. (6.9) is solved for u∗, the sensitivity coefficient for all param-
eters can be computed according to Eq. (6.10).

sj =
∂Q
∂pj

=

〈
u(r),

∂W

∂pj
(r,p)

〉
V(Ω)

−
〈
u∗(r),

∂m

∂pj
(r,p)

〉
V(Ω)

(6.10)
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The procedure described in this section is summarized in Fig. 6.1. It consists
of basically three steps: original problem, importance problem, and calculation of
sensitivity coefficients. It should be noted that a given parameter pj is not selected
until the final step, that is after all simulations were performed. Consequently, all
the sensitivity coefficients can be obtained with only one extra simulation, that is
the solution of the importance problem.

Original problem
1. Solve the system of equations m = 0 described in Eq. (6.1) obtain-

ing the problem variables u(r) for given operating conditions.

2. Compute the operators H from Eq. (6.7) and H∗ applying rever-
sion rules.

Importance problem

3. Select an integral response of the form Q = 〈u,W〉V(Ω).

4. Solve the importance problem in Eq. (6.9), obtaining the impor-
tance function u∗(r).

Compute sensitivity coefficients

5. Select a problem parameter pj.

6. Compute sensitivity coefficient sj using Eq. (6.10).

Figure 6.1: Sequential steps in the calculation of sensitivity coefficients using GPT

6.2 Simple case with analytical solution

In order to clarify the mathematical description from Section 6.1.2 a simple exam-
ple with analytical solution and only one parameter is provided in this section.

Consider a balanced counter-current single-phase heat exchanger as described
in Section 4.2. This problem is governed by the energy balance given by Eq. (6.11)
for both cold and hot streams, where θ indicates non-dimensional temperatures.
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∂θcold
∂z

+NTU (θcold − θhot) = 0 (6.11a)

−∂θhot
∂z

+NTU (θhot − θcold) = 0 (6.11b)

The inlet boundary conditions for Eqs. (6.11a) and (6.11b) are θcold(z = 0) = 0
and θhot(z = 1) = 1, respectively. Following the scheme described in Fig. 6.1, the
application of GPT to a particular problem consists of basically three steps, which
are described in the following subsections.

6.2.1 Original problem

The GPT formulation implies the inclusion of the boundary terms into the govern-
ing equations by making proper use of delta functions. In this case, this scenario
is represented by Eq. (6.12).

mcold =
∂θcold
∂z

+NTU (θcold − θhot) + θcold(z)δ(x) = 0 (6.12a)

mhot = −∂θhot
∂z

+NTU (θhot − θcold) + [θhot(z)− 1] δ(x− 1) = 0 (6.12b)

The generic mathematical formulation in Eq. (6.1) corresponds in this case to
the operators listed in Eq. (6.13). This is a very simple case and the only parameter
in this problem is the number of transfer units, that is NTU.

.

u =

[
θcold
θhot

]
,m =

[
mcold

mhot

]
(6.13a)

r = z ∈ Ω = [0, 1] ,p = NTU (6.13b)

The solutions of the direct problem were listed in Table 4.2, and for this par-
ticular counter-current balanced case result as in Eq. (6.14).

θcold(z) = z
NTU

NTU + 1
(6.14a)

θhot(z) = z
NTU

NTU + 1
+

1

NTU + 1
(6.14b)

The next step is the computation of the Jacobian matrix H, which includes
the Fréchet derivatives of the problem operator m respect to the variables u. In
simple cases such as Eq. (6.12), it can be computed directly in a similar way as
traditional calculus derivatives, resulting in Eq. (6.15).
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H =
∂̄m

∂̄u
=

⎡
⎢⎣

∂

∂z
+ δ(x) +NTU −NTU

−NTU − ∂

∂z
+ δ(x− 1) +NTU

⎤
⎥⎦ (6.15)

An associate importance operator H∗ is obtained from H, applying some rever-
sion rules. These rules include changing the sign of odd-order derivatives, trans-
posing matrix elements and altering the location of delta functions from one border
to the other and result in the expression in Eq. (6.16).

H∗ =

⎡
⎢⎣ −

∂

∂z
+ δ(x− 1) +NTU −NTU

−NTU ∂

∂z
+ δ(x) +NTU

⎤
⎥⎦ (6.16)

6.2.2 Importance problem

As discussed in Section 6.1.2, several integral responses Q can be defined for a
given problem. In this particular case, the most interesting result is the total heat
transfer Q or, in dimensionless terms, the HE effectiveness ε. Recalling Eq. (6.2),
and defining the response in terms of a weighting function W(r,p), the expression
in Eq. (6.17) for ε is obtained.

Q = ε =

∫ z=1

z=0

NTU [θhot − θcold] dz −→W(r,p) =

[ −NTU
NTU

]
(6.17)

The importance problem given by Eq. (6.9) is specific for each response, since
the weighting functionW(r,p) represents the source term. Then, after establishing
this response as the HE effectiveness, the governing equations for the importance
function u∗ are indicated in Eq. (6.18).

−∂θ
∗
cold

∂z
+NTU (θ∗cold − θ∗hot) = −NTU (6.18a)

∂θ∗hot
∂z

+NTU (θ∗hot − θ∗cold) = NTU (6.18b)

The boundary conditions for Eqs. (6.18a) and (6.18b) are derived from the
delta functions in the operator H∗, see Eq. (6.16). Then in this case they are
θ∗cold(z = 1) = 0 and θ∗hot(z = 0) = 0, respectively. It is important to notice
that these boundary conditions are usually homogeneous and located in opposite
border than the original ones.
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An important characteristic of the importance problem is that it is always as
well-posed as the original one. Then, this problem also has an analytical solution
for the cold and hot importances as given by Eq. (6.19).

θ∗cold(z) =
NTU

NTU + 1
(z − 1) (6.19a)

θ∗hot(z) =
NTU

NTU + 1
z (6.19b)

Three observations can be made from Eqs. (6.19a) and (6.19b):

• The importance of the cold temperature is always negative for any given
position with an homogeneous boundary condition, that is θ∗cold ≤ 0. This
means that a positive perturbation in the local cold temperature has always
a negative effect in the response. In physical terms, the local temperature
difference is reduced, thus lowering the HE effectiveness ε.

• Similarly, the importance of the hot temperature is always positive, in other
terms θ∗hot ≥ 0 and this is explained for the same reasons.

• The net importance θ∗hot − θ∗cold is constant for any value of z. This occurs
because the local temperature difference θhot − θcold, and consequently the
local heat flux, are also uniform.

6.2.3 Sensitivity coefficient

At this point, the two relevant systems of differential equations (direct and impor-
tance problems) are already solved. Then, the sensitivity coefficient respect of any
parameter (in this particular case there is only one) can be computed according
to Eq. (6.10) on the basis of the results obtained in Sections 6.2.1 and 6.2.2.

sj =
∂Q
∂pj

=

〈
u(r),

∂W

∂pj
(r,p)

〉
V(Ω)

−
〈
u∗(r),

∂m

∂pj
(r,p)

〉
V(Ω)

(6.10)

Replacing u(r) from Eq. (6.14), W(r,p) from Eq. (6.17), and u∗ from Eq. (6.19)
into Eq. (6.10) the following expression for the sensitivity coefficient is obtained.

∂ε

∂NTU

∣∣∣∣∣
GPT

=

〈[
θcold
θhot

]
,

[ −1
1

]〉
−
〈[

θ∗cold
θ∗hot

]
,

[
θcold − θhot
θhot − θcold

]〉

=

∫ z=1

z=0

[
1

NTU + 1

]
dz −

∫ z=1

z=0

[
NTU

(NTU + 1)2

]
dz

=
1

(NTU + 1)2
(6.20)
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The calculation of Eq. (6.20) includes the computation of two integrals of known
functions. This result can be compared to the analytical derivative of ε, defined
in by Eq. (6.17), respect to the parameter NTU , as in Eq. (6.21).

∂ε

∂NTU

∣∣∣∣∣
analytical

=
∂

∂NTU

{∫ z=1

z=0

NTU [θhot(z)− θcold(z)] dz

}

=
∂

∂NTU

[
NTU

NTU + 1

]

=
1

(NTU + 1)2
(6.21)

Comparing Eqs. (6.20) and (6.21), it is observed that the GPT method gives the
exact value of the sensitivity coefficient. On the one hand, Eq. (6.20) can always
be applied even when the solutions for u(r) and u∗(r) were obtained numerically
and are only known at discrete points. On the other hand, the direct analytical
computation as in Eq. (6.21) is usually not possible, since an analytical description
is generally not available. In this difference lays the main advantage of the GPT
formulation and perturbative methods in general.

6.3 A two-phase heat exchanger

The example presented in this section further increases the completeness of this
framework of sensitivity analysis accounting for two-phase flow. The physical
model is governed by momentum and energy balances for cold and hot streams,
as given by Eqs. (5.5) and (5.6). These expressions are rather general and some
assumptions are required in order to reduce the complexity of the importance
problem, which might otherwise in some cases become overwhelming.

1. The study case corresponds to an evaporator. Then, the cold stream enters
as a liquid, goes through a phase-change region and exits as a gas, while the
hot stream remains in single-phase flow.

2. A counter-current flow arrangement is considered, and tube-in-tube geometry
presented in Fig. 4.7 is selected, with the cold stream in the inner tube.

3. The flow orientation is horizontal and therefore, gravitational effects in the
momentum equation can be disregarded.

4. All single-phase physical properties are assumed to be constant, at their
saturated values for the cold stream, and at the inlet value for the hot stream.
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5. The energy balance for the boiling stream is represented in terms of the
specific enthalpy h. In the case of the hot stream, the evolution of the
temperature is studied, considering a constant specific heat capacity cp.

6. The local temperature of the cold stream depends on both the fluid enthalpy
and pressure. In the single-phase region, it is only dependent on the enthalpy,
and it is computed on the basis of an specific heat capacity. For two-phase
flow, the temperature is fixed at its saturation value, which depends on the
local pressure. Considering that the variations in pressure are relatively
small, the changes in the saturation temperature can be approximated using
the Clausius-Clapeyron relation (Çengel and Boles, 1994), as in Eq. (6.22).

Tsat(p) ≈ Tsat(pin) + (p− pin)
∂Tsat

∂p

∣∣∣∣∣
pin

≈ Tsat(pin) +
p− pin

pin

R̄

MW

T 2
sat(pin)

ΔhLG
(6.22)

The variablesMW , R̄ and ΔhLV are the molecular weight, specific universal
gas constant and specific heat of evaporation, respectively. Then, the local
temperature is given by a three-branches function as in Eq. (6.23).

Tcold =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Tcold,in +
hcold − hin

cp,cold,L
for hcold < hL

Tsat(p) as in Eq. (6.22) for hL ≤ hcold ≤ hV

Tsat(p) +
hcold − hV

cp,cold,V
for hcold > hV

(6.23)

7. An homogeneous mixture model is considered for the two-phase flow region.
Then, the cold fluid density ρcold is given by Eq. (6.24), where the mass
quality x can be computed (assuming thermal equilibrium) directly from the
enthalpy as x = (h− hL) /ΔhLV .

ρcold =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ρL for hcold < hL

ρh =

[
x

ρG
+

1− x

ρL

]−1
for hL ≤ hcold ≤ hV

ρG for hcold > hV

(6.24)

In addition, the two-phase multiplier takes into account the changes in den-
sity, and in this homogeneous description results in Φ2

L = ρL,cold/ρcold. As
in Section 5.2, the Haaland formula is selected for the single-phase friction
factor fL. Then, the shear stress for the cold stream results in:
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τcold,L = fcold,L
G2

cold

2ρL
→ τcold = τcold,LΦ

2
cold,L = fcold,L

G2
cold

2ρcold
(6.25)

8. For the selected geometry, the overall heat transfer coefficient U can be
computed according to Eq. (4.44). Since the boiling HTC is much larger
than in single-phase forced convection, the dominant heat transfer resistance
is located in the hot stream side. Then, for this special case, U can be
considered equal to ĥhot, that is the hot-side HTC. Furthermore, recalling
assumption number 4, the overall HTC is also constant.

With all these considerations a perturbative analysis for this problem is pre-
sented following the same structure as in the previous examples. Then, the di-
rect problem is analyzed in Section 6.3.1 for given operating conditions. In Sec-
tion 6.3.2, the importance problem is studied for different integral responses, and
the sensitivity coefficient for all the parameters are discussed in Section 6.3.3.

6.3.1 Direct problem

Considering all the assumptions described above, the governing equations are given
by the momentum and energy balances presented in Eqs. (6.26) to (6.29). For
their later analysis with GPT, the inlet boundary conditions were incorporated
with proper delta functions, and the equations were normalized to the derivative
term. In addition, the relative axial position z ∈ [0, 1] is considered, allowing to
account explicitly for the tube length L as an additional parameter. The cold fluid
enters in z = 0, and the hot stream in z = 1, flowing in opposite directions.

mp,cold =
∂pcold

∂z
+ 2

L

Dhcold

fcoldG
2
cold

ρcold(z)
+G2

cold

∂

∂z

(
1

ρcold

)

+ [pcold − pcold,in] δ(z) = 0 (6.26)

mp,hot =−
∂phot

∂z
+ 2

L

Dhhot

fhotG
2
hot

ρhot
+ [phot − phot,in] δ(z − 1) = 0 (6.27)

mh,cold =
∂hcold

∂z
+

4U

Gcold

L

Deqcold
[Tcold(z)− Thot(z)]

+ [hcold − hcold,in] δ(z) = 0 (6.28)

mT,hot =−
∂Thot

∂z
+

4U

Ghotcp,hot

L

Deqcold
[Thot(z)− Tcold(z)]

+ [Thot − Thot,in] δ(z − 1) = 0 (6.29)

The problem variables and equations are summarized in Eq. (6.30).
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u =

⎡
⎢⎢⎣
pcold
phot
hcold
Thot

⎤
⎥⎥⎦ ,m =

⎡
⎢⎢⎣

mp,cold

mp,hot

mh,cold

mT,hot

⎤
⎥⎥⎦ (6.30)

The study case corresponds to the evaporator example described earlier in
Section 5.3.1, and the selected values for the parameters were listed in Table 5.1.
These are as follows:

• Physical properties of the hot stream, such as ρhot, μhot and cp,hot. For a
given working fluid, they depend on the inlet temperature

• Saturated physical properties of the cold stream including ρcold,L, ρcold,V ,
μL,cold, cp,cold,L, cp,cold,V , ΔhLV , Tsat(pcold,in) and others that might be relevant
for computing the heat transfer coefficient. For a given fluid (R134a), with a
given molecular weight (in this case MW=0.102 kg mol-1), these properties
depend on the inlet pressure pcold,in.

• Both hydraulic and equivalent diameters (Dh and Deq, respectively) and
the cross-sectional areas are determined by three physical parameters: inner
tube diameter Di, tube wall thickness tw and outer tube diameter Do. In
addition, the tube length L=4 m has also been included explicitly in the
governing equations.

• The mass flow rate of each fluid is characterized by their mass flux. In this
case, they are Gcold=250 kg m-2 s-1 and Ghot=400 kg m-2 s-1.

• In strict terms, the overall heat transfer coefficient is a complex function of
all the parameters listed above. For simplicity, a constant value of U=1000
Wm-2K-1 is considered, and it is included as an individual parameter. This
value was obtained from a Dittus-Bolter correlation for the hot water, slightly
reduced by additional heat transfer resistance in the boiling stream.

Figure 6.2 presents the solution of the direct problem for the (a) momentum
and (b) energy equations.

As a consequence of having constant fluid properties, the pressure gradient
for the hot stream is constant, thus giving a linear pressure profile, with a total
pressure drop of Δphot = 0.164 bar. In the case of the hot stream, the homogeneous
density is reduced during the two-phase region, thus giving an increasingly larger
friction, and an acceleration component of pressure drop. Then, the pressure profile
is better represented by a quadratic function, until full evaporation is reached at
z > 0.90, and the pressure gradient is once again constant and rather large. The
overall pressure drop for the cold stream is Δpcold = 1.038 bar, that is roughly 30%
of the inlet value.
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Figure 6.2: Solution to the direct problem in an evaporator

The solutions for the energy equation are presented in Fig. 6.2(b) in terms of
both temperature and enthalpy profiles. The temperature glide during the two-
phase region is over 7.5 K and is a consequence of pressure drop and its effect on
the saturation temperature. The profiles for hcold(z) and Thot(z) indicate that the
heat flux during the two-phase region is exponential, as would be expected from a
co-current flow arrangement. Finally, the local heat flux (given by the gradient of
the specific enthalpy) is largely reduced after full evaporation, as a consequence of
the reduction in the temperature difference.

After the solution of the direct problem for the given operating conditions (that
is, the selected values for the parameters), the Jacobian matrix H = ∂̄m

∂̄u
can be

obtained as in Eq. (6.31). For reasons of compactness, some coefficients k1 to k8
are defined as in Eqs. (6.32a) to (6.32h).

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂

∂z
+ δ(z) 0 k1 + k2

∂

∂z
0

0 − ∂

∂z
+ δ(z − 1) 0 0

k3 0
∂

∂z
+ δ(z) + k4 k5

k6 0 k7 − ∂

∂z
+ δ(z − 1) + k8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.31)
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k1 = 2fcold
L

Deqcold
G2

cold

∂

∂hcold

(
1

ρcold

)
⇒ [k1] =

kg

m3
(6.32a)

k2 = G2
cold

∂

∂hcold

(
1

ρcold

)
⇒ [k2] =

kg

m3
(6.32b)

k3 = 4
L

Deqcold

U

Gcold

∂Tcold

∂pcold
⇒ [k3] =

m3

kg
(6.32c)

k4 = 4
L

Deqcold

U

Gcold

∂Tcold

∂hcold
⇒ [k4] = − (6.32d)

k5 = −4
L

Deqcold

U

Gcold

⇒ [k5] =
J

kg K
(6.32e)

k6 = −4
L

Deqhot

U

Ghotcp,hot

∂Tcold

∂pcold
⇒ [k6] =

K

Pa
(6.32f)

k7 = −4
L

Deqhot

U

Ghotcp,hot

∂Tcold

∂hcold
⇒ [k7] =

K

J/kg
(6.32g)

k8 = 4
L

Deqhot

U

Ghotcp,hot
⇒ [k8] = − (6.32h)

The relevant derivatives of the specific volume (1/ρ) and local temperature of
the cold stream, required for the calculation of some of these coefficients, can be
obtained following the assumptions listed in Section 6.3. Their analytical expres-
sions are listed in Table 6.2 for different ranges of the specific enthalpy, in other
words, for the liquid, two-phase and vapor regions.

Range
∂

∂hcold

(
1

ρcold

)
∂Tcold

∂hcold

∂Tcold

∂pcold

hcold < hL 0
1

cp,cold,L
0

hL ≤ hcold ≤ hV

(
1

ρV
− 1

ρL

)
1

ΔhLV
0

R̄

MW

Tsat(pcold,in)

pcold,inΔhLV

hcold > hV 0
1

cp,cold,V

R̄

MW

Tsat(pcold,in)

pcold,inΔhLV

Table 6.2: Partial derivatives of specific volume and local temperature for different
ranges of the specific enthalpy

Finally, applying reversion rules to the Jacobian matrix H, the importance
operatorH∗ is obtained as in Eq. (6.33). This operator is necessary for the solution
of the importance problem, as discussed in Section 6.3.2.
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H∗ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− ∂

∂z
+ δ(z − 1) 0 k3 k6

0
∂

∂z
+ δ(z) 0 0

k1 − k2
∂

∂z
0 − ∂

∂z
+ δ(z − 1) + k4 k7

0 0 k5
∂

∂z
+ δ(z) + k8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.33)

6.3.2 Importance problem

As described in Section 6.1.2 the importance problem is specific for each selected
integral response Q. Four responses are selected in this example: the total heat
duty Q, the pressure drop in each stream Δpcold and Δphot, and the pumping power
Wp, as studied in the following subsections.

All responses are evaluated in terms of inlet and outlet values of the solution u

obtained for the direct problem in Section 6.3.1. In mathematical terms, this can
be represented by using a combination of delta functions as the weighting function
W(r,p). For this purpose, it is useful to recall that, being H∗ a linear operator,
the summation rule in Eq. (6.34) can be applied. This property results very useful
for the solution of the importance problem.

H∗ (u1 + u2) = H∗u∗1 +H∗u∗2 (6.34)

Total heat duty Q

The term heat duty refers to the total heat transferred, and its reference value
for the given operating conditions is Qref =1088.1 W. It can be obtained from an
energy balance for either stream. In particular, considering this balance for the
specific enthalpy of the cold stream, the response is represented by Eq. (6.35).

Q = ṁcold [hcold(z = 1)− hcold,in]⇒W =

⎡
⎢⎢⎣

0
0

ṁcoldδ(z − 1)
0

⎤
⎥⎥⎦

︸ ︷︷ ︸
W1

−

⎡
⎢⎢⎣

0
0

ṁcoldδ(z)
0

⎤
⎥⎥⎦

︸ ︷︷ ︸
W2

(6.35)
Recalling that H∗ is a linear operator and the summation rule from Eq. (6.34),

the solution u∗ is divided in two components u∗1 and u∗2, thus resulting in two
independent importance problems as in Eq. (6.36).
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u∗ = u∗1 − u∗2 −→
{ H∗u∗1 = W1

H∗u∗2 = W2
(6.36)

The solution for the second component is the result u∗2 = 0 in the domain
[0, 1]. From a mathematical perspective, this result is the consequence of the null
boundary conditions imposed (by use of delta functions in H∗ and W2) at both
ends for the importance of the cold specific enthalpy, that is h∗cold,2(z = 0) =
h∗cold,2(z = 1) = 0. Then, it follows that the only possible solution for this second
component is that all the importance variables are zero. The physical meaning of
this result is that the solution has zero importance respect to the response given
by W2, which represents the inlet boundary condition. In other words, the inlet
value is not affected by the solution and therefore the importance is zero.

After solving for u∗2, the problem is then reduced to the first component u∗1. The
solution is presented in Fig. 6.3 for both (a) momentum and (b) energy equations.
According to Eq. (6.10), the importance function u∗ has units of the response (in
this case W), divided by those of the system of equations m(r,p). In Section 6.3.1,
the system of equation m was normalized to have units of the direct variables u(r).
Then, p∗cold and p∗hot have units of W Pa-1, h∗cold is measured in W/(J kg-1)=kg s-1

and T ∗hot, in W K-1.
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Figure 6.3: Solution to the importance problem in an evaporator analyzing the
response in terms of total heat duty

On the one hand, Fig. 6.3(a) indicates that p∗hot(z) = 0 throughout the entire
length. In other words, the solution for the hot stream pressure is not important
for analyzing the total heat duty Q. On the other hand, the cold stream pressure
has a negative importance, that is p∗cold(z) ≤ 0. This means that a local positive
perturbation in the cold stream pressure affects negatively the total heat duty. The
physical reason for this behavior is given by the increase in saturation temperature.
It can also be observed in Fig. 6.3(a) that, in absolute terms, this importance is

126



6.3. A two-phase heat exchanger

larger close to the inlet than to the outlet. This implies that a perturbation closer
to the inlet has a larger impact, since it affects the entire heat transfer performance
downstream of the perturbation.

Regarding the importance for the energy balance equation, Fig. 6.3(b) indicates
that both the hot stream temperature and the cold stream enthalpy have a positive
importance, that is T ∗hot(z) ≥ 0 and h∗cold(z) ≥ 0, although for different reasons.

A positive local perturbation in the specific enthalpy has two effects: one down-
stream and another one upstream in the cold flow direction, that is from left to
right in Fig. 6.3. Both contributions are positive and therefore the importance
h∗cold(z) is always positive throughout the entire length.

First, the specific enthalpy is increased downstream, thus increasing the vapor
content. As a consequence of the lower density, the pressure drop is larger, reducing
the saturation temperature and increasing the heat transfer.

Second, the local temperature difference and heat flux are reduced at this
point. Then, the hot stream temperature remain higher. Since both streams flow
in different directions, this effect increases the heat flux upstream for the cold
fluid. In addition, this effect is more relevant in the regions where the temperature
difference is lower, thus explaining the profile of h∗cold, which is exactly the opposite
of the temperature difference in Fig. 6.2(b).

In the case of the hot stream temperature, the importance T ∗hot is positive
because a local perturbation results in a larger temperature difference and a larger
heat duty. The importance is then larger close to the inlet (located at the right
end), since it affects a larger length downstream.

Hot stream pressure drop Δphot

For the given operating conditions selected as reference, the value of this response
is Δphot,ref =0.137 bar. From a GPT perspective, this response is obtained by
means of delta functions at inlet and outlet applied to the hot stream pressure, as
represented by Eq. (6.37).

Q = Δphot = phot,in − phot(z = 0)⇒W =

⎡
⎢⎢⎣

0
δ(z − 1)

0
0

⎤
⎥⎥⎦

︸ ︷︷ ︸
W1

+

⎡
⎢⎢⎣

0
−δ(z)

0
0

⎤
⎥⎥⎦

︸ ︷︷ ︸
W2

(6.37)

Following the same procedure as with the total heat duty, the importance func-
tion u∗ is divided in two components u∗1 and u∗2 and, with the same considerations,
the first component results zero, as in Eq. (6.38).

u∗|Q=Δphot
= u∗1 + u∗2 −→

{ H∗u∗1 = W1 −→ u∗1 = 0
H∗u∗2 = W2

(6.38)
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Then once again, the problem is reduced to the second component of u∗. In this
particular case, since the variable p∗hot is uncoupled from the rest of the variables
in the importance problem (see H∗ in Eq. (6.33)), these other variables have zero
importance. This result indicates that the pressure drop in the hot stream is not
influenced neither by the energy balance, nor by the pressure profile in the cold
stream. In addition, an analytical solution is available, given by Eq. (6.39).

u∗|Q=Δphot
=

⎧⎪⎪⎨
⎪⎪⎩

p∗cold(z) = 0
p∗hot(z) = −1
h∗cold(z) = 0
T ∗hot(z) = 0

(6.39)

The constant value of -1 for the importance simply indicates that a local pos-
itive perturbation to the pressure reduces in the same amount the pressure drop,
as could be expected.

Cold stream pressure drop Δpcold

The reference value for this response, obtained at the given operating conditions,
is Δpcold,ref =1.038 bar. Once again, this response is analyzed by GPT using delta
functions as in Eq. (6.40).

Q = Δpcold = pcold,in − pcold(z = 1)⇒W =

⎡
⎢⎢⎣
δ(z)
0
0
0

⎤
⎥⎥⎦

︸ ︷︷ ︸
W1

+

⎡
⎢⎢⎣
−δ(z − 1)

0
0
0

⎤
⎥⎥⎦

︸ ︷︷ ︸
W2

(6.40)

The same procedure is then applied to this response: u∗ is divided in two
components u∗1 and u∗2. For the same reasons as for Q = Δphot the first component
is zero, as indicated in Eq. (6.41), and the problem is then reduced to the second
component of the importance function.

u∗|Q=Δpcold
= u∗1 + u∗2 −→

{ H∗u∗1 = W1 −→ u∗1 = 0
H∗u∗2 = W2

(6.41)

The solution to this importance problem is presented in Fig. 6.4 for both (a)
momentum and (b) energy equations. The first conclusion that can be obtained
from these plots is that the solutions follow the same trend as for the total heat
duty, presented in Fig. 6.3. This situation occurs because an increase in heat duty
results in a larger pressure drop (due to the larger vapor content and lower density)
and vice versa (because of the reduction in saturation temperature).

It has been shown in the previous analysis for Q = Δphot that the inherent
importance of pressure regarding Δp is -1, since a local positive perturbation
increases the outlet value (and thus reduced the pressure drop) in the same amount.
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Figure 6.4: Solution to the importance problem in an evaporator analyzing the
response in terms of the pressure drop in the cold stream

In this case, analyzing Q = Δpcold the importance is larger (in absolute terms), as
a consequence of the feedback with heat transfer. Then, a positive perturbation
to pcold further reduces the saturation temperature downstream and thus the heat
duty and pressure drop. Due to this effect, the importance is up to 50% larger in
absolute terms close to the inlet, since all the flow length downstream is affected.

The importance solution for the energy equation can be explained by this
coupling between heat transfer and pressure drop. Then, the same trend as in
Fig. 6.3(b) is obtained with the only difference of homogeneous boundary condi-
tions at z = 1.

Pumping power Wp

While the analysis in terms of pressure drop is relevant for determining the feasi-
bility and requirements of different equipment, the operating costs related to this
phenomena are given by the pumping power Wp, defined as in Eq. (6.42). For
the given operating conditions the pumping power is Wpref =0.729 W. This ref-
erence value is rather small due to the low mass flow rates and the fact that both
streams enter as liquids with relatively large densities. In larger equipment, with
multiple parallel channels, the pumping power increases roughly proportionally to
the number of tubes.

Wp =
ṁcold

ρcold,in
Δpcold +

ṁhot

ρhot,in
Δphot (6.42)

Since Wp is a linear combination of both pressure drops and recalling that
H∗ is a linear operator, the importance solution can also by means of a linear
combination, as given by Eq. (6.43).
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u∗|Q=Wp =
ṁcold

ρcold
u∗|Q=Δpcold

+
ṁhot

ρhot
u∗|Q=Δphot

(6.43)

The importance solution for this response is represented in Fig. 6.5. It can be
observed that the importance solution to the energy equation in Fig. 6.5 corre-
sponds to the one presented in Fig. 6.4(b), normalized by ṁcold/ρcold,in.
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Figure 6.5: Solution to the importance problem in an evaporator analyzing the
response in terms of total pumping power

It is worth noticing in Fig. 6.5(a) that, in absolute terms, the hot-stream pres-
sure has a larger importance than the cold-stream pressure. This result is a con-
sequence of the larger mass flow rate (ṁhot=20.1 g s-1, while ṁcold=4.9 g s-1), and
the lower density (ρhot,in=995.7 kg m-3, and ρcold,in=1278.0 kg m-3).

6.3.3 Sensitivity coefficients

Based on the solution for the direct (u) and importance (u∗) problems, the sen-
sitivity of the response Q respect to a parameter pj can be computed according
to Eq. (6.10). At this point all the required variables are known and the integrals
can be computed numerically.

sj =
∂Q
∂pj

=

〈
u(r),

∂W

∂pj
(r,p)

〉
V(Ω)

−
〈
u∗(r),

∂m

∂pj
(r,p)

〉
V(Ω)

(6.10)

Table 6.3 presents the coefficients sj for the four responses studied in Sec-
tion 6.3.2. The ten parameters pj are divided into two categories: the first six rep-
resent physical variables, while the last four represent the thermodynamic state at
the inlet which affects the physical properties of the fluids, such as their densities
and specific heat capacity. Each column of ten sensitivity coefficient for a given
response in Table 6.3, was obtained with only one additional simulation.
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pj Unit Q = Q Q = Δpcold Q = Δphot Q = Wp
[W] [bar] [bar] [W]

Gcold [kg m-2s-1] 2.316 0.0013 0 0.0021
Ghot [kg m-2s-1] 0.605 0.0019 6.74 10-4 0.0029
Di [mm] 216.176 -0.8298 0.0553 -0.1094
Do [mm] 75.606 0.2410 -0.0553 0.0841
L [m] 102.388 0.4261 0.0409 0.2463
U [kW m-2 s-1] 358.857 0.6921 0 0.2658
pcold,in [bar] -201.337 -0.8590 0 -0.3299
phot,in [bar] -0.016 -5.0 10-5 -8.1 10-6 -3.6 10-5

hcold,in [kJ kg-1] -2.379 0.0104 0 0.0040
Thot,in [K] 23.550 0.0562 -0.0012 0.0192

Table 6.3: Sensitivity coefficients sj for all four responses and ten parameters

The results presented in Table 6.3 have the units of the response Q divided
by those of the parameter pj. Then, the sensitivity of different parameters cannot
be compared in terms of sj, since they have different units. Therefore, the only
general conclusions that can be obtained from Table 6.3 are related to the signs of
the coefficients, such as the following.

• As a consequence of the positive feedback between heat duty and the pres-
sure drop of the cold stream, their sensitivity coefficients respect to most
parameters have the same sign. There are only two exceptions: the inner
diameter Di and the cold inlet specific enthalpy hcold,in. In the first case, a
larger diameter reduces the friction and, at a constant mass flux, results in
a larger mass flow rate and thus larger heat duty.

• Regarding the pressure drop in the hot stream, its sensitivity respect to Gcold,
pcold,in, hcold,in and U is zero. Since the pressure drop in this single phase
fluid is not affected by heat transfer, it is not influenced by any of these
parameters related to the interaction with the cold stream.

In order to allow for a simple way of determining which parameter is more
important regarding its consequences on the response, non-dimensional sensitivity
coefficients ŝj are defined as in Eq. (6.44). They represent the relative change in
the response Q as a consequence of a unit relative perturbation in the parameter
pj. Then, for example, for ŝj = 1, a 10% increase in the parameter will result in a
10% increase in the response. Such is the case of Δphot respect to the tube length.

ŝj =
∂Q
∂pj

pj

Q = sj
pj

Q (6.44)
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Table 6.4 presents the results for this example in terms of the non-dimensional
sensitivity coefficients.

pj Q = Q Q = Δpcold Q = Δphot Q = Wp
Gcold 0.5320 0.3185 0 0.7210
Ghot 0.2223 0.7429 1.6472 1.1527
Di 0.9934 -3.9969 1.6910 -0.7506
Do 0.6948 2.3216 -3.3819 1.1531
L 0.3764 1.6422 1.0000 1.3512
U 0.3298 0.6668 0 0.3646
pcold,in -0.6476 -2.8964 0 -1.5839
phot,in -1.3 10-5 -4.8 10-5 -4.9 10-5 -4.8 10-5

hcold,in -0.4428 2.0316 0 1.1110
Thot,in 6.5580 16.4122 -2.1863 7.9843

Table 6.4: Non-dimensional sensitivity coefficients ŝj for all four responses and ten
parameters

Two additional remarks can be derived from this non-dimensional approach:

• Since the hot momentum balance is uncoupled from the other equations,
the inlet pressure of the hot stream phot,in has very little influence in the
responses. The only effect is given by changes in the hot fluid physical
properties (cp, ρ, μ) resulting in a non-dimensional sensitivity coefficient
several orders of magnitude smaller than the rest.

• In non-dimensional terms, the total heat duty Q is more sensitive to the tube
length L than to the overall heat transfer coefficient U . In lumped-parameter
models for single phase (LPM, see Section 2.4.1) they are grouped together
in a number of thermal units (NTU) and an equal contribution is assumed.
In this evaporator example, however, the difference is given by the larger
pressure drop in the cold stream, which has a feedback in the heat duty.

6.3.4 Accuracy of the GPT

It is important to recall that during the mathematical description of the GPT
method, presented in Section 6.1.2, the only assumption was that high order effects
are negligible. Then, the obtained sensitivity coefficients are the exact values of the
derivatives from a strictly mathematical perspective, that is considering infinitely
small perturbations to the parameters.

The practical application of GPT is given by its ability to predict the conse-
quences on the response Q of a finite perturbation in the parameters. These pre-
diction can be approximated by means of the sensitivity coefficient as in Eq. (6.45).
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Q(pj +Δpj) ≈ Q(pj) + sjΔpj (6.45)

This approximation is only exact if Q is a linear function of pj, that is, if the
sensitivity coefficient is constant for any operating conditions. In such a case, like
the dependence of Δphot on the tube length L, the solution is straightforward and
there is no practical advantage in the application of the complex mathematical
formulation of GPT. In a general case, the accuracy of Eq. (6.45) is related to how
well this behavior can be represented by a straight line.

Two representative examples are presented in Fig. 6.6, where the direct solution
and the prediction of GPT are compared within ±10% variations in the parameter.
In Fig. 6.6(a), the effect of the tube length on the cold pressure drop is well
approximated, while that is not the case for (b) the consequences in the heat duty
of perturbations to the inner diameter.
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Figure 6.6: Integral responses obtained by direct solution and prediction by GPT

On the one hand, the results for the direct solution (blue solid lines in Fig. 6.6)
required twenty-one simulations, that is one for each value of the parameter. On
the other hand, the linear predictions of the GPT method required only two, that
is one for the direct problem and another for the importance. This reduction in the
number of simulations, at the expense of introducing some error in the predictions,
is justifiable for Fig. 6.6(a) but not acceptable in Fig. 6.6(b). Then, it is interesting
to further investigate the accuracy of this approximation. For this analysis, the
relative error EGPT is defined as in Eq. (6.46).

EGPT =
[Qref + sjΔpj]−Q(pj +Δpj)

Qref

(6.46)

Figure 6.7 presents the evolution of this relative error for all four responses and
the six physical parameters, that is both mass fluxes, inner and outer diameters,
tube length and overall heat transfer coefficient. In all cases, the larger error is
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given by the inner and outer diameters, reaching up to 15% of the reference value
of the response. These two parameters are the less accurate because their effect in
the responses is clearly not linear, as in Fig. 6.6(b).
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Figure 6.7: Relative error in the prediction using GPT for six physical parameters

For the other four parameters, the relative error is lower than 2% considering
a ±10% perturbation. This error is rather small and then the application of GPT
is acceptable within this range. For Di and Do, this range should be reduced to
±2%. In any case, the relative error can always be reduced to acceptable levels by
considering small enough perturbation to the parameters.

The inlet boundary conditions are complex parameters, since they affect the
physical properties of the fluid. For this reason, their relative error EGPT is pre-
sented separately in Fig. 6.8.

Regarding the cold (a) inlet pressure and (c) enthalpy, the GPT method over-
predicts the heat duty and underpredicts the cold pressure drop. This is also the
case for the other six parameters presented in Fig. 6.7. The perturbations to pcold,in
were considered over a wide range of ±1 bar, resulting in a relative large error.
Nevertheless, the error is rather small if the perturbations are reduced to a few
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Figure 6.8: Relative error in the prediction using GPT for the inlet conditions

kPa=0.01 bar. In the case of (c), smaller perturbation were considered, including
single-phase liquid and two-phase conditions at the inlet, with a rather small error
for all four responses.

As discussed in Section 6.3.3, the hot inlet pressure has very little effect in
the responses, given by the changes in the fluid properties. For this reason, the
error presented in Fig. 6.8(b) is also very small. The hot inlet temperature does
not only affect the physical properties but also the temperature difference, which
is the driving force for the heat transfer. This is reflected in the large sensitivity
coefficient presented in Tables 6.3 and 6.4. An increase in Thot,in produces a faster
generation of vapor, and a reduction of the boiling region. This effect is not
linear and therefore the relative error presented in Fig. 6.8(d) is rather larger.
Perturbations in the hot inlet temperature should then be restricted to a few
degrees Kelvin.
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6.4 An optimization algorithm

The term optimization refers to the process of finding the most convenient ope-
rating conditions in terms of maximizing or minimizing an objective response Q,
depending on the problem. Different techniques have been extensively reviewed
in the open literature (Andradóttir, 2007; Fu et al., 2005; Tekin and Sabuncuoglu,
2004) and they include gradient-based formulations, stochastic, heuristic and sta-
tistical methods, among others.

The first type of methods consists on the continuous search of better operating
conditions following the direction of gradient. In this category, the GPT formu-
lation stands out as an efficient technique, since the derivative respect of all the
parameters (that is, the gradient), are computed with only one additional simu-
lation. This is a comparative advantage over the finite difference method, which
requires one additional simulation for each parameter and only provides approxi-
mate values for the derivatives.

With these considerations, a possible optimization algorithm is presented in
this section, as summarized in Fig. 6.9.

Starting from the physical model and constraints, a search space is defined. In
other words, minimum and maximum values are established for each parameter.
An initial set of values for p is selected and an iterative procedure is started, which
will eventually lead to the optimum solution.

Each iteration step k comprises two computationally intensive stages: the solu-
tion of the direct and importance problems, from which sensitivity coefficients can
be computed. A local optimum is found if the gradient (given by the sensitivity
coefficients) is zero or, for practical purposes, below a predefined tolerance.

In the case that this tolerance is not yet reached, meaning that the solution
can be further optimized, a new set of parameters pk+1 is defined following the
direction of the gradient as in Eq. (6.47). The coefficient ω is a constant which
determines the relative step in the parameters, and has the same sign as Qk for
maximization problems and the opposite if the objective is to minimize the re-
sponse. The accuracy analysis from Section 6.3.4 indicated that the prediction of
GPT are not reliable for large perturbations in the parameters. For this reason,
the constant coefficient ω should not be too large, usually around |ω| ≈ 0.1.

pk+1
j = pkj + ŝkj p

k
j ω ∀ j = 1, . . . , np (6.47)

It is important to remark that, since the direction of the gradient is followed,
the solution is always improved in each step. The integral response as predicted
by GPT is modified following the sign of ω, as indicated by Eq. (6.48).

Qk+1
GPT −Qk = ω Qk

np∑
j=1

(
ŝkj
)2

(6.48)

Not all problems present a local optimum withing the search space, as in the
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Figure 6.9: Proposed optimization algorithm using using GPT

analytical example presented in Section 6.2. In this example, the effectiveness
increases continuously with the heat exchanger size, and the optimal solution is
given by constructing the HE as large as possible. In such cases, the gradient line
would eventually predict a value pk+1

j outside the established limits. Then, the
iteration for this parameter is stopped and its optimal value is determined to be
pmax
j or pmin

j , and the procedure continues with the other parameters.

6.4.1 Application to the evaporator example

The evaporator example presented Section 6.3 involves ten different parameters.
In this section, a reduced version with only two parameters is considered for illus-
trative purposes. For a given heat exchanger geometry (thus establishing Di, Do,
L and U) and inlet thermodynamic conditions (pcold,in, phot,in, hcold,in and Thot,in),
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the two variable parameters are the cold and hot mass fluxes Gcold and Ghot.

A search space is defined for these two parameters as 100 < Gcold < 400 and
200 < Gcold < 600, both with units of kg m-2 s-1. This range is divided in a
100x100 grid and a response surface is constructed with 10000 simulations. An
optimization algorithm is started from the lower values, regarding two different
responses: the total heat duty and a compromise with the pumping power.

Maximizing heat duty

This section deals with the process of finding the maximum heat duty that can be
obtained from a given HE . The optimization results are presented in Fig. 6.10 in
terms of (a) the response surface and (b) convergence scheme.
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Figure 6.10: Maximization of heat duty

The contour plot of the response surface in Fig. 6.10(a) indicates that this
problem does not have a local maximum, and the optimal solution is found at
one corner of the search space. In other words, the heat duty is maximized by
setting both mass fluxes as large as possible. Then, the successive operating points
proposed by the optimization algorithm according to Eq. (6.47), cross the different
level curves following the direction of the gradient and locate the optimum at the
top right corner.

A convergence analysis presented in Fig. 6.10(b) indicates that the heat duty
is increased in each step, as predicted by Eq. (6.48). In addition, the evolution of
the optimization algorithm is initially fast, reaching the final value for Ghot and
within 1.5% of the optimal heat duty after 19 iterations. The final stage is rather
slow, since another 19 iterations are required in order to locate the final optimum.
This behavior with two clearly different convergence rates is a consequence of
considering a constant value for the coefficient ω in Eq. (6.47), in this case ω = 0.2.
Although better results could be obtained with an adaptive strategy, this section
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intends to demonstrate the feasibility of using GPT as part of an optimization
algorithm, with no further investigation regarding its performance.

Compromise of heat duty and pumping power

A new figure of merit can be defined, accounting for a penalization given by the
operating costs related to pumping power. Then, the integral response given by
Eq. (6.49) represents a compromise of heat duty and pumping power.

Q = Q− 250Wp (6.49)

The level curves for this response, presented in Fig. 6.11(a) indicate that there
is a local optimum within the search space. Then, the optimization algorithm is
stopped at the first decision step in Fig. 6.9, that is, when the non-dimensional
sensitivity coefficients are reduced below a specified tolerance of 10-2.
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Figure 6.11: Optimization of a compromise between heat duty and pumping power

This optimum solution is determined by the algorithm to be located at the
conditions Gcold = 297.5 and Ghot = 474.0, both in kg m-2 s-1, as indicated by the
solid points in Fig. 6.11(a) that represents the successive operating conditions. At
this point, the maximum value for the response is Qopt = 942.8W.

Figure 6.11(b) presents the convergence analysis for this optimization process.
Once again, the selected response increases in each step. Although the direction
of the gradient is followed, this condition is only fulfilled if the coefficient ω is
not larger than some critical value which cannot be predicted a priori. For this
reason, the rather small value of ω = 0.2 was selected. However, a small value for
this coefficient results in a slow convergence in the last stages of the optimization
process. In the region where the gradients are smaller, that is close to the optimum,
the variations in the parameters proposed by Eq. (6.47) are consequently also small.
Then, as indicated in Fig. 6.11(b), more than half of the required iterations take
place in the neighborhood of the maximum.
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6.5 Summary

Optimization and sensitivity analysis represent a fundamental stage in the design
of a heat exchanger as well as other equipment from a macroscopic perspective.
At a system-level description, the design engineer is not necessarily interested in a
continuum formulation, but is rather focused on integral responses and how they
are affected by the different design parameters.

In this framework, perturbative methods discussed in this chapter represent an
interesting alternative to the traditional approach, based upon the computation
of response surfaces. Based on the concept of the importance function, these
methods provide the sensitivity of the selected response respect to all relevant
parameters at a given operating conditions, with only one additional simulation.
The information provided by perturbative methods, described in this chapter in
terms of the Generalized Perturbation Theory (GPT), is very useful for design.
The relevant parameters can be identified and design margins and fabrication
tolerances can be established in an uncertainty analysis. In addition, the optimal
operating conditions can be obtained by means of these sensitivity analysis.

The mathematical description of the GPT is presented in Section 6.1. In phy-
sical terms, it is based on the concept of conservation of the importance function.
This importance function represents the consequences on the response of local
perturbation to the variables. The process of obtaining this importance function
involves the solution of the so-called importance problem, which is closely related
to the direct one. Sensitivity coefficients can be computed from the results of the
direct and importance problems. Two examples are presented in this chapter to
clarify this concept: a single-phase heat exchanger and an evaporator.

First, a single-phase example with analytical solution is analyzed in Section 6.2.
This example allows to apply the mathematical expression from Section 6.1 and
observe that the sensitivity coefficient obtained by the GPT method is an exact
representation of the partial derivative of the selected response (in this case, the
effectiveness) with respect to the parameters (in this case, the HE size represented
by a number of thermal units). The results for a balanced counter-current flow
arrangement indicate that the effectiveness increases towards the asymptotic value
of one, which would correspond to an infinitely large heat exchanger.

Second, a counter-current evaporator is studied in Section 6.3 in terms of both
momentum and energy balances. The physical model for this example has been
presented earlier in Chapter 5. Its key feature is given by the coupling between
pressure drop and heat transfer in the boiling region. The changes in pressure affect
the saturation temperature and therefore also the local heat flux. In addition, the
heat flux affects the flow density with consequences in the pressure drop. Although
this problem does not have a simple analytical solution due to the discontinuities
given by the change of phase, it is linear and fulfills the mathematical conditions
required for the application of GPT.

This complex problem involves ten different parameters, including the inlet
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conditions, geometry and mass fluxes. Sensitivity analysis results are presented
for four different responses: the total heat duty, pressure drop for both cold and
hot streams, and pumping power. Although the obtained results are exact in terms
of the derivative, the accuracy of its use for the prediction of the consequences of
finite perturbations in the parameters, depends on the how well this response can
be approximated by a linear function. For example, the variations of pressure
drop with regard to the tube length are rather well approximated, while that is
not the case for the heat duty and the inner diameter. An accuracy analysis was
performed for all the responses and parameters and, in general, the accuracy is
always improved when smaller perturbations to the parameters are considered,
with good results for variations of a few percent.

Finally, an iterative optimization algorithm is presented in Section 6.4, as
sketched in Fig. 6.9. This algorithm is based on the use of GPT in each step
for determining the gradient, that is the partial derivatives of the response respect
of the parameters. Using this information, a new set of operating conditions is
postulated following the direction of the gradient, thus guaranteeing that the re-
sponse is improved in each step. Results are presented for two examples, based
on the evaporator problem in Section 6.3. In the first example, the response (the
heat duty) does not have a local maximum and the optimum is located at one of
the corners of the search space. In the second example, a local optimum is found
for a compromise of heat duty and pumping power. A convergence analysis for
both examples indicates that the response is indeed improved in each step.
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Part III

Medium-scale framework
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The macroscopic framework presented in part II (Chapters 5 and 6) is focused
on a continuum one-dimensional analysis for predicting overall effects, such as heat
transfer performance and pressure drop. Numerical examples were presented for
a tube-in-tube geometry, which is a simple case with only one channel. The direct
application of this macroscopic framework to more complex geometries with multi-
ple channels would imply assuming that the entire geometry can be represented by
a single channel. In other words, a unique set of parameters such as tube length,
diameter, and flow rate, would be considered. Such an assumption would be rarely
justified in practice. In the following two chapters, this framework is extended to
include physical effects occurring at a so-called mesoscale, or medium scale.

In this part, modeling and simulation results in a meso-scale framework are
presented, considering geometries with multiple parallel channels. A homogeniza-
tion approach is postulated for dealing with complex geometries. This method-
ology results in an interesting compromise of accuracy and computational costs.
In particular, a shell-and-tube geometry is represented in terms of several radial
layers. This approach could also be extended to plate-type geometries, considering
horizontal or vertical layers instead.

Chapter 7 deals with the consequences of the flow maldistribution (that is differ-
ent flow rates in two or more parallel channels) in the performance of evaporators
and other two-phase flow systems. Including an equal pressure-drop boundary
condition, a secondary maldisitribution is observed. This means that if one of the
streams is maldistributed, the other stream will also be affected, roughly doubling
the negative consequences in the thermal performance.

In Chapter 8, this homogenization approach is extended and partial flow mix-
ing in the shell-side is incorporated to the model, with contributions from both
turbulent mass exchange and pressure-differences driven cross flow. In this frame-
work, the effects of possible heterogeneities between the layers are investigated.
For example, small differences in the diameter or mass flow rate result in interest-
ing flow mixing profiles, following the trend of experimental observations reported
in the open literature. In addition, it is observed that allowing for flow mixing,
the negative impact of flow maldistribution is slightly reduced.
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Chapter 7

Flow maldistribution

� This chapter deals with the consequences of the flow distribution in parallel
channels deviating from the (usually homogeneous) design conditions, on heat ex-
changer performance. The available literature, reviewed in Chapter 2, is dominated
by single-phase applications and there is limited information for two-phase flow
systems. In order to simplify the analysis, the selected geometry (shell–and-tube)
is represented in terms of several layers.

In particular, the pressure coupling between parallel channels is emphasized.
The results presented in this chapter indicate that this boundary conditions im-
posed by the connections at inlet and outlet header produces a secondary mald-
isitribution. This means that if one of the streams is maldistributed, the other
stream will also be affected. In the case of neglecting this effect, the negative
consequences in the total heat duty would be underestimated.

In industrial cryogenic applications the required surface area in the main heat
exchangers is very large, in the order of several thousand square meters (Bach
et al., 2001). For this reason, the most used heat exchanger geometries, described
in Section 2.2.2 present a parallel channels configuration. On the positive side, this
design allows to accommodate a large heat-transfer area in a limited space. On
the negative side, however, it also leads to problems related to flow distribution.

When designing power-controlled systems, the flow is distributed according to
the heat generation rate in order to keep a rather uniform temperature. Then,
for example in nuclear reactors the flow rate is larger in the inner regions than
close to the outer wall. In heat exchangers, which are wall temperature-controlled
system, there is no fundamental reason to determine that some channel might
need a larger flow rate than others. For this reason, in order to keep a balanced
and smooth operation, the stationary design flow distribution is homogeneous.
However, in many scenarios it can deviate from these usually homogeneous design
conditions. Different causes, reviewed by Mueller and Chiou (1988) might lead to
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flow maldistribution. These can be categorized as:

• A deficient performance of devices designed to distribute and collect the flow
among parallel channels, that is the inlet and outlet headers. These devices
make use of area changes and flow restrictions in order to provide a homo-
geneous distribution, which is never perfect. In addition, off-specifications
inlet conditions might result in a large reduction in their performance.

• In shell-and-tube type geometries such as the coil-wounded HE, the flow in
the shell-side can deviate from its path due to effects known as leakage and
bypass (Shah and Sekulić, 2003), given by the imperfect mechanical assembly
of the shell and baffle plates.

• Other mechanical reasons, such as differences between the channels due to
fouling or corrosion, as well as fabrication tolerances in the tube length or
diameter. These disparities lead to diverse pressure drop characteristics for
each channel, thus affecting the flow distribution.

• In the case of flows with variable properties, the application of different
heat loads may lead to problems of flow distribution. For a homogeneous
flow distribution, a larger heat flux results in a higher temperature. As a
consequence, there will be channels with different physical properties such
as density and viscosity, affecting the pressure drop characteristics. Finally,
considering that all channels are connected at both inlet and outlet, and
consequently their pressure drop are related, the respective mass flow rates
are affected. Such is the case of highly viscous single-phase fluids, as well as
boiling and condensing flows.

• An unstable situation can also be originated with an homogeneous heat flux.
Given the influence of the heat input in the flow physical properties and
consequently the friction characteristics, two or more channels can have the
same pressure drop with different flow rates. This situation may trigger flow
instabilities (such as the Ledinegg instability), and the flow rate does not
reach an stationary value (Kakaç and Bon, 2008).

The analysis of the consequences of flow maldistribution on heat transfer perfor-
mance has been focused on single-phase applications, as described in Section 2.5.2.
In this case, a reduction of performance is always noticed as a consequences of the
reduction in the average temperature difference (Fleming, 1967). This effect is
small (less than 5%) for most practical cases, with the exception of large-efficiency
exchangers such as those used in cryogenic applications (Mueller and Chiou, 1988).
The consequences of flow maldistribution are more relevant for power-controlled
systems (Lalot et al., 1999), since they may lead to extremely high local temper-
atures and mechanical failure due to thermal stresses.

148



For two-phase applications, the analysis has been mostly focused on the flow
distribution in manifolds, and their design. The vast list of reports in literature was
reviewed by Marchitto et al. (2008) and continued to extend ever since (Ablanque
et al., 2010; Ahmad et al., 2009; Byun and Kim, 2011; Wen et al., 2008). The
general conclusion of these studies indicate that the heavier phase (liquid) tends
to flow preferably in the inner channels, while the lighter phase (gas) deviates
towards the most outer tubes, as a consequence of inertial effects. Nevertheless, a
generic two-phase flow distribution profile has not yet been proposed.

Regarding the thermal performance of two-phase flow heat exchanger with mal-
distribution, both evaporators and condensers have been considered by previous
researchers. On the one hand, the total heat duty is always reduced in condensers
(Rabas, 1985; Rao et al., 2006; Srihari et al., 2005). On the other hand, in the
case of cross-flow air-heated evaporators some increase in thermal performance has
been observed in experiments.

These models are based on the solution of energy balances assuming a given flow
distribution (see Section 7.2). In the single-phase case, an average temperature
difference and heat transfer coefficient are considered (Lalot et al., 1999; Mueller
and Chiou, 1988). For two-phase flow, this averaging procedure becomes too
cumbersome and a two-dimensional model is used instead (Rao et al., 2006). The
momentum equation is studied uncoupled from the energy balance, and pressure
drop is generally computed a posteriori.

Therefore, present models do not consider neither the coupling of channels at
inlet and outlet by means of pressure equalizing mechanisms (it is assumed to be
implicitly considered by the selected flow distribution model), nor the feedback
between pressure drop and heat transfer described in Chapters 5 and 6.

Since pressure drop for all channels are interrelated, the existence of flow mal-
distribution in one stream can affect the distribution on the other stream, as has
been experimentally noticed by Aganda et al. (2000). This secondary maldistribu-
tion is expected to affect the thermal performance, with a positive or a negative
effect depending on its relation with the primary one.

The multichannel heat exchanger problem is presented in Section 7.1, based
on energy and momentum balances for each individual channel. Since this model
involves individual boundary conditions, different flow distribution profiles are
discussed in Section 7.2. This framework is then applied to three study cases, as
indicated in Fig. 7.1. A reference homogeneous case is presented in Section 7.3,
and two cases with flow maldistribution in the tube-side are analyzed according
to two different models in Sections 7.4.1 and 7.4.2 and compared in Section 7.4.3.
Finally, a summary is presented in Section 7.6.

149



Chapter 7. Flow maldistribution

Multi-channel
heat exchanger
(Section 7.1)

Homogeneous
flow distribution
(Section 7.3)

Tube-side
maldistribution
(Section 7.4)

Independent
channels

(Section 7.4.1)

Pressure-drop
coupling model
(Section 7.4.2)

Figure 7.1: Three cases, highlighted in green, are considered in this chapter

7.1 The multichannel one-dimensional heat ex-

changer problem

The physical model presented in part II (Chapters 5 and 6) considered single-
channel geometries, in particular a tube-in-tube heat exchanger. Considering mul-
tiple parallel channels, more complex geometries can be modeled. In particular,
a countercurrent shell-and-tube heat exchanger, sketched in Fig. 7.2, is analyzed.
Nevertheless, the analysis described in this chapter can be easily extended to other
geometries and flow arrangements.

(a) Side view

P

D

(b) Front view

Figure 7.2: Scheme of a counterflow shell-and-tube heat exchanger

The following simplifying assumptions are considered
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7.1. The multichannel one-dimensional heat exchanger problem

1. A steady-state analysis is performed. Then, stationary operating conditions
are assumed and temporal variation given, i.e. flow instabilities are disre-
garded.

2. The working fluids are single-components, not mixtures.

3. Mixing between channels does not occur. This means that they do not
exchange mass nor momentum.

4. An elemental geometry can be identified where hot and cold stream exchange
energy, and the interaction with other channels is negligible. In other words,
the heat exchanger can be divided in smaller subunits. For the selected
shell-and-tube geometry, this is indicated in Fig. 7.2(b).

Then, considering these assumptions, the physical model described in Chapter 5
can be applied to each individual subunit. For this case, a mass balance equation
is not required since, for steady-state conditions and single-component fluids, it
gives a trivial result, that is a constant mass flux in each channel.

The governing equations are given by momentum and energy balances for both
tube and shell streams in each channel j, as in Eqs. (7.1) and (7.2), respectively,
where the subindices S and T stand for shell- and tube-side streams. Since no
local interaction between channels are considered, each set of Eqs. (7.1) and (7.2)
is independent and can be solved separately. Both the shear stress τ and the
overall heat transfer coefficient U are described in terms of empirical correlations
presented in Chapters 4 and 5.

d

dz

(
G2

T,j

ρT,j
+ pT,j

)
+ ρT,j(z)g +

4

Dh,T,j

τT,j(z) = 0 (7.1a)

± d

dz

(
G2

S,j

ρ
+ pS,j

)
+ ρS,j(z)g +

4

Dh,S,j

τS,j(z) = 0 (7.1b)

GT,j
dhT,j
dz

+
4

Deq,T,j

U(z) [TS,j(z)− TT,j(z)] = 0 (7.2a)

±GS,j
dhS,j
dz

+
4

Deq,S,j

U(z) [TT,j(z)− TS,j(z)] = 0 (7.2b)

The consideration of individual balance equations for each heat exchanger sub-
unit j allows to take into account all type of heterogeneities, like differences in
geometrical parameters or inlet conditions. In addition, this approach is also ap-
plicable to multi-stream heat exchangers by selecting different working fluids in
each channel. In this chapter, the only differences between channels are given
by the flow rates: a flow distribution profile is imposed according to the models
discussed in Section 7.2.
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7.2 Flow distribution models

As described in Section 7.1, the solution of the multichannel heat exchanger prob-
lem requires the input of individual parameters for each channel. In particular,
an individual mass flow rate is required, in other words, a flow distribution profile
must be imposed. Extensive research in this topic has been reported in literature
concerning the design of plate headers. These models are described in Section 7.2.1.

Current research on two-phase flow distribution in manifolds indicates that the
gas and liquid phase are not equally disseminated in the parallel channels. In
particular, depending on the flow pattern at the inlet, the flow distribution can
be rather homogeneous (intermittent churn flow) or preferably more liquid can go
through the inner tubes (downward annular flow) or viceversa (upward annular), as
observed by Vist and Pettersen (2004). In this chapter, however, single-phase flow
is considered at the inlet. In this context, a simple distribution profile applicable
to a a shell-and-tube geometry is proposed in Section 7.2.2.

7.2.1 Classical models for plate headers

Traditional models identify the header design as the main cause for flow maldis-
tribution. The two most common geometries for plate headers, that is the U-type
and Z-type, are presented in Figs. 7.3(a) and 7.3(b), respectively. In both figures,
the fluid enters at the bottom and exits at the top, with the flow channels oriented
in the z direction, and the headers distribute the flow among the channels along
the y direction.

(a) U-type (b) Z-type

Figure 7.3: Plate header geometries

In a steady-state analysis, the total pressure drop between inlet and outlet
nozzles is the same for all the flow path. However, due to inertial and friction effects
in the inlet header, where the flow is distributed, the pressure pin(y) at the inlet
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of the channels is not uniform. Similarly, in the outlet header, where the flow is
collected, the pressure pout(y) is also not uniform for the same reasons. In general,
this situation leads to a different net pressure drop for each channel Δp(y) =
pin(y) − pout(y). Considering that the flow is driven by pressure differences, this
condition results in a flow maldistribution.

The inertial effects in both manifolds play a major role as causes of flow mal-
distribution. In the inlet header, the flow rate in the y direction is depleted as the
fluid is distributed among the channels, thus resulting in a pressure increase due
to a lower velocity v. The opposite effect occurs at the outlet header. Consider-
ing these effects, the ratio of maximum to average velocities can be approximated
(Fraas, 1989) as in Eq. (7.3), where u and v represent the flow velocities in the z
and y direction, respectively.

umax

uavg
≈
√
1 +

ρv2in
Δpavg

(7.3)

Equation (7.3) indicates that the flow maldistribution can only be neglected if
the pressure drop in the channels Δpavg is much larger than the inertial effects.
In the general case, the flow distribution can be obtained from a control volume
analysis as presented in Fig. 7.4. The five variables (vin,vout,pin,pout and u) are
obtained from the same number of equations: mass and momentum balances at
the inlet and outlet headers, and the pressure drop characteristics of each channel.

Figure 7.4: Control volume analysis of plate headers

Some analytical and numerical results have been reported for applications in-
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volving incompressible liquids and identical channels. In general, this analysis
facilitates the design of manifolds in order to achieve a well-distributed flow. How-
ever, its extension to a more complex situation such as boiling flow is not practical.
In the case of two-phase flow, the fluid physical properties at the inlet and outlet
headers are different, and depend on the solution of the flow distribution. There-
fore, they cannot be successfully applied to two-phase heat exchangers, which are
the subject of the present study.

The pioneer work by Bassiouny and Martin (1984a;b) remains today as the
most widely used distribution profile for this geometry. Considering only inertial
effects and neglecting friction in the manifolds, the authors represented the flow
distribution in terms of a single parameter, related to the cross-sectional areas, for
both U- and Z-type headers. However, the assumption of negligible friction is only
applicable for short manifolds.

In the case of large headers, the frictional terms might dominate over the
inertial effects. Following this premise, Maharudrayya et al. (2005) and Kee et al.
(2002) incorporated the frictional term for their analysis of fuel cell manifolds.
While the first neglected inertial effects completely, the second one incorporated
them, although assuming equal inlet and outlet flow areas. Then, their analysis
can not be applied to a generic case. More recently, Wang (2008; 2010) provided
analytical results for the generic problem including both inertial and frictional
effects. The author also showed that all previous models are particular cases of
this general expressions.

7.2.2 Selected profile for this geometry

While the traditional models for plate headers, described in Section 7.2.1, predict
exponential-type flow distribution profiles, the situation is somehow different for a
shell-and-tube heat exchanger, given the radial geometry. In a way, the manifold
system is similar to the U-type presented in Fig. 7.3(a), since the flow enters in the
centerline, is distributed along the outer channels and is once again collected in
the center at the outlet. In another way, the main difference is given by a variable
flow area in the headers, characteristic of radial geometries. Finally, analyzing
the symmetry of this geometry, it can be concluded the flow rate should either be
maximum or minimum at the centerline.

These considerations lead to propose a parabolic profile for the mass flux, as
in Eq. (7.4), being maximum at the center (r = 0) and minimum at the outer wall
(r = Rshell).

G(r)

Gavg

= 1 + μ

⎡
⎣1−

(
r

Rshell

)2
⎤
⎦ (7.4)

The coefficient μ represents a maldistribution parameter, defined as in Eq. (7.5),
representing the maximum deviation from an homogeneous distribution. In prin-
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ciple, since additional causes for maldistribution may be present, it does not have
a direct relation to the headers flow areas, and it is considered as an additional
degree of freedom.

μ =
Gmax −Gavg

Gavg

=
Gmax

Gavg

− 1 (7.5)

In order to avoid the individual analysis of each channel, since the number of
tubes can be rather large, a simplifying approach is undertaken. Those channels
with similar flow rate are grouped together, and the exchanger is modeled on the
basis of several of these groups. In particular, assuming axial symmetry, N radial
layers are considered, as illustrated in Fig. 7.5. This approach can also be applied
to plate-type geometries, considering slabs instead of radial layers.

Figure 7.5: Shell-and-tube heat exchanger divided in radial layers

Furthermore, equal cross-sectional area layers are considered. Therefore each
layer includes the same number of tubes. This is achieved by defining the outer
radius Rj of each layer j as in Eq. (7.6). They are numbered continuously from
j = 1 (for the most inner layer) until j = N (for the most outer one).

Rj = Rshell

√
j

N
(7.6)

Finally, considering the proposed mass flux and the grouping of channels in
layers, the mass flow rate in each layer ṁj results from the integration of Eq. (7.4),
obtaining the expression in Eq. (7.7). It should be noted that a linear profile is
obtained with two degrees of freedom: the maldistribution parameter μ and the
number of layers N .
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ṁj =
ṁtotal

N

[
1 + μ

(
1− 2j − 1

N

)]
(7.7)

7.3 Results for an homogeneous case

A case with homogeneous distribution in both streams is studied in this section.
this analysis provides reference results for further comparison of two the maldis-
tributed cases presented in Section 7.4.

This reference homogeneous case can be completely defined by three sets of
parameters, related to the geometry, working fluids and inlet conditions.

• A shell-and-tube geometry is considered, as described in Fig. 7.2. It consists
of 600 tubes, 8.0 mm in diameter and 5m in length, arranged in a square-
lattice array with a 10.4 mm pitch. The flow orientation is horizontal.

• Inside the tubes, condensing propane flows at a rate of 1.24 kg s-1. In the
shell-side, 2.31 kg s-1 of boiling R134a flow in the opposite direction, in
a countercurrent arrangement. These conditions were selected to imitate
the liquefaction process of LNG, where a boiling refrigerant flows in the
tube-side, where a hydrocarbon is condensing in the shell-side, with close-
to-balanced heat capacity flow rates.

• The inlet conditions are selected close to ambient temperatures, which could
be more easily reproduced in laboratory scale. Then, the propane enters at
290 K and a pressure of 7 bar, and the cold refrigerant at 280 K and 4 bar.

Since this is an homogeneously distributed case, all the channels are indistin-
guishable from each other. Therefore, the number of layers is irrelevant and the
governing equations described in Section 7.1 need to be solved only once. The
reference solution is presented in Fig. 7.6 in terms of (a) temperature and (b)
pressure profiles. This is a countercurrent arrangement, and the tube-side fluid
enters at z = 0, thus flowing from left to right, and the opposite applies for the
shell-side stream, entering at z/L = 1.

In general, the conclusions that can be withdrawn from Fig. 7.6 are similar to
those expressed in Section 5.3.3. The roughly horizontal lines in the temperature
profile correspond to saturation temperature of each fluid. The variations in pres-
sure which, according to Fig. 7.6(b) are limited to a 1.5%, affect this saturation
temperature. These variations have consequences in the heat transfer performance,
as described in Chapter 5. Figure 7.6(a) also indicates that the propane (tube-side)
reaches full condensation, and R134a (shell-side) is fully evaporated.

In addition to the profile solutions, some integral results are of interest for quan-
tifying the performance. These results are useful for comparing the maldistributed
cases in Section 7.4. In particular, three responses are studied:
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Figure 7.6: Profile solution for the reference homogeneous case

• Total heat duty Qref=449.92 kW

• Tube-side pressure drop ΔpT,ref=3.184 kPa

• Shell-side pressure drop ΔpS,ref=6.161 kPa

7.4 Tube-side maldistributed cases

Two cases with flow maldistribution in the tube-side are studied in this section,
as described in Fig. 7.1, according to the flow distribution profile proposed in Sec-
tion 7.2.2 and two models for the evolution of the shell-side stream. First, no
interaction between the channels is considered, and they are assumed to be inde-
pendent in Section 7.4.1. Finally, the results of a second model which incorporates
an equal outlet pressure constraint are presented in Section 7.4.2.

7.4.1 First model. Independent channels

A first approach for evaluating the effects of maldistribution consists in solving
the governing Eqs. (7.1) and (7.2) for each layer separately with no interaction
between them. In particular, a homogeneous distribution is assumed for the shell-
side stream, and flow maldistribution is considered for the tube-side according to
the profile given by Eq. (7.7). For simplicity, a case with N=2 layers is studied
first and is later extended in a parametric analysis.

Study case: μT=0.2 and N=2 layers

Figure 7.7 presents profile solutions for a case characterized by a maldistribution
coefficient μT=0.2 and only two layers for both the tube- (red, warm) and shell-side
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(blue, cold) streams. This means that 60% of the total tube-side flow go through
the inner layer and the rest (40%) in the outer layer.
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Figure 7.7: Profile solutions of the first maldistribution model for a case with
μT = 0.2 and N = 2 layers

The consequences of maldistribution in the energy balances are illustrated in
the temperature profiles in Fig. 7.7(a). When the flow is maldistributed between
two layers, both subunits are unbalanced in terms of heat capacity flow rate. Then,
in the inner layer the tube-side exits as a two-phase mixture, while in the outer
layer, full condensation is reached. As a consequence, the heat duty in each layer
is different as Eq. (7.8) indicates. This value for the total heat duty is 3.95% lower
than the reference corresponding to the homogeneous case studied in Section 7.3.

Qinner = 226.50 kW
Qouter = 205.64 kW

}
Q = Qinner +Qouter = 432.14 kW (7.8)

Regarding the momentum balance equation, the pressure profiles illustrated in
Fig. 7.7(b) indicate some differences between the layers. In the case of the tube-
side, the pressure drop is larger in the inner layer, due to larger flow rate. Since
this stream is maldistributed, this difference in pressure drop is allowed, since they
can be the original cause for maldistribution (Mueller and Chiou, 1988).

Some pressure differences are also observed for the shell-side stream. In this
case, since this flow is homogeneously distributed, the differences in pressure drop
cannot be too large for a steady-state analysis. These differences are given in
Eq. (7.9), representing 13.9% of the reference value (ΔpS,ref=6.161 kPa).

ΔpS,inner = 6.231 kPa
ΔpS,outer = 5.373 kPa

}
ΔpS,inner −ΔpS,outer = 0.858 kPa (7.9)

At first sight, equal pressure drop is expected in steady-state because the differ-
ent channels are connected at both inlet and outlet. However, there is experimental
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7.4. Tube-side maldistributed cases

evidence (Chandraker et al., 2002) of pressure differences between parallel chan-
nels in the outlet header in the order of a few times the inertial term G2/ρ. In this
case, these inertial terms are (G2/ρ)S,inner=0.251 kPa and (G2/ρ)S,outer=0.094 kPa.
Then, for this particular case, the pressure differences in the shell-side could be
acceptable for a steady-state analysis.

Parametric analysis

Extending this model to N layers, a parametric analysis on μT is presented in
Fig. 7.8 in terms of (a) variations in the heat duty and (b) differences in the
shell-side pressure drop. A maximum maldistribution coefficient of μT = 0.4 is
considered, and the differences in the tube-side pressure drop are disregarded since
this stream is maldistributed.
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Figure 7.8: Parametric analysis on μT and number of layers for the independent-
channels model

The evolution of heat duty, presented in Fig. 7.8(a) is not influenced by the
number of layers considered (N). This results is expected, since the different inde-
pendent subunits do not interact with each others. In all cases, the performance is
further reduced when increasing the maldistribution coefficient, up to a maximum
reduction of 39.44 kW, that is a 8.77% of the reference value.

In the case of Fig. 7.8(b) the situation is different, where differences in shell-
side pressure drop are strongly dependent on N . This pressure drop depends on
both the mass flow rate (which in the shell-side is uniform) and the heat flux. In
a heat exchanger, this heat flux is influenced by the heat capacity flow rate in
the other stream, that is the tube-side. As a consequence, the differences in ΔpS
are strictly related to the differences in the tube-side flow rate ṁT . According to
the flow distribution profile proposed in (7.7), these differences are proportional
to 1/N . This condition is reflected as an asymptotic behavior in Fig. 7.8(b), and
the results are indistinguishable for N > 50.
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Chapter 7. Flow maldistribution

This parametric analysis indicates that these differences in ΔpS increase with
μT and asymptotically also with N . In general, they can result much larger than
the inertial term G2/ρ =0.251 kPa that could be expected inside the header.
This means that these differences cannot be allowed in a steady-state analysis,
providing the motivation for incorporating some interaction between layers related
to pressure drop, as proposed in Section 7.4.2.

7.4.2 Second model. Pressure-coupled channels

The results from the first model presented in Section 7.4.1 predict large differ-
ences in the shell-side pressure drop which cannot be allowed in a steady-state
description. A more complete model must account for the coupling between chan-
nels: since they are all connected at both inlet and outlet headers, a homogeneous
shell-side pressure drop constraint is incorporated, as given by Eq. (7.10).

ΔpS,j = constant = ΔpS ∀j = 1, . . . , N (7.10)

It should be remarked that this steady-state pressure drop is not necessarily
equal to the reference value for a homogeneous flow distribution and in the general
case ΔpS �= ΔpS,ref . In order to evaluate the new pressure drop incorporating this
constraint, some other conditions must be relaxed. In particular, the shell-side
mass flow is expected to redistribute between the channels with a profile that is
unknown a priori.

Then, this problem has a total of N + 1 unknowns: the pressure-drop level
ΔpS and N values for ṁS,j. In order to obtain the values for these variables, the
same number of algebraic equations is required for solving the system. As in any
pressure-driven flow system, the steady-state solution is given by the intersection
of internal and external pressure-drop characteristic curves Δp(ṁ). In other words,
a solution is reached when the pressure difference provided by the external pump
or other device compensates exactly for the pressure drop in the channel.

The internal characteristic pressure-drop curve for gas-liquid flow depends on
both the mass flow rate ṁS,j and the imposed heat flux. For a given geometry and
inlet conditions, the heat flux in a HE depends on both tube- and shell-side mass
flow rates. This situation is represented by a set of N equations as follows, where
φint is the internal characteristic of the system.

ΔpS,j = φint (ṁT,j, ṁS,j) (7.11)

Figure 7.9 presents the evolution of ΔpS according to the internal characteristic
function φint respect to (a) both flow rates and for individual variations in (b) ṁS,j

and (c) ṁT,j , at selected constant values of the other stream flow rate. A more
detailed resolution is provided around the reference values.

For some values of ṁT,j (which represents the heat flux for shell-side), a
slightly N -shaped curve is noticed in Fig. 7.9(b). In particular, this is noticed
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Figure 7.9: Evolution of shell-side pressure drop respect to tube- and shell-side
mass flow rates, representing the internal characteristic pressure drop curve φint

for ṁT,j = 0.5ṁT,ref and ṁS,j ≈ 0.5ṁS,ref . This N -shaped curve implies that the
same pressure drop can be obtained with three different values of the shell-side
flow rate, thus providing a necessary condition for Ledinegg instability (Kakaç and
Bon, 2008). In addition, this condition might represent a possible cause for flow
maldistribution for the shell-side, since different layers can have different flow rate
with the same pressure drop.

Increasing the tube-side flow represents an increase in the heat flux for the
shell-side. Then, the vapor content is increased, giving a larger pressure drop, as
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represented in Fig. 7.9(c). After reaching full evaporation, ΔpS remains roughly
constant because the heat exchanger efficiency is close to 100% and therefore the
heat flux cannot be further increased.

The external characteristic relation between ΔpS and ṁS is given by the flow-
driving device and consider only the total mass flow rate, disregarding the parallel-
channels configuration. This situation, represented by Eq. (7.12), provides the
additional equation required for solving the system.

φext

(
ΔpS,

N∑
j=1

ṁS,j

)
= 0 (7.12)

Three extreme functional forms for φext are sketched in Fig. 7.10. On the one
hand, an extreme case would be (a) the use of high and low pressure tanks, thus
providing a constant ΔpS, independent of the flow rate. On the other hand, the
opposite extreme is given by (b) a constant flow. This situation would be achieved
if the exchanger is part of a large system where the total pressure drop is dominated
by other components, such as an expansion valve. Then, with the same mass flow
rate for all processes, this results independent of ΔpS. An intermediate situation
is found in case that (c) a pump is used as a driving force and the pressure drop
is given mainly by the exchanger.

(a) Pressure tanks (b) Process (c) Pump

Figure 7.10: Three example cases of external pressure drop characteristic curve

In this section the constant mass flow rate scenario, represented by Fig. 7.10(b),
is selected, because it is considered to be applicable to a large number of practical
situations. In particular, for refrigeration processes, the overall pressure drop is
largely dominated by the expansion valves, who regulate the flow rate and therefore
it is constant respect to the operation of the heat exchanger.
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7.4. Tube-side maldistributed cases

With all these considerations, this model can be solved following these steps:

1. Given the tube-side flow distribution profile ṁT,j, a set of N curves ΔpS,j as
a function of ṁS,j can be obtained individually for each layer from Eq. (7.11)
or Fig. 7.9. Some examples are indicated in Fig. 7.9(b).

2. These curves can then be added for developing a curve of total mass flow
rate as a function ΔpS, representing the internal characteristic φint of the
heat exchanger.

3. The solution is given by the intersection of the internal and external charac-
teristic curves. In this case, a constant flow line is selected. This intersection
gives the solution for the values of ΔpS and the total shell-side flow.

4. Finally, once ΔpS is known, the shell-side flow rate in each layer can be
evaluated from the individual internal characteristic (φint) curves obtained
in the first step.

This procedure is first applied to a case with μT= 0.2 and N=10 layers, and
later extended in a parametric study.

Study case: μT=0.2 and N=10 layers

Figure 7.11 presents the results for this study case in terms of (a) flow distribution
and (b) temperature profiles for the inner (j=1) and outer layer (j = N).
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Figure 7.11: Results for the coupled-channels model. Study case: μT=0.2 and
N=10 layers.

Observing Fig. 7.11(a), it is noticed that less shell-side flow goes through the
inner layer (with the larges tube-side flow) than in the others. This situation arises
because the largest tube-side flux represents the highest heat flux and frictional
effects. As a consequence, the vapor content on the inner layers is increased,
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and the opposite occurs in the outer layers. Similar consequences can be drawn
observing Fig. 7.11(b), which indicates that full evaporation in the shell-side is
reached in the inner layer, while in the outlet layer, the shell-side fluid exits at
saturation temperature in z = 0.

This secondary maldistribution in the shell-side is opposite to the tube flow
profile: the shell-side flow is larger in the layer where the tube-side flow is lower. As
a consequence, the heat exchanger is further unbalanced in terms of heat capacity
flow rate. Then, the heat transfer performance is further reduced, and the heat
duty is 33.35 kW (7.41%) lower than the reference case. This reduction is rougly
twice as large as the one predicted by the first model (independent channels)
presented in Section 7.4.1.

In addition to the reduction in heat transfer performance, the shell-side pres-
sure drop has also been reduced by this secondary maldistribution resulting in
ΔpS=5.6 kPa, that is a 9% lower than the reference homogeneous case. It should
be reminded that in this example, it was assumed that the total mass flow rate
is constant for any value of ΔpS. This assumption is strictly valid only within
certain operating range. For refrigeration processes, this range is indeed large,
since the overall pressure drop is dominated by other equipment. Nevertheless,
in the general case, this assumption should be reviewed in view of the variations
observed in ΔpS.

Parametric analysis

The results from a parametric analysis respect to the maldistribution coefficient
μT and the number of layers N is presented in Fig. 7.12 for the evolution of (a)
the total heat duty and (b) the pressure drop in the shell-side stream.
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Figure 7.12: Parametric analysis on μT and number of layers for the coupled-
channels model

Increasing the maldistribution coefficient μT , a larger reduction in the heat
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7.4. Tube-side maldistributed cases

duty is observed in Fig. 7.12(a). Although this result is dependent on the number
of layers, they approach asymptotically to a single-curve, since the differences
are negligible for N > 10. The maximum reduction observed in heat duty is
of 72.84 kW (16.2% of the reference value), that is roughly twice as large as
predicted by the first model. This larger effect in the heat transfer performance is a
consequence of the secondary maldistribution in the shell-side stream. In addition,
while the first model (independent channels) predicts the same heat duty for any
number of layers, the situation is different for this second model which takes into
account the pressure-coupling between channels. This situation is further studied
in Section 7.4.3.

The shell-side pressure drop is also reduced with increasing μT and number of
layers, with a minimum value of 4.924 kPa, that is 20.08% lower than the reference
value. This result can be explained by analyzing the internal characteristic pressure
drop curves presented in Fig. 7.9. In particular Fig. 7.9(c) presents the dependence
of ΔpS on ṁT at a constant shell-side mass flow rate. For example, consider the
case of ṁS,j = ṁS,ref . On the one hand, a reduction of 10% on ṁT from its
reference value, produces a reduction on ΔpS of 0.788 kPa. On the other hand,
a similar increase of 10% produces a much smaller change in ΔpS, increasing it
in only 0.071 kPa. These differences in ΔpS must be fixed by a re-distribution of
shell-side flow, and the final value for ΔpS is stabilized at an intermediate value
between both extremes. Since the effect of reduction in ΔpS is larger, this final
value is lower than the original reference value.

7.4.3 Comparing both models

Each of the above models presents some advantages and disadvantages. On the
one hand, the first model (independent channels) is rather simple and provides a
straightforward solution, although it predicts unrealistic pressure differences. On
the other hand, the second model (coupled channels) account for the equal-pressure
coupling between channel and is more computationally intensive since it implies
the construction of an internal characteristic response surface as in Fig. 7.9(a).
Therefore it is important to establish the applicability range of the first model and
the differences between both approaches.

The predicted reduction in heat duty according to both models is compared
in Fig. 7.13 in a parametric study of the maldistribution coefficient μT . Since the
results of the second model, discussed in Section 7.4.2 depend on the number of
layers, two extreme cases are presented: N = 2 and N = 100. At this point
it should be reminded that these results are asymptotic and the differences are
negligible for N > 50.

The first conclusion that can be drawn from Fig. 7.13 is that in all cases a
reduction in the heat transfer performance is observed, and the second model
predicts a larger effect, as a consequence of the secondary maldistribution. In this
study, the results are compared respect to the predictions of the second model
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Figure 7.13: Schematic of a counterflow shell-and-tube heat exchanger

with the larger number of layers, since these can be considered the most reliable
ones as this is the most complete model.

In this context, it is observed in Fig. 7.13 that these reference predictions are
roughly twice as large as those of the first model. In order to quantify this relation,
the average of the ratio between both prediction over the range 0 < μT < 0.4
is presented in Eq. (7.13). This value of 2.0955 indicates that, in average, the
most reliable results for the reduction in performance are 110% larger than those
predicted by the simple independent-channels model. This large difference, related
to the occurence of a secondary maldistribution in the shell-side, is rather large
and should discourage the use of this first model, described in Section 7.4.1.

Average of

(
Qref −Qsecond model, 100 layers

Qref −Qfirst model

)
= 2.0955 (7.13)

Focusing then on the use of the second model (pressure-coupled channels), it
is interesting to investigate the dependence of the results on the selected num-
ber of layers. As stated earlier in this chapter, the flow distribution profile given
in Eq. (7.7) presents a slight dependence on the number of layers N as a conse-
quence of the integration procedure in the setup of a layers scheme discussed in
Section 7.2.2. The differences in the flow rate of two neighboring layers is propor-
tional to μ/N2. Then, as the number of layers becomes larger, these differences are
smaller. The consequences in heat transfer performance, presented in Fig. 7.12(a),
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indicate that an asymptotic behavior is noticed and a number of layers N ≥ 20 is
large enough to consider a converged solution.

In this framework, the error introduced by the use of an unconverged solution
is investigated. The two extreme curves presented in Fig. 7.13 present very similar
results for low values of μT , and they deviate notoriously for μT > 0.2. In average,
as presented in Eq. (7.14), the predicted reduction in heat duty using 100 layers
is 13.15% larger than with only 2 layers. This deviation present a minimum value
of 6.8% for μT = 0.06 and it increases with the maldisitrubion coefficient beyond
this point.

Average of

(
Qref −Qsecond model, 100 layers

Qref −Qsecond model, 2 layers

)
= 1.1315 (7.14)

Although this difference can be considered acceptable in view of the inherent
uncertainties of the empirical models, it is important to remark that there is no
significant advantage in the use of few layers. Analyzing the solution procedure
described in Section 7.4.2, it can be concluded that the largest contribution to the
total computational cost is given by the evaluation of the internal characteristic
curve of the shell-side pressure drop as a function of the shell-side flow rates which
depends on the tube-side flow in each individual layer, as given by Eq. (7.11) and
represented in Fig. 7.9(b).

In principle, since an individual characteristic curve must be obtained for each
layer, selecting N = 2 instead of N = 100 might represent a considerable sim-
plification. However, in the practical application of this procedure, the best per-
formance is obtained by first constructing a response surface as in Fig. 7.9(a),
reducing the online computation stage to arithmetic operations on the basis of
these precomputed results, avoiding a new solution of the governing differential
equations. Therefore in practice, the complexity of handling 100 layers is very
similar to that of only two, and this simplification is not justifiable.

7.5 Discussion

Two different models were presented Section 7.4 for describing the consequences of
flow maldistribution on the thermal performance. The major difference between
them is given by the considerations regarding the pressure drop in each individual
channel. While the first model assumed the parallel channels to be independent
on each other, the second one imposed an equal pressure drop boundary condi-
tions. In general, when these models where compared in Section 7.4.3, the second
formulation was considered to be the most accurate one. However, they were not
compared against experimental data, due to the general lack of empirical informa-
tion in two-phase flow systems. For this reason, a suitable discussion is included
in the present section.
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In a steady-state description, the equal pressure drop condition seems rather
reasonable. However, in practice strictly stationary conditions are not achieved,
and some differences in the order of the inertial terms have been observed. In
addition, the analysis of plate headers described in Section 7.2.1 indicates that in
fact the inlet and outlet pressure in each tube are not identical. Therefore, some
small differences in the pressure drop must be allowed. Nevertheless, the approach
selected in this analysis should be further investigated.

On the one hand, it is advised from this analysis that future experimental
setups should include measurements inside the headers. Although this situation
can be difficult to achieve in practice for compact geometries, it might contribute
to a breakthrough in the modeling capabilities.

On the other hand, CFD analysis might help to determine the extent of these
differences, and whether they can be completely arbitrary or not. In other words, it
can be investigated if perhaps a given pressure profile is established or, as assumed
in this chapter, the individual pressure drops are completely independent on each
other.

7.6 Summary

Heat exchanger used in industrial applications require large heat transfer surface
areas. For this reason, the usual geometries employ a parallel-channels configura-
tion, allowing the construction of compact equipment, but also leading to problems
related to flow maldistribution. In many scenarios the flow distribution can devi-
ate from design conditions (Mueller and Chiou, 1988), in particular for two-phase
flow, with possible negative consequences in the overall heat transfer performance.

While extensive research has been devoted to the single-phase problem, from
the pioneer work by Fleming (1967), current models for two-phase flow fail to
account for all relevant phenomena. In particular, all of them are based on energy
balances, disregarding the pressure coupling between parallel channels connected
at both ends. The heat exchanger model evaluated in this chapter, described in
Section 7.1 considers coupled momentum and energy balances for each stream,
on the basis of the macroscopic model described in Chapter 5, with an imposed
distribution profile.

Traditional flow distribution profile models have been focused upon the design
of plate-type manifolds. In this context, theoretical models were developed for
plate-heat exchanger assuming single-phase flow with constant physical properties,
as reviewed in Section 7.2.1. In this chapter, a shell-and-tube geometry is studied.
Taking into account radial symmetry, a layers-approach is proposed as in Fig. 7.5
for condensing similar channels into groups, avoiding the need of evaluating each
individual channel, since the number of tubes can be rather large. In addition, a
maldistribution coefficient μ is defined as in Eq. (7.5).

In this context, three cases are analyzed, as indicated in the diagram in Fig. 7.1:
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one homogeneous which serves as a reference solution case and two scenarios with
flow maldistribution in the tube-side. Two different models are considered for the
flow maldistribution: independent channels and pressure-coupled channels.

In the first model, presented in Section 7.4.1, the governing equations are solved
for each layer separately with no interaction, initially for a study case with only
two layers and later extended in a parametric analysis. This model predicts that
the heat transfer performance is reduced in all cases, up to maximum value of
roughly 8% in the selected range. The major limitation of this model is that large
differences in the shell-side pressure drop are observed. In a steady-state analysis,
very small pressure differences can be allowed, related to inertial effects. This
situation then provides the motivation for incorporating some interaction between
parallel channels.

Then in the second model, Section 7.4.2, an equal pressure drop constraint is
incorporated. In order to allow for this imposed constraint, some other conditions
must be relaxed. In particular, the shell-side flow rate is expected to redistribute,
according to the intersection of both internal and external pressure drop charac-
teristics curves. In particular, a constant mass-flow rate scenario was considered.
This condition produces a secondary maldistribution in the shell-side, which fur-
ther reduces the heat transfer performance up to a maximum of approximately
16% for the same range.

Comparing both models, the first one is simple and straightforward, while the
second is more complex in particular for the determination of the flow redistri-
bution profile in the shell-side. In addition, the first model predicts unreasonable
differences in the pressure drop, while the second one account for this constraint
and predicts a secondary maldistribution. Analyzing the results in terms of heat
transfer performance, the second model predicts a reduction roughly twice as large
as the independent-channels approach. With these considerations, the use of the
coupled model with a sufficiently large number of layers is recommended for two-
phase heat exchanger applications. The use of few layers is not justifiable by
a reduction in complexity, since this simplification is not significant in practice.
Similarly, the use of the independent-channels model is discouraged because the
predictions in heat transfer performance and pressure drop are not realistic.

169



Chapter 7. Flow maldistribution

170



Chapter 8

Partial flow mixing

� In this short chapter, a homogenization approach is proposed for the anal-
ysis of multiple-channel heat exchangers, based upon the representation in terms
of layers previously presented in Chapter 7. This technique consists basically on
a weighted averaging procedure. In this framework, the effects of possible hetero-
geneities between the layers are investigated. Partial flow mixing is included in
the model considering two contributions: turbulent mass exchange and pressure-
differences driven flow.

Two numerical examples are analyzed: geometrical and mass flow rate differ-
ences between the layers. In both cases, rather intriguing flow mixing profiles are
observed. In particular, it is suggested that a larger flow rate is directed towards
the layer with larger friction characteristics. Although this result might defy first-
sight intuition, the same trend was noticed in experimental observations reported
in literature. An interesting discussion on the validity of the equal pressure drop
boundary condition is included in the analysis of these results.

In Chapter 2 the current state-of-the-art for heat exchanger modeling was re-
viewed, indicating that two effects stand out as not considered by present models.
These are the consequences of pressure drop on heat transfer performance, ana-
lyzed in Chapter 5, and the influence of partial flow mixing, which is the main
topic of the present chapter.

Traditionally, one of two extreme scenarios is considered for flow mixing in
heat exchangers. On the one hand, separated and independent channels can be
considered for flows distributed among several tubes. On the other hand, a con-
tinuous and complete mixing is usually considered as an idealization of in-shell or
external flow, as in air-heated evaporators or water-cooled condensers. In practice,
an intermediate situation between 0% (no mixing) and 100% (complete, continous
mixing), that is partial flow mixing, is most likely to occur. However, there are
currently no reports on the implementation of a predicting model to determine the
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extent of flow mixing in heat exchanger applications.

The basic idea in the present chapter is to extend the mesoscale framework
developed previously in Chapter 7, based on the description of the heat exchanger
in terms of several groups of channels, in order to incorporate the effects of flow
mixing. In this analysis, similar channels in the HE are grouped in several lay-
ers. This is an intermediate solution between a macroscopic description (only one
channel) and the individual evolution of each flow passage (hundreds or thousand
of channels), hence the term mesoscale. This approach allows for an interesting
compromise between accuracy and computational cost.

In this context, neighboring channels are allowed to interact exchanging mass,
momentum and energy in an homogenization approach as formulated in Sec-
tion 8.1. With this formulation, the differences between layers can be incorporated
simply and straightforward. In particular, two numerical examples are presented.
First, the effects of a larger shell-side hydraulic diameter in the outer layer is stud-
ied in Section 8.2. Second, the consequences of a tube-side flow maldistribution,
is analyzed in terms of interactions between the channels in Section 8.3. Finally,
the results are discussed in Section 8.4 and a summary of this chapter is given in
Section 8.5.

8.1 A homogenization approach

Since the number of parallel channels can be rather large (hundreds or thousands)
it is not convenient to analyze each of them individually at the design stage. For
this reason, usually a few representative channels are considered instead. These
could be selected based upon geometrical criteria (for example inner and outer
channels) or the expected heat and/or flow distribution (for example an average
channel and the one with the largest heat flux). In any case, the formulation
of the heat exchanger problem in terms of representative channels leaves out of
consideration most of the channels, which operate at some intermediate conditions.

With a homogenization approach, all channels can be included in the analy-
sis by means of proper averaging. This technique consists on modeling the heat
exchanger in terms of several layers, as sketched in Fig. 7.5 for a shell-and-tube
geometry. Each layer represents then a groups of channels (which, being closely
located, have similar operating conditions) with integrated extensive properties
like flow rate and area, and mass-averaged intensive properties like density and
velocity.

As the heat exchanger involves the simultaneous solution of two streams, two
matching sets of layers are considered. In other words, for this geometry each
layer j includes a tube-side and a corresponding shell-side flow sub-stream. In a
steady-state analysis, the problem is governed by mass, momentum and energy
balances for each of them.

For the tube-side stream, as different layers cannot mix, the mass balance
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gives a trivial results, that is a constant mass flux GT,j in each layer j. Then,
the evolution of the tube flow is is governed by momentum and energy equations,
given by Eqs. (8.1) and (8.2), respectively.

∂

∂z

(
pT,j +

G2
T,j

ρT,j

)
= −ρT,jg −

4

DhT,j
τT,j (8.1)

GT,j

∂eT,j

∂z
=

4× U

Deq,T,j

(TS,j − TT,j) (8.2)

The specific energy e includes enthalpy, gravitational and inertial terms, as in
Eq. (8.3).

e = h+ gz +
1

2
u2 (8.3)

In the shell-side there is no separating wall and neighboring layers exchange
mass, momentum and energy. As a consequence, an additional source term appears
in the balances Eqs. (8.4) to (8.6), related to cross flow rate from layer, denoted
as ṁ′

ij. Since this mixing only occurs between neighboring channels, the only
non-zero terms are for i = j − 1 and i = j + 1.

∂GS,j

∂z
=

1

AS,j

∑
i �=j

ṁ′
ij − ṁ′

ji (8.4)

∂

∂z

(
pS,j +

G2
S,j

ρS,j

)
= −ρS,jg −

4

DhS,j
τS,j +

1

AS,j

∑
i �=j

ṁ′
ijuS,i − ṁ′

jiuS,i (8.5)

∂

∂z
(GS,jeS,j) =

4× U

Deq,S,j

(TT,j − TS,j) +
1

AS,j

∑
i �=j

ṁ′
ijeS,i − ṁ′

jieS,j (8.6)

This gives a total of five differential equations for each layer, coupled with con-
stitutive equations. The empirical models for the shear stress τ and heat transfer
coefficient U have been described in previous chapters. An additional model is
required for the description of ṁ′

ij. This cross flow has been studied for flow
in porous media (Sha et al., 1984) and subchannel analysis (Todreas and Kazimi,
1990, and references therein), and several model are available for single-phase flow.

In general, there are two contributions for this cross flow. First, some mixing
between neighboring channels or layers occurs due to turbulent effects, usually
represented as a fraction β (very small, in the order of β ≈ 0.005) of the average
mass flux. The second contribution is given by mass flow driven by pressure differ-
ences between the layers. Then, if pS,i > pS,j there is a net flow from layer i to j,
according to a distributed flow resistance K . Considering these two contributions,
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the cross flow is given by Eq. (8.7), where Perij is the contact perimeter between
both layers.

ṁ′
ij

Perij
= β

GS,iAS,i +GS,jAS,j

AS,i + AS,j︸ ︷︷ ︸
Turbulent mixing

+
1

K
ρS,i

√
pS,i − pS,j

ρS,i︸ ︷︷ ︸
Pressure-difference driven

(8.7)

This model is applied to a reference case in Section 8.1.1.

8.1.1 Solution to a reference case

In this section, a reference case with only one layer is solved for comparison pur-
poses. Given the governing equations (8.1) to (8.6) and its associated constitutive
laws and physical models, the problem is completely defined by identifying the
working fluids, flow arrangement and problem parameters. Then, N sets of pa-
rameters for each layer j must be defined as in Eq. (8.8), which include inlet values
and geometrical aspects.

Problem parameters: {GT , GS,in, pT,in, pS,in, hT,in, hS,in, Dh,T , Dh,S, AT , AS}j
(8.8)

A homogenization approach is implicit in the definition of these parameters,
since they are the result of an averaging over the region they represent. The objec-
tive of this section is to study a reference case where all layers are assumed to be
identical (and therefore they can be integrated into one unique layer), establishing
the basis for Sections 8.2 and 8.3, that deal with the results of scenarios where the
homogenization approach leads to differences between the layers.

In particular, the horizontal counter-flow of condensing propane in the tube-
side (entering at 290 K and 7 bar) and boiling R134a in the shell side (280K,
4 bar) is studied and the total mass flow rates are 1.5 and 3.0 kg/s, respectively.
The geometry consists in 800 aluminum tubes, 8.0 mm in inner diameter, 0.25 mm
thickness and 5 m in length, in a 335 mm in diameter shell with a square-lattice
array (10.4 mm pitch).

Figure 8.1 presents profile solutions for this case in terms of (a) temperature
and (b) relative pressure, which represent the energy and momentum balances,
respectively. Regarding the mass balance, there is no net cross flow and both
tube- and shell-side mass flux remain constant at their inlet values. Since this is
a counter-flow arrangement, the shell-side enters in the position z = 0, and the
tube-side in z=L, i.e. z/L = 1.

The plots presented in Figs. 8.1(a) and 8.1(b) serve as a reference for compar-
ison in the following sections. In addition to these profile solutions, the total heat
duty is studied, with a reference value of Qref = 553.09 kW.
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(a) Temperature (b) Relative pressure

Figure 8.1: Profile solutions for a reference case

8.2 Shell-side hydraulic diameter

This section intends to reflect the consequences of geometrical heterogeneities in a
shell-and-tube heat exchanger. In general, these difference can be related to several
possible causes, including fabrication tolerances, corrosion or channel blockage
during operation. However, these effects cannot not be located in a particular
layer a priori and therefore a homogenization approach is not applicable for their
analysis, thus they escape the scope of this chapter.

Nevertheless, one particular geometrical heterogeneity can be identified at the
design stage. As the tube array deviates from the ideal square lattice, some differ-
ences in the shell-side hydraulic diameter Dh,S,j can occur. This constant deviation
can be identified in the most outer layer, where the proximity to the wall does not
allow the location of some tubes and therefore Dh,S,outer is slightly larger. Conse-
quently, this outer layer has less flow resistance, since Eqs. (8.1) and (8.5) indicate
that the contribution of friction to pressure drop is indeed smaller, thus providing
the conditions for cross flow in the shell stream.

An interesting exercise to understand the cross flow mechanisms that could be
expected for adiabatic single-phase flow is an analogy with an electric circuit as
presented in Fig. 8.2. The red lines (bottom) represent the inner layers (higher
resistance), and the outer layer is in blue (top, lower resistance). For a laminar flow
regime, the pressure drop is proportional to the flow rate, analog to the electric
potential and the current through a resistance.

On the one hand, in (a) a closed circuit (analog to parallel channels connected
at inlet and outlet with an equal pressure drop boundary condition) a larger current
(analog to mass flow rate) goes through the lower resistance path (blue, top). On
the other hand, if (b) the circuit is open (the pressure drop of different layers
are not related), then the channel with lower resistance would get continuously
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(a) Closed circuit (b) Open circuit

Figure 8.2: Analogy with an electric circuit: two parallel channels, bottom (red)
with larger resistance than the top one (blue).

depleted and more flow rate (analog to electric current) goes through the inner
layers, which have a larger resistance.

This boundary condition has been previously discussed in Section 7.4.1. In
principle, an equal pressure drop can be assumed in a steady state analysis, rep-
resented by a closed circuit in Fig. 8.2(a). However, some differences in the outlet
pressure have been noticed, originated by inertial effects, in the order of a few
times G2/ρ. Then relatively small pressure differences are allowed and, following
this analogy, an open circuit is originally considered as in Fig. 8.2(b), and this
model is switched to a closed circuit if the resultant differences are excessively
large.

Naturally, there are some marked differences between laminar adiabatic single-
phase flow and two-phase heat exchanger applications as the reference case ana-
lyzed in Section 8.1.1. In short, the relation between pressure drop and flow rate is
not linear. Moreover, it is not necessarily monotonic. This means that an increase
in the flow rates does not necessarily result in a larger pressure drop, as can be
observed in the slightly N-shaped curve presented in Fig. 7.9(b). Then, the flow
mixing profiles may differ substantially from those depicted in Fig. 8.2.

Figure 8.3 presents profiles solutions in the shell-side, considering two layers,
the outer one (red) having a slightly larger hydraulic diameters. A small difference
of only 1% is considered first and later extended in a parametric analysis.

According to Eq. (8.7), there are two contributions to flow mixing: turbulence
effects and pressure driven flow. The first effect gives the same flow in both
directions, and therefore leads only to a partial homogenization in momentum and
energy and does not produce a net mass exchange. Then, the mass flux profiles
presented in Fig. 8.3(a) can only be explained by the second effect, that is the
differences in pressure. In order to understand this predicted profile, the following
issues should be considered.

• Initially, in the single-phase liquid region, the pressure drop is larger in the
inner layer because its hydraulic diameter is smaller and all other flow prop-
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(a) Mass flux (b) Pressure

Figure 8.3: Profile solutions for the shell-side when Dh,S in the outer layer is
increased in 1%.

erties are equal. This pressure difference produces a net cross flow towards
this inner layer, as in the open circuit represented in Fig. 8.2(b).

• As the flow evolves downstream, the heat exchange with the tube side pro-
duces further differences between both layers. In the outer layer, with a
lower mass flow rate, the two phase region starts earlier and the vapor gen-
eration is faster. It is important at this point to remind that the frictional
contribution to pressure drop is computed follows.

4τ

Dh

= 2fL
G2

ρL
Φ2

L (8.9)

There are two opposite contributions in Eq. (8.9). First, a lower mass flux G
gives a lower shear stress following a quadratic law, representing an inertial
effect. Second, the flow is lower and the vapor generation is larger, producing
a sharp increase in the two-phase multiplier Φ2

L. In addition, the generation
of vapor results in a reduction of density and an inertial contribution to
pressure drop. Then, the overall pressure gradient is larger in the outer layer.
As a consequence, for z/L > 0.12 the scenario changes and pS,outer > pS,inner,
thus giving a net cross flow in the opposite directions, that is from the inner
towards the outer layer.

• Eventually, the inertial effect dominates over the two-phase multiplier and
for z/L > 0.37 the direction of the cross flow is once again reversed. This
situation occurs as a consequence of the N-shaped relation between pressure
gradient and mass flow rate (represented earlier in Fig. 7.9(b)), which is a
necessary condition for the occurrence of some instabilities in two-phase flow

177



Chapter 8. Partial flow mixing

(Kakaç and Bon, 2008). Finally, the mass flux at the exit is 0.05% lower in
the outer layer, that is the one with the larger hydraulic diameter, which in
single-phase flow would represent a lower flow resistance.

This numerical example presents some interesting cross flow profiles, although
it should be regarded rather as an academic exercise. Nevertheless, similar results
have been reported by Teyssedou et al. (1989) from their experiments with laterally
interconnected channels. Figure 8.4 presents mass flux profiles when a blockage is
inserted in of them, representing (a) a small and (b) a large fraction of the cross
sectional area. The two changes in direction of the crossflow are a consequence of
the N-shaped relation of pressure drop and mass flow rate, as previously discussed.

(a) Small blockage (b) Large blockage

Figure 8.4: Mass flow profiles for two laterally connected channels. Source: Teysse-
dou et al. (1989).

This study is further extended in a parametric analysis up to a 10% difference
in the hydarulic diameter in Fig. 8.5, in terms of (a) differences in mass flux, (b)
differences in outlet pressure and (c) overall heat duty, considering 2 and 3 layers.

As could be expected, the effects are larger with increases differences in Dh,S.
Nevertheless, these effects are still small with a mass flux variation up to 0.27%
and a reduction in heat duty not larger than 0.14%. From these results it can
be concluded that, for the selected range, the differences in hydraulic diameter,
although they present interesting mixing profiles, can be neglected during the
design stage.

Regarding the differences in the outlet pressure, indicated in Fig. 8.5(b), they
increase in this parametric analysis up to roughly 10% of the average value for
ΔpS. Nevertheless, this value is still less than 5 times the inertial head G2/ρ and
therefore they are allowed. Then, in this range, the assumption of an open circuit
is valid and there is no justification for changing this model to a closed circuit.
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(a) Differences in mass flux (b) Differences in outlet pressure

(c) Overall heat duty

Figure 8.5: Parametric analysis of differences in the shell-side hydraulic diameter

The inclusion of one additional layer does not alter the results significantly.
For the same heat exchanger, some internal effects are now interpreted as mixing
between layers. Then, the cross mass flux is larger, and the consequences in
heat duty are lower. The effects of partial flow mixing in heat duty are better
understood in the example described in Section 8.3, considering the consequences
of flow maldistribution.
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8.3 Tube-side flow maldistribution

This scenario is the main topic of Chapter 7 and the possible causes that may lead
to flow maldistribution were discussed there. The main objective in the current
section is to incorporate the effects of partial flow mixing according to the model
described in Section 8.1.

Following the model approach presented in Section 7.2.2, the coefficient μ,
defined as in Eq. (7.5), is used for quantifying the extent of flow maldistribution. In
addition, the flow distribution profile given by Eq. (7.7) is considered to determine
the mass flow rate in each layer j.

μ =
Gmax −Gavg

Gavg

=
Gmax

Gavg

− 1 (7.5)

ṁj =
ṁtotal

N

[
1 + μ

(
1− 2j − 1

N

)]
(7.7)

In this context, a simple case with only two layers is studied first and later
extended in a parametric analysis. In particular, a tube-side maldistribution of
μT = 0.1 is analyzed. This means that the inner-layer tube-side has a mass flow
10% larger than the average (that is 55% of total), and the outer layer 10% less
than the average (that is 45% of total). Figure 8.6 shows profile solutions for both
tube-side (red, from right to left) and shell-side (blue, from left to right) indicating
(a) temperature and (b) relative pressure for each layer.

(a) Temperature (b) Relative pressure

Figure 8.6: Profile solutions for μT = 0.1

At first sight, these profiles do not present substantial differences with those
presented in Fig. 7.7. However, in this scenario considering flow mixing, the shell-
side pressure profiles (blue in Fig. 8.6(b)) indicate the direction of the cross flow.
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In particular, as a larger tube-side flow is imposed in the inner, the heat flux to the
shell-side is larger, leading to a faster generation of vapor and increased pressure
drop. For this reason, there is a net cross-flow from the outer towards the inner
layer, exiting with a mass flux 0.87% higher than the inlet value.

This result is interesting because it contributes to the rebalancing of the heat
exchanger. As discussed in Chapter 7, flow maldistribution leads to a reduction in
the overall heat transfer performance mainly because the balance between streams,
in terms of heat capacity flow rate, is disturbed. In this context, with the inner
layer having 10% more flow than average in the tube-side and 0.87% more in the
shell-side, the imbalance between tube and shell streams (main cause for reduction
in performance) is reduced in an 8.7%.

In addition, flow mixing without net mass exchange is also known to reduce the
consequences of flow maldistribution (Kroeger, 1967). This mechanisms leads to
an homogenization in both momentum and energy by means of turbulent partial
mixing, thus reducing the negative consequences in the heat transfer performance.
In the ideal case of complete mixing, the effects of heat capacity flow imbalance par-
tially disappears and the overall performance would be less affected. The present
model considers partial flow mixing due to turbulence effects as given by Eq. (8.7).

The results for this example indicate that both layers exchange mass at a rate
of roughly 0.27 kg s-1 m-1. This means that 18% of the average mass flow rate
is exchanged in each meter and integrating this value over the entire tubelength,
90% of the shell-side mass flow rate is at some point mixed between both inner
and outer layers.

These two effects mitigate the consequences in the overall heat transfer per-
formance. For this case, the heat duty is reduced in only 5.34 kW, that is 0.97%
of the reference value. For the same operating conditions, the models presented
in Chapter 7 would predict reductions of 1.75% (independent channels, as open
circuit) and 3.5% (coupled channels, as closed circuit) in heat duty1. This result
indicates that the inclusion of flow mixing greatly attenuates the consequences in
heat duty, reducing this effect in more than 40%.

The effect on heat duty is further study in a parametric analysis, and the results
are presented in Fig. 8.7 for 2, 3, and 4 layers.

An interesting observation in Fig. 8.7 is the initial plateau for μT < 10%, as
the reduction in heat transfer performance is limited below 1%. This plateau was
not observed in the analysis presented in Chapter 7 (see Fig. 7.13), confirming the
conclusion that mixing mitigates the reduction in heat duty. This plateau indi-
cates that for low maldistributions, the differences between the layers are almost
completely eliminated by means of mass exchange in the shell side.

When more layers are considered the consequences in heat duty are further
reduced. This situation occurs mainly for two reasons. First, for a given value
of the maldistribution coefficient μT , the absolute differences between neighboring

1These values can be read from Figs. 7.8 and 7.12, respectively
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Figure 8.7: Parametric analysis of the total heat duty respect to the maldistribu-
tion coefficient for 2, 3, and 4 layers

layers become smaller. Second, as the number of layers is increased and initially
large layers are subdivided, additional mixing paths in the shell side are included.
Finally, the parametric analysis presented in Fig. 8.7 indicates that the consid-
eration of only two layers is a conservative assumption, as it leads to the most
pessimistic predictions.

8.4 Analysis of results

The key element that is incorporated in this chapter to the mesoscale modeling
framework first developed in Chapter 7 is the consideration of partial flow mix-
ing, with two contributions. First, pressure differences drive a net cross flow from
one layer to another. Second, turbulent effect produce a mass exchange between
neighboring layers or subchannels at equal rates in both directions, allowing for a
partial homogenization in terms of momentum and energy. The relative individ-
ual contribution of each mechanism becomes more clear with the analysis of two
numerical examples.

In the first example, presented in Section 8.2, the consequences of one layer
having a lower flow resistance (represented by a slightly larger hydraulic diameter)
than the others are analyzed. For this scenario, the turbulent mixing does not
play a major role because the differences between the layers are rather small.
The pressure-driven cross flow, however, produces some interesting axial mass flux
profiles. As a consequence of the non-linearities in the relation between mass flow
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rate and pressure gradient, the direction of this cross flow changes twice along
the flow length. In particular, for this boiling case, this relation is N-shaped, as
presented earlier in Fig. 7.9(b).

Following an analogy with an electric circuit, more flow goes through the layer
with the highest resistance if an open circuit is considered, and the opposite occurs
if the circuit is closed. However, since the differences in outlet pressure are small
and acceptable in a steady-state analysis, there is no motivation to replace the
model into a closed circuit. Extending this study in a parametric analysis, the
effects are larger with increases differences in the hydraulic diameter. Nevertheless,
the consequences in the mass flux distribution and heat transfer performance are
rather small (the changes in outlet mass flux or total heat duty are below 1%)
and then this scenario could be neglected during the design stage, despite the
interesting mixing profiles.

The second example, presented in Section 8.3, deals with the consequences of
flow maldistribution in the tube-side stream. As this topic was first discussed in
Chapter 7, the main objective in this example is to investigate the influence, if
any, of partial flow mixing in the shell-side stream. In particular, the analysis is
focused in the negative consequences in the overall heat transfer performance. It
has been discussed previously that flow maldistribution results in a reduction in
the total heat duty, mainly because of the imbalance between the streams in terms
of heat capacity flow rate. In this context, the two mass exchange mechanisms
incorporated in the present chapter have a positive influence as follows.

• Pressure-driven cross flow contributes to a heat capacity flow rate balance
between the streams, as more flow goes in the shell-side through the layer
with the largest tube-side flow. However, this effect is small, since for a 10%
maldistribution in the tube-side, only a 0.87% variation in the shell-side flow
is observed.

• Turbulent mixing reduces the differences between layers, as this mechanism
provides a homogenization in terms of momentum and energy. In the selected
example, roughly 90% of the shell-side flow is exchanged between the layers
at some point along the flow length. Although this value is relatively high,
it is far from the usual assumption of a complete and continous mixing. In
fact, less than 1% of the flow is being continuously mixed, as represented by
the turbulent parameter β.

Both effects contribute to mitigate the reduction in the heat transfer perfor-
mance. A parametric analysis presents a plateau, as the total heat duty remains
within 1% of its reference value for maldistribution coefficients in the tube side in
the range μT ≤ 10%. This plateau, which was not found in the previous analysis
described in Chapter 7, is a consequence of flow mixing. Then, for cases with
relatively low maldistribution, their consequences in the heat transfer are almost
completely dumped mass exchange due to turbulent effects.
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Finally, including a larger number of layers in the model (that is, considering a
lower number of individual tubes in each layer) further reduces the consequences
in heat duty, although the plateau in Fig. 8.7 is not affected. This last observation
seems to indicate that the most notorious effect is an increase in turbulent mixing,
while the net cross mass flow remains roughly unchanged.

8.5 Summary

Partial flow mixing is currently not included in state-of-the-art heat exchanger
models. Instead, present description consider either fully separated non-interacting
channels (as in parallel tubes), or a complete and continuous mixing as an ideal-
ization of shell-side flows. The practical situation is an intermediate case between
these two extreme scenarios. Considering the multiscale framework postulated in
thesis, see Fig. 3.5, this phenomenon can be categorized as a mesoscale effect and
is the main topic of this chapter.

The homogenization approach described Chapter 7 is extended in this chapter
in order to include the effects of flow mixing. The one-dimensional evolution of
several radial layers is described in terms of mass, momentum and energy balances.
The main contribution in this chapter is given by the inclusion of a cross-flow
between neighboring layers in the shell-side. This cross flow has two contributions:
turbulent mixing and net mass exchange driven by local pressure differences. While
the first mechanism contribute to a homogenization in terms of momentum and
energy, the second one further increases the differences between neighboring layers.

This model is applied to two examples. First, the consequences of small differ-
ences in the shell-side hydraulic diameter are studied. Second, a flow maldistribu-
tion in the tube side is postulated, and the effects on the thermal performance are
evaluated. In both examples, the results are compared to a reference case.

A larger hydraulic diameter is identified in the shell-side outer layer, since
the tube array deviates from the ideal lattice due to the presence of the wall. In
general, a larger hydraulic diameter represents a lower friction and therefore a small
pressure drop. An analogy with an electric circuit is presented and the validity of
the equal pressure drop boundary condition is once again discussed. If all channels
must have the same pressure drop (analog to a closed electric circuit), more flow is
expected to be derived towards the layer with the larger hydraulic diameter, that
is the lower friction characteristics. However, the opposite situation is expected to
occur if this boundary condition is relaxed and pressure difference within a certain
range are allowed in the outlet (analog to an open electric circuit). In addition,
the relation between pressure drop and mas flow rate in a boiling system is clearly
non-linear. In addition, it is not necessarily monotonic and therefore a larger mass
flow rate is not always related to a larger pressure drop.

With all these consideration, some interesting flow mixing axial profiles are
observed in the example described in Section 8.2. These profiles follow the trend
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of experimental observations reported in the open literature. Nevertheless, the
overall consequences in the thermal performance are very small in the selected
range. Therefore, this phenomenon can be disregarded at a first stage of design.

The consequences of a flow maldistribution in the tube-side were studied in
Section 8.3. While this is the main topic of Chapter 7, it was observed that partial
flow mixing has a positive effect, attenuating the negative impact on the total heat
duty. In fact, both flow mixing mechanisms contribute towards this effect. On the
one hand, as the shell-side pressure drop is larger in the layers with the larger
tube-side flow rate (that is, the larger heat flux), the net crossflow contributes to
reduce the imbalance in terms of heat capacity flow rate, which is the main cause
for the reduction of performance. On the other hand, turbulent mixing produces
a partial homogenization of temperature, velocities and densities. A parametric
analysis presents an initial plateau. This means that for low maldistributions in
the tube-side (roughly up to μT = 0.1), the overall thermal performance remains
basically unaffected.

The results presented in this chapter lead again to an open question regarding
the validity of the equal pressure drop boundary condition. As the pressure dif-
ferences observed in these examples were small (in the order of the inertial term
G2/ρ), this condition was relaxed. Further research is needed at both experi-
mental and modeling levels in order to clear identify under which conditions this
requirement must be imposed.
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Part IV

Micro-scale framework
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Following the multiscale description presented in Chapter 3, some elements
of modeling and simulation at microscopic level are presented in this part. The
previous formulations presented in parts II and III considered the evolution of
intube flow only in terms of lumped parameters that represent the interaction
with the surrounding fluid. In other words, the longitudinal evolution of two-
phase flow has been so far described in terms of a mass flux G, pressure p and
specific enthalpy h, thus accounting for mass, momentum and energy balances.
Furthermore, the heat transfer coefficient was hitherto evaluated using empirical
correlations in terms of these three variables.

A microscopic analysis is presented in this part, based on a phenomenological
description of diabatic gas-liquid flows, following a multifluid formulation. In other
words, this analysis is focused on the different physical phenomena that determine
the individual evolution of each phase.

As discussed in Chapter 3 the vapor contents in boiling and condensing flows
is constantly changing, leading to the formation of different flow patterns. An
accurate description at a microscopic levels must account for the different flow
regimes. In this context, and considering the most relevant patterns for heat
exchanger applications, Chapters 9 and 10 deal with heat transfer in the annular-
mist and post-dryout flow regimes, respectively.

Chapter 9 deals with heat transfer in the annular-mist flow regime for two-
phase heat exchanger applications. Special emphasis is placed on understanding
the physical phenomena leading to the occurrence of dryout, resulting in a large
reduction of the heat transfer coefficient. A three-fluid model is proposed for de-
scribing the individual evolution of the vapor core, liquid film and liquid droplets.
Good agreement is observed with experimental observations from the open lit-
erature, analyzed in terms of the dryout quality. In addition, partial dryout in
horizontal flow is studied, considering the film to be thicker at the bottom than
the top due to gravitational effects.

The post-dryout flow regime is the main topic in Chapter 10. This chapter
then comprises the continuation of the analysis of annular-mist flow presented in
Chapter 9. Following the same methodology, a two-fluid formulation is postulated
for describing the individual evolution of liquid and gas phases. This approach
allows to extend the current experience from power-controlled systems into HE
applications. The main aim of this chapter is to predict the heat transfer coefficient
in this liquid-deficient regime. For this purpose, the different underlying physical
phenomena should be understood and included in the model. These effects include:
wall-to-gas heat transfer, droplet collisions against the hot wall, evolution of the
droplet size, among others. Selecting proper constitutive relations, these effects
are included in the phenomenological description. Validation results in terms of
wall temperature profiles are presented for water and other fluids. In addition, a
discussion regarding possible future improvements is included.
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Chapter 9

Heat transfer in the annular-mist
flow regime

� The annular-mist is the dominant flow regime in two-phase heat exchanger
applications and is the main topic of the present chapter. Throughout this forced
convection- dominated flow regime, the boiling heat transfer coefficient is very
large. This situation changes drastically when the boiling crisis known as dryout
occurs and the wall is no longer wetted by the liquid phase. Considering this
scenario, the main objective in this chapter is to understand the physical phenom-
ena leading to the occurrence of dryout and to develop a model for predicting the
critical quality.

A steady-state three-fluid model is proposed, thus allowing to account for the
individual evolution of the vapor core, liquid film and liquid droplets. State-of-the-
art models are selected for the constitutive relations. This model was validated
with 81 experimental data points from literature for water and hydrocarbons, pre-
dicting the dryout quality with an RMS error of 13.7%. In general, the water
data provided the best results, within ±10% in all cases. Based on this model, a
parametric analysis is presented, thus investigating the influence of heat and mass
flux, diameter and pressure in the dryout quality. Finally, partial dryout in hor-
izontal flow is studied, resulting in good agreement with experimental data from
literature.

As discussed in Section 3.3.2, the structure of intube two-phase flow can be
characterized by some distinguishable regimes, including bubbly, slug/plug, strat-
ified, annular flow. Their occurrence depends on the tube geometry, mass flux and
vapor content, which for the case of boiling and condensation systems is continu-
ously evolving. The identification of the flow pattern represents a key element for
bridging the different scales and reconstructing the microscopic flow structure from
larger-scale observations. In particular, the annular-mist flow pattern is found in
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Chapter 9. Heat transfer in the annular-mist flow regime

a wide range of operating conditions (Ishii and Hibiki, 2006) and is particularly
relevant for heat exchanger design (Wattelet, 1994). The presence of a thin liquid
film adjacent to the tube wall provides large heat transfer rates. However, this
performance is deteriorated with the occurrence of dryout given by the depletion
of this film. This boiling crisis might have serious consequences, such as:

• Large reduction of the boiling heat transfer coefficient (HTC), given the
lower thermal conductivity of the vapor phase. While in power-controlled
systems, like nuclear reactors, this crisis is followed by a large increase in
the wall temperature leading to the meltdown or mechanical failure of the
tube material, such is not a concern in heat exchanger applications, which are
temperature-controlled systems. Then, in a heat exchanger the consequences
of dryout are observed in terms of a reduction in the heat duty, that is the
total heat transferred.

• As dryout occurs at a quality somewhat lower than unity, some liquid may
be present at the outlet in spite of the bulk vapor being overheated. This
situation presents a mechanical issue for other equipment in a refrigeration
cycle, since most compressors do not accept gas-liquid mixtures in the inlet.
For this reason, some modifications in the process might be required such as
the inclusion of a separator, or the specification of a minimum overheating
that results in a demanding constraint for the heat exchanger design.

The occurrence of dryout is then a highly relevant transition for heat exchanger
design. An accurate prediction of this phenomenon involves a deep analysis of
the thermal and hydrodynamics of the annular-mist flow regime. The historical
development of theoretical models for annular-mist flow is summarized in Fig. 9.1

Early theoretical models, dating back nearly one century to the pioneer works
by Nusselt and others, assume that the liquid phase flows as a thin smooth film at
the wall with a vapor core covering most of the tube cross-sectional area. These
simple models fail to predict overall effects such as heat transfer and pressure
drop. Moreover, the film thickness predicted by these methods differs largely from
experimental observations.

Nearly half a century later, with the worldwide growth of nuclear power plants
in the 1960s, extensive research has been focused on the development of more
realistic models. A major breakthrough during these years was the consideration
of part of the liquid carried away by the gas core, flowing as entrained droplets,
although the physical mechanisms leading to this phenomenon were not identified
until some fifteen years later. In this framework, large proprietary experimental
databases were constructed for this entrained fraction in equilibrium conditions for
air-water and steam-water systems. Nevertheless, this approach is not applicable
to diabatic flows, since the heat and mass transfer processes lead to the continuous
evolution of the distribution of both phases, in a non-equilibrium scenario.

192



Early models:
Film + vapor

Models developed in the 1960s:
Film + vapor + droplets
Constant entrained 
fraction of droplets

Current models:
Film + vapor + droplets
Entrainment + depositionfilm

film

film

film

film

film

vapor

Figure 9.1: Historical evolution of annular-mist flow models

Finally, individual entrainment and deposition rates were incorporated to this
framework, allowing the analysis of departure from equilibrium conditions. In this
context, multi-fluid formulations, first reported by Saito et al. (1978), study the
individual evolution of each flow field (droplets, film and vapor) with empirically-
based constitutive models to account for their interaction in terms of mass, mo-
mentum and energy exchange. The selection of the most adequate constitutive
model represents the most sensitive point of this formulation (Jiao et al., 2009).

This framework was extended by later authors with different degrees of suc-
cess to incorporate transient one-dimensional annular flow (Sami, 1988; Sugawara,
1990), hydraulic jump in stratified horizontal flow (Stevanovic and Studovic, 1995),
droplet number density (Alipchenkov et al., 2004) and multidimensional analysis
(Kishore and Jayanti, 2004; Mitsutake et al., 1990). In addition, four-field two-fluid
models, reviewed by Lahey and Drew (2001) and Lahey (2005) consider dispersed
and continuous liquid and vapor flows, and are used for multidimensional direct
numerical simulation.

In general, the most satisfactory results have been obtained for the analysis of
Critical Heat Flux (CHF) for high heat and mass flux conditions, characteristic
of nuclear reactor applications, as recently reviewed by Jiao et al. (2009). These
operating conditions present two main differences respect to heat exchanger ap-
plications: the relative importance of the mass transfer mechanisms and the Axial
Power Distribution (APD).

The first condition can be explained by analyzing a simple one-dimensional
mass balance for the liquid film as in Eq. (9.1), first proposed by Whalley et al.
(1974), where the subscripts dep, ent and evap stand for deposition, entrainment
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Chapter 9. Heat transfer in the annular-mist flow regime

and evaporation respectively and G and W are the axial and crossed mass fluxes.

D

4

dGF

dz
= (Wdep −Went)−Wevap (9.1)

If the heat flux is large enough, the net deposition-entrainment term can be
negligible compared to the evaporation effect. As a consequence, the CHF (that
is, the value of the heat flux that leads to boiling crisis for the given conditions)
can be accurately predicted regardless the uncertainties of the entrainment and
deposition models, although this situation does not imply that all the relevant
dryout characteristic can be predicted with the same accuracy. Then, for example,
Kawara et al. (1998) compared 9 correlations for entrainment and 11 for deposition,
ranging several orders of magnitude, and predicted the CHF within 10% accuracy
using different combinations of them. However, using the same correlations Kolev
(2007, §5-6) found large differences in the film thickness and dryout locations for
the experimental dataset of Bennett et al. (1968).

Second, the axial power distribution, which is notoriously different for heat
exchanger and reactor applications, might have a large influence in the occurrence
of dryout (Adamsson and Anglart, 2010). In general, shifting the power distribu-
tion towards the outlet results in a lower CHF, and for refrigerant in evaporator
applications might result in a 50% reduction in this value compared to a uniform
heat flux profile (Yang et al., 2006).

In this chapter, the evolution of annular-mist flow is studied using a multi-
fluid formulation, presented in Section 9.1. This approach is very sensitive to the
selected constitutive models, and the most convenient ones for heat exchanger
applications are discussed. The accuracy of the predictions given by this model
model against experimental data is investigated in Section 9.2. Two numerical
examples are presented in Section 9.3: the sensitivity of the dryout quality to the
input parameters is studied in Section 9.3.1, and the influence of the axial power
distribution is investigated in Section 9.3.2 for heat flux profiles typically found
in heat exchangers. Section 9.4 deals with the occurrence of partial dryout in
horizontal boiling flow. Finally, Section 9.5 presents a summary of this chapter.

9.1 Mathematical formulation

The present model is based on a steady-state one-dimensional analysis of boiling
flow in a round tube (although it could be easily extended to other geometries),
and it relies on the following assumptions:

• The temperature remains constant at its saturation value corresponding to
the inlet pressure, that is T (z) = Tsat(pin). As a consequence, axial conduc-
tion in the fluid and the wall are neglected. This assumption implies thermal
equilibrium and is valid until the occurrence of dryout which results in the
overheating of the vapor phase.
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9.1. Mathematical formulation

• In a one-dimensional formulation, all variables are only dependent on the ax-
ial position and in particular a uniform value for the pressure p is considered
over the cross-section.

• A representative constant value for the droplet diameter d is considered. This
is a simplification, as a wide spectrum a droplet size is found in practice. In
Chapter 10 this assumption is relaxed and the droplet diameter is allowed
to evolve downstream.

This mathematical formulation is divided into four subsections. The governing
equations for this problem are presented in Section 9.1.1. Different criteria for
determining the occurrence of dryout are discussed in Section 9.1.2. Finally, con-
stitutive models for mass transfer and shear stresses are presented in Sections 9.1.3
and 9.1.4, respectively.

9.1.1 Governing equations

As thermal equilibrium is assumed, an energy balance is implicitly accounted for.
This model considers then the axial evolution of seven variables: the volume frac-
tion αk and velocity uk for each phase represented by the subindex k = D,F,G
(D=droplets, F=film, G=gas) and the system pressure p. In order to obtain this
solution, the same number of equations is required, given by Eqs. (9.2) to (9.4) as
follows.

• Mass balances for droplets, film and gas

d

dz
(αρu)D = ĀF,G (Went −Wdep) (9.2a)

d

dz
(αρu)F = ĀF,G (Wdep −Went)−

4

D
Wevap (9.2b)

d

dz
(αρu)G =

4

D
Wevap (9.2c)

• Momentum balance for droplets, film and gas

d

dz

(
αρu2 + αp

)
D
= ĀF,G (WentuF −WdepuD) + ĀD,GτD,G − αDρDg (9.3a)

d

dz

(
αρu2 + αp

)
F
= ĀF,G (WdepuD −WentuF )−

4

D
WevapuF

+ ĀF,Gτi −
4

D
τW − αFρFg (9.3b)

d

dz

(
αρu2 + αp

)
G
=

4

D
WevapuF − ĀD,GτD,G − ĀF,Gτi − αGρGg (9.3c)
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• Closure law
αD + αF + αG = 1 (9.4)

In addition to these differential equations, some constitutive relations are re-
quired. First, the phase densities ρ are fixed at their saturation values, that is
ρD = ρF = ρL and ρG = ρV . The empirical models for mass transfer W and shear
stresses τ are described later in Sections 9.1.3 and 9.1.4. Finally, the interfacial
area densities Ā, with units of m2/m3, are given by Eq. (9.5), where d is the droplet
diameter and δ the film thickness.

ĀF,G =
π (D − 2δ)

πD2/4
=

4

D

(
1− 2

δ

D

)
(9.5a)

ĀD,G = αD

πd2/4

πd3/6
=

3

2

αD

d
(9.5b)

In a round-tube geometry the film thickness δ can be computed from the prob-
lem variables as in Eq. (9.6).

δ

D
=

1−√1− αF

2
(9.6)

Regarding the initial conditions for Eqs. (9.2) to (9.4), it is important to keep
in mind that the present model is only valid for annular-mist flow and is not
applicable for other flow regimes. Then, the initial conditions should be set at
the onset of annular flow or any other location downstream where the problem
variables are known. At this respect, extensive research, reviewed by Cheng et al.
(2008), has been focused on the prediction of the transition quality x0 which is
related to the problem variables as given by Eq. (9.7).

x0 =
GG

GD +GF +GG

=
(αρu)G∑
k (αρu)k

(9.7)

Several correlations have been proposed for this flow pattern transition, and
the two most widely used for the prediction of dryout (Jiao et al., 2009) are those
of Wallis (1969) and Mishima and Ishii (1984), given by Eqs. (9.8) and (9.9),
respectively. The first one is purely empirical, and the second one presents a
theoretical approach for this flow pattern transition, based on the destruction of
large slugs by means of entrainment or deformation.

x0 =
0.6 + 0.4

√
ρF (ρF − ρG)

√
gD/G

0.6 +
√
ρF/ρG

(9.8)

x0 =
ρG

G

[
σg (ρF − ρG)

ρ2G

]1/4 ⎡⎣ρFσ
μ2
F

√
σ

g (ρF − ρG)

⎤
⎦0.1

(9.9)

196



9.1. Mathematical formulation

Equations (9.8) and (9.9) were both developed on the basis of experimental data
for adiabatic air-water flow. Therefore, they should be avoided for the analysis
of boiling flows, since the flow pattern maps can be rather different in diabatic
conditions (Dukler and Taitel, 1986). Taking this situation into account, the flow
pattern transition model developed by Kattan et al. (1998) for boiling horizontal
flow of refrigerants is considered. The authors postulated that the onset of annular
flow occurs at a fixed value of the Lockhart-Martinelli parameter Xtt (Lockhart
and Martinelli, 1949). With a fitted value of Xtt = 0.34 this result is translated
into the quality as:

x0 =

⎡
⎣1 + 0.2914

(
ρG

ρF

)−1/1.75(
μF

μG

)−1/7⎤⎦−1 (9.10)

Another important parameter to determine the initial conditions is the en-
trained fraction at the onset of annular flow, that it how much of the liquid is
initially flowing in the form of droplets. Although the prediction of dryout is very
sensitive to this parameter (Govan et al., 1988), the available literature is rather
limited: there is no experimental data available for this variable because it is not
simple to measure, and there is little theoretical research in this area. In general,
it is empirically estimated and each author usually selects the value that best fits
their experimental data, according to their own models and constitutive equations.
In addition, rather successful results have been achieved assuming an equilibrium
value for the initial entrained fraction (Lee et al., 2000; Okawa et al., 2004).

For this problem a total of seven initial conditions are required, that is one
for each differential equation. The inlet pressure p and total mass flux G are
established as problem parameters. Furthermore, the initial quality x0 is computed
according to Eq. (9.10). The initial volume fractions αk and velocities uk are set
as equilibrium results from an adiabatic analysis, that is, without evaporation. In
other words, the governing equations are solved for adiabatic flow, restricted to
the condition expressed in Eq. (9.11), and the stationary solution is considered as
initial values.

dαk

dz
=
duk

dz
= 0 for k = D,F,G with Wevap = 0 (9.11)

9.1.2 Occurrence of dryout

The main objective of this analysis is to predict the conditions under which the
film is disrupted and stops wetting the wall. Therefore, a proper criterion for the
occurrence of dryout is essential. However, the complex structure of the liquid
film, indicated in Fig. 9.2, leads to the transient production of local dry patches
(Marathe and Webb, 2008) produced by disturbance waves, and the exact location
of dryout is difficult to determine.
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Figure 9.2: Structure of annular-mist flow indicating mass transfer mechanisms

A common approach is to assume that the film flow rate is zero or negligible
small. For example, Lee et al. (2000) specified the dryout condition when the
film flow rate is less than 1% of the initial value. However, some authors have
measured a significant film flow at the dryout point (Milashenko et al., 1989;
Ueda and Isayama, 1981). These observations imply that under some conditions
(Adamsson (2009) observed that this does not occur for large tube lengths) there
is a critical film thickness δcrit where the film may suddenly break up and dryout
occurs. Different approaches have been proposed for estimating δcrit, including:

• The use of a constant value for δcrit has been proposed by several authors for
the analysis of evaporating refrigerants in microchannels, although presenting
differences up to nearly two orders of magnitude between them. As extreme
value, Dupont et al. (2004) found the best predictions for their database
with δcrit = 0.3μm, while Saitoh et al. (2007) recommended δcrit = 15μm.
An intermediate value was suggested by Shiferaw et al. (2009) as the average
wall roughness, which in their study was δcrit = 1.3μm.

• As the disturbance waves play a major role in this boiling crisis, Revellin
et al. (2008) postulated that the critical film thickness is equal to the ampli-
tude of these waves, given by Eq. (9.12), where R is the tube radius. This
correlation predicts reasonably well experimental data for CO2 and refriger-
ants in horizontal flow in microchannels.

δcrit

R
= 0.15

(
μG

μF

)−3/7 [
gR2 (ρF − ρG)

σ

]−1/7
(9.12)

However, recalling the wavy flow structure indicated in Fig. 9.2 the value
given by Eq. (9.12) should be rather considered as an upper limit. In other

198



9.1. Mathematical formulation

words, when the film thickness is reduced below the amplitude of the waves,
local dry patches occur, but the wall can be rewetted.

• An analysis based on dimensionless groups including the influence of the wall
heat flux q′′ was presented by Chun et al. (2003). The authors proposed the
empirical formula given by Eq. (9.13) for boiling water in round-tube and
annular geometries in small channels (3mm < D < 37.5mm).

δcrit =

(
q′′

ΔhLVGF

)0.35(
1

ρG
− 1

ρF

)
μ2
F

σ
108.8(μG/μF )0.617 (9.13)

As a general comment, the above models fail to account for all relevant effects.
For example, Eq. (9.12) does not include the effect of heat flux and Eq. (9.13) is
missing the influence of the tube diameter. In addition, two lines of research can be
identified: boiling water for reactor applications and horizontal flow of refrigerants
in microchannels. Both of them present some similarities and some differences for
their application in cryogenic and LNG applications.

9.1.3 Mass transfer models

The constitutive models for Wdep, Went and Wevap are described in this section.
Extensive research has been devoted to the development of entrainment and de-
position models, as reviewed by Jiao et al. (2009), with rather successful results
in terms of the prediction of Critical Heat Flux. However, Kolev (2007, §5-6)
indicated that all correlations predicted the occurrence of dryout further down-
stream of the experimental observations, and concluded that present models tend
to overestimate the deposition and underestimate the entrainment. This result
is probably a consequence of present models being developed for adiabatic condi-
tions. In the case of boiling flows, the bubble nucleation and departure tends to
enhance the entrainment and reduce the deposition rate (Milashenko et al., 1989;
Peng, 2008).

The direct measurement of pure entrainment rates are a challenging task, since
this phenomenon cannot be physically separated from deposition1. For this rea-
son, most authors have focused their research on the modeling of equilibrium (and
developing) entrained fractions, which can be more easily obtained experimentally
and are more useful for adiabatic conditions than boiling flow. In addition, the en-
trainment rate is measured as equal to the deposition in equilibrium conditions. As
a consequence, correlations for entrainment are always connected to a deposition
model.

1The opposite situation, that is pure deposition without entrainment, can be achieved in
practice by continuously draining the film at the wall
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Droplets deposition

Experimental results for deposition of a mist flow indicate that the mass flow
rate of droplets decays roughly exponentially. For this reason, the rate of droplet
deposition is usually considered to be proportional to the liquid concentration in
the gas core CD. A deposition coefficient kdep is then defined as in Eq. (9.14).

Wdep = kdepCD (9.14)

According to this definition, kdep is measured in units of m s-1, and represents
the average radial velocity at which the droplets are deposited from the gas core
due to turbulent diffusion. The values of kdep are much lower for high-pressure
steam-water flows than in low-pressure air-water, mainly due to the reduced surface
tension (Hewitt, 1982). In addition, several authors found a slight dependence of
this coefficient on the droplet concentration. In this context Hewitt and Govan
(1990) collected experimental data for air-water and steam-water systems from
different sources as in Fig. 9.3 and proposed the correlation given by Eq. (9.15).

kdep

√
DρL

σ
=

{
0.1815 if CD/ρG < 0.3

0.083 (C/ρG)
−0.65 if CD/ρG > 0.3

(9.15)

Considering the large scatter present in the experimental data, represented by
the typical error bar indicated in Fig. 9.3, and the lack of a physical basis for the
above discontinuity, Okawa et al. (2002) proposed a single-line correlation based
on the same experimental data, as in Eq. (9.16).

kdep

√
DρL

σ
= 0.0632

(
CD

ρG

)−0.5
(9.16)

Equations (9.15) and (9.16) have approximately the same accuracy either one
of them can be used. It is also observed in Fig. 9.3 that the experimental uncer-
tainties, represented by the typical error bar, exceed 30%, and the scatter in the
data is at least twice this value.

Droplets entrainment

Ishii and Grolmes (1975) identified the disruption of disturbance waves as the
main mechanism for entrainment. The authors proposed an inception criteria for
droplet entrainment, considering a critical gas superficial velocity jG,crit, correlated
with the film Reynolds number ReF and a viscosity number. Although in the
case of boiling flow other mechanisms such as bubble-induced entrainment can be
significant (Milashenko et al., 1989), better results were obtained neglecting these
effects than including them (Azzopardi, 1996).

Based on this mechanism Okawa and Kataoka (2005) suggested that the en-
trainment rate can be well correlated with a dimensionless parameter πe, given
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Figure 9.3: Deposition coefficient as a function of droplets concentration. Experi-
mental data collected from different sources by Hewitt and Govan (1990).

by Eq. (9.17), where fi is the interfacial film-gas friction factor, further studied in
Section 9.1.4. This entrainment parameter expresses the ratio of interfacial shear
stress (in excess of the critical value) and surface tension forces.

πe =
fiρG

(
j2G − j2G,crit

)
σ/δ

(9.17)

On the basis of an extensive experimental database for air-water (more than
one thousand points) and steam-water (250), the authors developed the three-lines
empirical correlation given by Eq. (9.18). This model has been found to give the
best results for boiling water reactor operating conditions (Secondi et al., 2009),
that is steam-water flow at a pressure of roughly 70 bar.

Went

ρF
=

⎧⎨
⎩

3.8 10−3 m s−1 πe if πe < 0.1
1.2 10−3 m s−1 π0.5

e if 0.1 < πe < 1
1.2 10−3 m s−1 if πe > 1

(9.18)

In addition to a critical gas flow, there is experimental evidence of a threshold
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film flow rate below which entrainment does not occur. In their model, Okawa
et al. (2004) considered a critical film Reynolds number of ReF,crit = 320.

Other authors, such as Dallman et al. (1984); de Bertodano et al. (1997) and
Hewitt and Govan (1990) considered the entrainment rate to be given by the excess
film flow over the threshold value. In particular, the empirical model by Hewitt and
Govan (1990), given by Eq. (9.19), has achieved extensive experimental validation
with air-water data. However, its use is discouraged for this analysis since it does
not include a critical gas flow criteria.

Went

GG

= 5.75 10−5

[
(GF −GF,crit)

2 DρF

σρ2G

]0.316
(9.19a)

ReF,crit =
GF,critD

μF

= exp

⎛
⎝5.8504 + 0.4209

μG

μL

√
ρF

ρG

⎞
⎠ (9.19b)

Considering the above discussion, the empirical models of Okawa and coworkers
are selected in this analysis. That is, the deposition rate is given by Eq. (9.16)
and the entrainment is computed according to Eq. (9.18).

Evaporation rate

Finally, the evaporation is given by the wall heat flux q′′W as in Eq. (9.20). This
simple expression indicates that in non-homogeneous axial power distributions,
the evaporation rate is also not constant.

Wevap =
q′′W

ΔhLV
(9.20)

9.1.4 Interfacial and wall friction

In this section, the different shear stresses between the different phases are an-
alyzed. In particular, the interfacial shear τi and wall friction τW are usually
modeled in terms of friction factors fi and fW according to Eqs. (9.21) and (9.22),
respectively.

τi =
1

2
fiρG (uG − uF )

2 (9.21)

τw =
1

2
fWρFu

2
F (9.22)

Given the usual turbulent flow regime, these friction factors are generally com-
puted from empirical correlations. A widely used model for the interfacial friction
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factor is the one developed by Wallis (1969) that accounts for the disturbance
waves in the film using a sand roughness concept as in Eq. (9.23), where fs rep-
resents the smooth tube friction factor. While originally Wallis (1969) postulated
the use of a constant value of 0.005 for fs, later authors (Lee and No, 2007; Saito
et al., 1978; Sami, 1988; Stevanovic and Studovic, 1995; Sugawara, 1990; Yao and
Ghiaasiaan, 1996) recommended the use of friction factors corresponding to lam-
inar and turbulent flow correlations. Nevertheless, as a value of fs = 0.005 was
selected by Okawa and Kataoka (2005) for the development of their entrainment
model, the same value is considered for computing τi.

fi = fs

(
1 + 300

δ

D

)
(9.23)

Regarding the wall friction, several correlations were recently compared by Lee
and No (2007), who recommended the use of a modified Blasius equation (White,
1986, §6.4), as in Eq. (9.24).

fW = max

{
16

ReF
, 0.001375

(
1 +

1

Re
1/3
F

)}
(9.24)

Finally, the drag forces at the droplet-gas interface can be modeled according to
the Stoke’s law for laminar flow across a solid sphere (Clift et al., 1978), considering
their small diameter and consequently low Reynold number of the flow. Then,
Eq. (9.25) applies for the shear stress τD,G.

τD,G =
12μG (uG − uD)

d
(9.25)

9.2 Validation of the model

In Section 9.1 a complete three-fluid model was formulated for the evolution of
annular-mist flow on the basis of some constitutive relations, and model closure
was achieved without introducing arbitrary constants. The accuracy of this model
to predict experimental data is investigated in the present section.

Most of the experimental observations reported in the open literature regarding
the occurrence of dryout are expressed in terms of the Critical Heat Flux (CHF).
However, as discussed above, this variable alone may be insufficient to determine
the performance of the model. As the heat flux becomes large (like in typical CHF
conditions), the magnitude of the evaporation rate makes it the dominant mass
transfer mechanism, thus masking the usually large uncertainties in the description
of the entrainment and deposition processes. Then, an accurate prediction of CHF
does not imply that other relevant variables, such as the dryout quality and the
local film thickness or velocity, are predicted with the same accuracy as observed
by Kawara et al. (1998) and Kolev (2007, §5-6).
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For this reason, the selected variable for the validation of the model is the
dryout quality xdy, that is the mass vapor content at which dryout occurs. Four
data sets were obtained from the open literature, as summarized in Table 9.1.

Case A B C D
Fluid R22,R410a Water R134a Pentane
Pressure p [bar] 5.8, 9.3 3, 30-90 13-24 3-10
Tube diameter D [mm] 8, 13.4 10.0 17.04 25.4
Mass flux G [kg m-2 s-1] 17-57 400-1400 52-75 30-100
Number of points 23 29 24 5
Flow direction Horizontal Upward Upward Upward
Source [346] [133; 350] [193] [29]

Table 9.1: Four experimental datasets for the validation of the annular-mist flow
model

As in cases B, C and D the authors did not report the flow pattern at which the
boiling crisis occurs, their data was filtered and only cases with xdy > 0.55 (con-
servative figure, always large than the transition quality predicted by Eq. (9.10))
were considered, in order to assure that the data refers to annular film dryout and
not other burnout mechanism. Figure 9.4 presents the results for this validation
in terms of the predicted and measured dryout quality xdy. In this figure, the
horizontal lines represent the experimental uncertainties of the measured values
as reported in the references listed in Table 9.1. This analysis allows to determine
under which conditions the model performs best.

A statistical analysis of these 81 points gives a mean relative error of 0.55%,
indicating that, in general, the model does not tend neither to underpredict nor
to overpredict the occurrence of dryout. The overall accuracy of the model is
better represented by the absolute mean and root-mean-square (RMS) relative
errors, which are 11.01% and 13.68%, respectively. These results are encouraging,
considering that the uncertainties of the experimental values range between 2%
and 8%, although there is still plenty of space for improvement.

In addition, some individual conclusions can be obtained for each dataset A to
D as follows.

• Nearly all the points corresponding to case A are shifted upward in Fig. 9.4,
including one point overpredicted by roughly 45%. In other words, dryout
occurs in the experiments earlier than predicted, and therefore the applica-
tion of this model gives non-conservative (that is, not safe) results. It should
be noted that case A corresponds to horizontal flow. In this case, gravita-
tional effects tend to produce assymetries in the film, which is thicker at the
bottom than at the top. As a consequence, dryout starts earlier at the top
of the tube. In fact, the authors stated that dryout occurs over a wide range
of quality, and the reported value in Fig. 9.4 corresponds to the lower limit.
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Figure 9.4: Predicted and measured dryout quality for cases A to D in Table 9.1

Furthermore, the selected crtical film thickness criterion for the determina-
tion of the occurrence of dryout is not applicable for horizontal flow. These
effects are further studied in detail in Section 9.4.

• The dataset B, which includes experimental observations for boiling water
flow, gives the best results. Nearly all the points are predicted within ±10%
error, and the RMS relative error for these 29 cases is 6.27%, that is less than
half than the overall value. At this point, it should be recalled that the se-
lected constitutive relations for entrainment and deposition, were developed
originally for air-water and steam-water flows.

• Case C presents the largest experimental uncertainties, given by the hori-
zontal lines in Fig. 9.4. These 24 experimental points correspond to three
different pressure levels (with small variation in the wall heat flux), and the
model predicts basically one single value of xdy for each of them. In average,
these cases are underpredicted.

• For both cases C and D, the error in the predictions are larger than for the
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Chapter 9. Heat transfer in the annular-mist flow regime

water dataset. The working fluids for C and D are hydrocarbons, which have
a lower surface tension than water. In the mathematical formulation pre-
sented in Section 9.1 the surface tension is expected to affect the entrainment
and deposition processes, as well as the critical film thickness at which dry-
out occurs. Then, the application of this empirical models for hydrocarbons
is outside their validity range.

Finally, in order to locate the weaknesses of the model, these results are filtered
in Fig. 9.5 according to four different parameters: (a) wall heat flux, (b) tube
diameter, (c) mass flux and (d) surface tension.
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Figure 9.5: Parametric analysis of the accuracy of the annular-mist flow model.
Cases A to D refer to Table 9.1.

It can be concluded from Fig. 9.5 that the only parameter that is not correlated
with the error in xdy is the tube diameter, at least in the selected range between
8.0 and 25.4 mm, since the plot in Fig. 9.5(a) does not show any clear trend.
Regarding the other parameters, the largest errors are found at.

• Low heat flux q′′W , as observed in Fig. 9.5(a)
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• Low mass flux G, see Fig. 9.5(c)

• Low surface tension σ, represented in Fig. 9.5(d)

The large errors in these cases are explained by their location outside the
validity range of the empirical models selected for the constitutive relations, most
remarkably entrainment and deposition. These models were originally developed
for air-water and steam-water systems (which have larger surface tension than
hydrocarbons) at relatively large heat and mass fluxes. The uncertainties of these
models become more clear at lower heat flux, as the evaporation rate is reduced
and the other mass transfer mechanisms gain relative importance. Therefore if
the accuracy of the present model for these conditions is to be improved, specific
constitutive relations based on relevant experimental data are necessary.

9.3 Numerical examples

The three-fluid model formulated in Section 9.1 and validated in Section 9.2, is
applied in the present section to two numerical examples. First, a uniform heat
flux case is considered and the sensitivity of the dryout quality xdy to the input
parameters is studied in Section 9.3.1. Finally, the effects of the axial power
distribution are investigated in Section 9.3.2 for heat flux profiles relevant to heat
exchanger applications.

An operating condition from dataset B (see Table 9.1) is selected as the refer-
ence case. The working fluid is water at a pressure of 70 bar with a mass flux of
1000 kg m-2 s-1 in a 10 mm round tube, subject to an external heat input of 387
kW m-2. For these conditions, the measured dryout quality is xdy = 0.786± 0.016,
while the present model predicted a value of 0.773, that is within the experimental
uncertainty range.

9.3.1 Qualitative sensitivity analysis

For the given reference case described above, the sensitivity of xdy to four param-
eters is studied in this section. Figure 9.6 presents the evolution of the dryout
quality when varying the mass flux G, heat flux q′′W , tube diameter D and working
pressure p, individually between half and twice their reference values.

All four parameters produce the same qualitative effect (increasing them re-
duces the dryout quality), and this behavior can be explained for each of them by
analyzing the constitutive relations for the mass transfer processes, presented in
Section 9.1.3, as follows.

Keeping all other variables constant, a larger heat flux q′′W increases the evap-
oration rate. In addition, according to the selected criterion for the occurrence of
dryout (see Section 9.1.2), the critical film thickness δcrit, given by Eq. (9.13), is
also increased. This means that dryout occurs at larger film thickness, which is
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Figure 9.6: Sensitivity analysis of dryout quality to the input parameters

also depleted more rapidly due to the higher evaporation. As a consequence, the
dryout quality xdy is reduced by an increase in the heat flux.

According to Eq. (9.18) a larger mass flux G results in a larger entrainment rate
Went. Similarly, the deposition rate Wdep, given by Eq. (9.16), is lower when the
tube diameter is larger. Both effects result in an increase in the net entrainment
rate (that is the difference Went −Wdep), thus reducing the film thickness more
rapidly. In addition, since equilibrium initial conditions were considered, the initial
film is thinner. For these reasons, keeping all other variables constant, a larger
mass flux and a larger diameter lead to an earlier dryout.

In the case of the working pressure p, this variable affects all the saturated fluid
properties at the same time. In particular, the largest effect is given by changes in
the the surface tension σ and the latent heat of evaporation ΔhLV . First, a higher
pressure gives a lower σ, leading to an increase in the entrainment rate. Second,
for a constant heat flux, the evaporation rate is increased as a consequence of a
lower ΔhLV . Both effects contribute to the reduction in the dryout quality xdy
that can be observed in Fig. 9.6.

Beyond the qualitative analysis, it can be concluded from Fig. 9.6 that the
dryout quality is very sensitive to the input parameters. For examples, variations
as large as ±0.12 (that is 15% of the reference predicted value xdy = 0.773) for the
studied changes in the mass flux.
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9.3.2 Application to a HE heat flux distribution

As discussed earlier, the axial power distribution (APD) is known to influence the
occurrence of the boiling crisis known as dryout (Adamsson and Anglart, 2010;
Yang et al., 2006). While both Sections 9.2 and 9.3.1 deal with a uniform heat flux
distribution, different APD relevant to heat exchanger applications are considered
in the present section.

In general, the local heat flux in a HE is given by the temperature difference and
overall heat transfer coefficient as in Eq. (9.26a), and the APD can take arbitrary
complex forms. However, some simplifying assumptions can be considered for
the particular case of an evaporator. First, the overall heat transfer coefficient
U is given by a combination of thermal resistances, which for a tube geometry
is given by Eq. (4.44). Prior to the occurrence of dryout, it is dominated by the
convection resistance in the single-phase stream, which is much larger than in the
boiling refrigerant. As a consequence, the overall HTC can be considered (as a first
approximation) to be roughly constant. Second, the local temperature difference
is only affected by the temperature of the hot single-phase stream Thot, as the
evaporating fluid temperature Tcold remains at its saturation value. The evolution
of Thot can be obtained from the energy balances expressed in Eq. (9.26b).

q′′W = U (Thot − Tcold) (9.26a)

q′′W = − (ṁcp)hot
πD

∂Thot

∂z
(9.26b)

The solution to Eq. (9.26) depends on the flow arrangement, and the results
are summarized in Table 9.2. In a crossflow arrangement, which is characteristic
of air-heated evaporators, the single-phase temperature can be considered to be
uniform for a given tube. Consequently, the APD is also uniform. In the case of
one-dimensional arrangements, such as co-current and counter-current conditions,
the APD is exponential.

Flow arrangement
q′′W (z)

q′′W,average

Comments Predicted xdy

Cross-flow 1 Uniform 0.773

Co-current
NTU

(
e−NTUz/L

)
1− e−NTU

Inlet-peaked 0.823

Counter-current
NTU

(
e−NTU(1−z/L)

)
1− e−NTU

Outlet-peaked 0.731

Table 9.2: Heat flux axial power distributions relevant to heat exchanger applica-
tions

As the axial power distribution depends on the heat exchanger size, represented
by the number of thermal units (NTU), a case with NTU = 1.0 is studied first
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and later extended in a parametric analysis. For comparison purposes, the mass
flux and mass transfer profiles are presented in Fig. 9.7 for APD corresponding to
(a) co-current, (b) cross-flow and (c) counterflow arrangements. Since the initial
conditions are given by an equilibrium state for an adiabatic cases, they are the
same for all three cases, regardless the APD. For the same reason, the initial
entrainment rate is equal to the deposition rate.

(a) Co-current (b) Uniform heat flux (c) Counter-current

Figure 9.7: Longitudinal evolution for different axial power distribution typical of
heat exchangers

Some characteristic elements of Fig. 9.7 are common to all three cases. As the
film mass flux GF is reduced due to evaporation, the entrainment rate becomes
lower, thus giving a net deposition of liquid. This is the only physical mechanisms
responsible the the removal of droplets and consequently reducing the amount of
liquid present at the dryout location and therefore increasing xdy. In other words,
the dryout quality is largely influenced by this net deposition rate.

The film mass flux is monotonously decreasing, indicating that the film is
continuously being depleted because the evaporation rate is larger than this net
deposition. For a co-current flow arrangement, the evaporation rate close to the
dryout location is rather low, see Fig. 9.7(a). Then, the net deposition compensates
almost completely for evaporation and the film is slowly depleted, leading to a
dryout quality (xdy = 0.823) that is 6.5% higher than for a uniform APD (xdy =
0.773). In a counter-current flow arrangement, the opposite situation occurs, and
the film is more rapidly depleted, leading to a dryout quality (xdy = 0.731) 5.4%
lower than in the homogeneous case. In addition, it should be noted that as the
local heat flux is lower, thin films become more stable and the critical film thickness
δcrit is reduced, contributing to the differences in the dryout quality.

A parametric analysis of the effect of APD is presented in Fig. 9.8. According
to the heat flux profiles summarized in Table 9.2, an increase in the number of

210



9.4. Partial dryout in horizontal flow

thermal units NTU results in a further deviation from a homogeneous profile.
Therefore, it is expected that the difference between co-current and counter-current
flow arrangements become larger with increasing NTU.
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Figure 9.8: Dryout quality for different heat exchanger sizes

The predicted dryout quality presents differences up to±10% with the reference
value in the selected rangeNTU ≤ 1.8. At larger values ofNTU , early local dryout
occurs in the co-current case due to the initially high heat flux and the results are
not comparable, since the average heat flux imposed in the annular-mist flow
regime would not be the same.

In summary, the results from this section indicate that the axial power distri-
bution can have a large influence in the occurrence of dryout. For heat flux profiles
relevant to evaporators, changes up to ±10% in the dryout quality are noticed.

9.4 Partial dryout in horizontal flow

The present three-fluid model was validated with experimental data in Section 9.2,
and large uncertainties were observed for horizontal flow (dataset A in Table 9.1
and Figs. 9.4 and 9.5). In particular, the dryout quality is overpredicted in 22 out
of 23 cases, by an average of 16%. This means that in experimental observations
the boiling crisis known as dryout occurs earlier than predicted by the model, and
then its use for this scenario is not conservative.
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Chapter 9. Heat transfer in the annular-mist flow regime

It can be concluded from this analysis that the selected criterion for determin-
ing the occurrence of dryout (described in Section 9.1.2 and based on a critical
film thickness) is not applicable in horizontal flow. In their experiments, the au-
thors (Wojtan et al., 2005a) observed that in horizontal flow, gravitational effects
make the film thicker at the bottom and thinner at the top, where it is disrupted
first. Then, the dryout of the wall is not a local phenomena but rather a process
occurring over a finite range of vapor content. In this context, and following the
framework first developed by Mori et al. (2000), they presented individual vapor
qualities for the onset and end of dryout2.

An extended model is developed in this section, including the following simpli-
fied flow regimes (indicated in Fig. 9.9) in the analysis: annular-mist, dryout or
partial dryout, and mist flow.

Figure 9.9: Flow regimes in horizontal boiling flow

In the annular-mist flow pattern, which is the regime discussed in the previous
sections throughout this chapter, the wall is completely wetted by a thin liquid
film, with entrained droplets in the gas core that covers most of the cross section.
This flow regime extends from the onset of annular flow, given by Eq. (9.10), until
the onset of dryout, according to the criterion presented in Section 9.1.2, that is
when the film thickness reaches a critical value δcrit. The multifluid formulation
developed in Section 9.1 can be directly applied in the annular-mist flow pattern.

2The value considered for model validation in Section 9.2 was the one corresponding to the
onset of dryout, as this represents the location at which the heat transfer coefficient is reduced.
Then, the occurrence of dryout over a finite range represents a possible cause for the overpredic-
tion of the dryout quality.
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As the liquid film is disrupted earlier at the top of the tube than at the bottom,
a partial dryout flow pattern (also identified as dryout flow regime by other authors,
such as Wojtan et al. (2005b)) is developed. During this flow regime, the film
thickness is assumed to be constant at δ = δcrit, with the upper part of the wall
and the lower part wet, represented by a wet angle θ ∈ [0, 2π). At this point, some
additional interactions between the different phases and the tube wall become
relevant in this multifluid formulation.

• The deposition of droplets is driven mainly by turbulent fluctuations and
therefore is is distributed homogeneously in all directions. Then, a fraction
represented by the wet angle θ is deposited in the liquid film, and a com-
plementary fraction of these droplets collide with the dry wall. During this
collision with the dry wall, some evaporation occurs. In particular, it is as-
sumed that, due to the large heat transfer rates, each droplet that collides
with the wall is fully evaporated3.

• As a consequence of direct heat transfer with the dry wall, the vapor phase
becomes overheated, thus resulting in a departure from thermal equilibrium.
A single-phase gas heat transfer coefficient is considered for this process.

• The departure from thermal equilibrium results in heat transfer between
vapor and liquid phases, as their temperatures are different. In particular,
the evaporation of droplets becomes relevant due to the large density of
interfacial area.

Finally, further heat input results in a continuous reduction of the film flow
rate until the wall becomes completely dry. This last two-phase flow regime is
known as post-dryout or mist flow and is the main topic of Chapter 10. In the
absence of a liquid film, only two phases are present: dispersed liquid as droplets
and a continuous overheated vapor flow.

To sum up, the mass transfer mechanisms included in this extended model are
summarized in Fig. 9.10. They are basically the same ones as described previously
in Section 9.1, with the incorporation of droplet evaporation in the partial dryout
and mist flow regimes.

In the following subsection 9.4.1 this extended model is applied to and the
predicted heat transfer coefficient is compared with experimental observations.

9.4.1 Prediction of the heat transfer coefficient

The heat transfer coefficient (HTC) ĥ is perhaps the most important parameter
for bridging the results from this study with the analysis of larger scales. This
parameter relates the heat flux and the temperature difference between the wall
and the fluid as in Eq. (9.27). For internal flow, the fluid is represented by the

3Limited by the external heat input proportional to the dry angle 2π − θ.
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Figure 9.10: Mass transfer mechanisms in partial dryout flow

mean temperature Tm (Incropera and DeWitt, 1996, §8). This is the temperature
that would be achieved if the flow is mixed and completely homogenized or, in
other words, the equilibrium temperature.

ĥ =
q′′W

TW − Tm
(9.27)

During the annular-mist flow regime, both bubble nucleation and film con-
vection contribute to the HTC. Then, some of the boiling heat transfer models
described in Section 3.3.3 can be applied for determining the film boiling HTC
ĥ = ĥF . In particular, the model given by Steiner and Taborek (1992) is used.

After the onset of dryout, the HTC is reduced continuously from the large
values given by the thin film convection to the lower one corresponding to single-
phase vapor convection. This behavior can be represented by a proper average of
these two extreme values, weighted with the wetting angle θ (see Fig. 9.9) as in
Eq. (9.28). In the post-dryout flow regime (studied in further detail in Chapter 10)
the wall is completely dry (θ = 0) and the HTC reaches the value for single-phase
vapor (ĥ = ĥG).

ĥ =
θ

2π
ĥF +

2π − θ

2π
ĥG (9.28)

With all these considerations, one test case is studied and compared with exper-
imental data reported by da Silva Lima et al. (2009). For a given working fluid (in
this case the refrigerant R134a) the problem is completely defined by four parame-
ters. These are the tube diameter D = 13 mm, total mass flux G = 500 kg m-2 s-1,
working pressure p = 5.8 bar (corresponding to a saturation temperature of five
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degrees Celsius) and heat flux q′′W = 7.5 kW m-2. The experimental and predicted
heat transfer coefficient as a function of the actual quality xa (that is, the mass
vapor content) are presented in Fig. 9.11.
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Figure 9.11: Heat transfer coefficient in horizontal boiling flow. Experimental data
from da Silva Lima et al. (2009).

At first sight, the following conclusions can be obtained from Fig. 9.11.

• In the annular mist flow regime, the model captures the trend in the evolu-
tion of the HTC as it increases with the quality, mainly due to the continuous
reduction in the film thickness. The predicted HTC deviates no more than
±20% from the experimental value throughout this regime. This accuracy
is typical of the empirical model for HTC in two-phase flow analyzed in Sec-
tion 3.3.3, indicating that the present model does not introduce significant
error in the predicition of relevant flow parameters such as the film thick-
ness. Further work in this area should be focused in the improvement of
forced convection correlations for film flow, as the selected model presents
an asymptotic description and this region is convection-dominated.

• According to Eq. (9.10), the onset of annular flow for these conditions is given
at x = 0.375. This situation explains the rather large differences between
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experimental data and model predictions for low quality (on the left side of
Fig. 9.11). It is indeed very likely that these points do not correspond to
the annular-mist flow regime, but to slug pattern instead. It should also be
reminded that the experimental data used for the model validation in 9.2
was filtered considering only those cases with x > 0.55. In this region, the
is very good agreement between empirical and predicted values of the heat
transfer coefficient.

• The experimental observations indicate that the partial dryout flow regime
occurs over a very narrow range of quality. The phenomenological model
presented in this chapter predicted the extent of this regime rather well. This
means that the film evaporation rate and its disruption are well represented.

• Finally, it should be mentioned that each experimental data point in Fig. 9.11
corresponds to an individual run. In other words, the experimental setup
does not involve a long test section with several measurement locations, as
assumed in this model. Instead, the test section is short and the flow is pre-
conditioned to the desired vapor content. Therefore, there is a large degree
of thermal equilibrium, which is not necessarily found in other applications.
The extent of non-equilibrium is further discussed in Chapter 10.

9.5 Summary

A microscopic analysis intends to achieve an accurate description of the heat trans-
fer coefficient in order to bridge the different scales. In this context, perhaps the
most relevant transition in boiling flows is the occurrence of dryout in the annular-
mist regime, leading to a drastic reduction of the heat transfer performance. The
historical evolution of predicting models was studied in this chapter. In general,
the most satisfactory results have been obtained using multifluid formulations for
the analysis of Critical Heat Flux in power-controlled systems with large heat and
mass fluxes. These operating conditions present two main differences respect to
heat exchanger applications: the relative importance of the mass transfer mecha-
nisms and the axial power distribution.

In this chapter, a phenomenological model is presented for the analysis of
annular flow in heat exchangers. The governing equations are mass, momentum
and energy balances for each phase field: vapor core, liquid droplets and liquid film.
Empirical constitutive relations are required in order to account for the mass and
heat transfer mechanisms (deposition, entrainment, evaporation), shear stresses,
and the disruption of the film leading to dryout. In general, different state-of-the-
art models are compared and the most suitable ones for heat exchanger application
in cryogenic systems are selected.

This model was validated with experimental observations for different fluids,
including water and hydrocarbons. Considering a total of 81 data points, and RMS
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error of 13.7% in the prediction of the dryout quality was obtained. In general, the
water cases present the best results, in all cases within ±10% error. This result is
a consequence of the empirical relations being based on experimental observations
for air-water and steam-water systems. Analyzing the weaknesses of this model,
it is observed that the largest errors are found at low heat and mass flux, and low
surface tension. These conditions, typical of hydrocarbon applications, exceed the
validity range of the selected constitutive relations. Therefore, it can be concluded
that in order to improve the accuracy of the predictions for hydrocarbon systems,
specific experimental observations and correlations are required for describing the
entrainment and deposition processes.

In addition, two numerical examples were analyzed. First, a sensitivity anal-
ysis to the input parameters was performed. It was observed that increasing the
heat flux, mass flux, tube diameter or working pressure, lead to an earlier dry-
out. These results are a consequences of the increase in the entrainment and
evaporations rates, and/or the reduction of deposition, which have the same ef-
fect: a faster reduction of the film thickness. The second example considers axial
power distributions relevant to heat exchanger applications. On the one hand,
an inlet-peaked profile (characteristic of co-current flow arrangement) leads to a
later dryout, mainly because the evaporation rate at the outlet is smaller and the
film becomes more stable. On the other hand, the opposition scenario is observed
for outlet-peaked profiles (relevant to counter-current configurations) and dryout
occurs earlier. These differences become larger when increasing the size of the heat
exchanger, as the APD further deviates from homogeneous conditions.

Finally, the occurrence of partial dryout in horizontal flow was studied. The
previous validation of the model indicated that, in general, the dryout quality was
overpredicted in these cases. This means that dryout occurs earlier in the exper-
iments than predicted by the model. The main reason for this difference is that
gravitational effects make the liquid film thicker at the bottom and therefore the
wall becomes dry earlier at the top. In order to account for this effect, a partial
dryout flow regime is considered, where the wall is dry at the top and wetted in the
bottom. With these considerations, heat transfer coefficient predictions were com-
pared with experimental data, showing good agreement. Further improvements
in the model should account for some extent of thermal non-equilibrium, which is
the main topic in Chapter 10.
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Chapter 10

Heat transfer in the post-dryout
flow regime

� After the occurrence of dryout, which is the main topic of Chapter 9, the heat
transfer performance is largely reduced. On the one hand, in a power-controlled
system, this phenomenon produces a sharp increase in the wall temperature. On
the other hand, the consequences in a HE are given by a dramatic reduction in
the heat transfer rate and overall thermal performance. Due to the significance of
this effect, a detailed analysis of the post-dryout flow regime is presented in this
chapter. The main aim is to predict the evolution of the heat transfer coefficient
in this liquid-deficient regime.

The phenomenological model presented in this chapter is based on a two-fluid
formulation. In this context, the individual evolution of both liquid and gas phases
is analyzed, coupled with some constitutive relations for their interaction. The
different coupling mechanisms considered in this model include wall-to-gas, wall-
to-droplets and gas-to-droplets heat transfer, based on empirical correlations. This
model was validated with 10 experimental data sets from the open literature for
power-controlled systems. These cases were divided into two categories: water and
other fluids. In general, good agreement between the measured and predicted wall
temperature is observed. A discussion and analysis of these results is presented,
highlighting the most sensitive issues and the possible application for a heat ex-
changer problem. In particular, the description of the influence of the droplets in
the wall-to-gas heat transfer needs further improvement.

It has been discussed in the previous chapters that the heat transfer coefficient
(HTC) is a key parameter for bridging physical phenomena occurring over different
scales and obtaining an accurate description of the heat exchanger (HE) at the level
of interest, usually called macroscale. In this context, the occurrence of dryout in
the annular-mist flow regime (which is the main topic in Chapter 9), resulting in
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a large reduction of the HTC, is a clear example of microscopic effects affecting
the overall performance.

In the present chapter the heat transfer processes in the post-dryout regime,
that is downstream of the boiling crisis, are investigated. This analysis is highly
relevant for HE design because this region is characterized by a very small heat
transfer coefficient, usually 10 to 30 times lower than during the annular flow
regime (Thome, 2006, §18). This large drop in the HTC has serious consequences
in the sizing of the HE because the required surface area per unit of heat transferred
is increased in the same proportion. As this boiling crisis occurs in the high-quality
region (typically in the last 10-20% of the enthalpy range), this means that perhaps
more than half of the HE area may operate in this regime, thus largely reducing
the performance per unit area.

Regardless the possible consequences on the required area (which is the primary
result at a first stage of design), most refrigeration HE softwares do not take
account of this flow regime transition (Thome, 2006, §18). This assumption is
certainly based on the consideration that boiling crisis phenomena are irrelevant
for heat exchanger applications because they operate at relatively low heat fluxes,
significantly below the CHF limit. However, as noticed in Chapter 9, dryout in an
evaporator can nonetheless occur due to hydrodynamic effects, since thin liquid
film in the annular-mist flow regime can be disrupted. The film flow is particularly
unstable when it receives a heat input from the wall.

The analysis of post-dryout heat transfer has been widely studied in power-
controlled systems, particularly in the nuclear engineering community. In this
context, this phenomenon is related to safety and therefore has received special
attention. When the heat input in the wall is determined by an external factor and
not related to the flow dynamics (as in nuclear or chemical reactors and electrically
heated systems), a large reduction in the HTC implies a sharp increase in the wall
temperature which may lead to the mechanical failure or meltdown of the tube
material. This situation has led to the development of an extensive (although
proprietary) experimental database, empirical correlations and, to a lesser extent,
theoretical models. Although most of the experiments were carried out with water,
some researchers have used hydrocarbon refrigerants, in order to reproduce the
physical properties of high-pressure steam-water at conditions easier to handle
at laboratory scale, that is more similar to room temperature and atmospheric
pressure. The available literature is further reviewed in Section 10.1.

Notwithstanding the extensive research on this topic in the field of nuclear
engineering, these models cannot be directly applied to the analysis of heat ex-
changers. In addition to being wall temperature-controlled systems instead of
power-controlled, boiling flow in heat exchangers presents several differences, in-
cluding the following:

1. The flow structure downstream of the boiling crisis depends on the operating
conditions and the physical mechanisms that have led to this phenomenon.
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As a consequence, different flow regimes can be found in the post-dryout
region (Jeong and No, 1996). The two most relevant are:

• Inverted annular, characterized by a thin vapor film attached to the
wall and a continuous liquid core flowing in the center of the channel.
This flow pattern is formed after the occurrence of burnout, that is the
formation of a vapor blanket due to the excessively rapid nucleation of
bubbles. It is usually found at low qualities (or even subcooled flows)
and large heat fluxes and therefore it can be found for operating con-
ditions typical of nuclear reactors, but it is very rare for typical heat
exchanger applications.

• Dispersed droplets (mist flow), also known as liquid-deficient flow.
In this regime the liquid phase is flowing as discrete droplets dispersed
in a continuum gas core. It is originated as a consequence of dryout,
that is the disruptance of the liquid film in the annular-mist regime,
described in Chapter 9. Typically found at high qualities (usually, void
fractions larger than 80%), it is the dominant post-dryout regime in
evaporators.

As the dispersed-droplets regime is dominant for heat exchangers, the follow-
ing analysis is restricted to this regime. Nevertheless, it should be noticed
that as the flow evolves downstream and the vapor content is further in-
creased, the inverted annular regime will eventually derive into a mist flow
pattern. Therefore, the same analysis could in principle be applied at a
considerable distance from the burnout location.

2. Evaporators are designed for receiving liquid at the inlet and delivering vapor
at the outlet. Therefore the entire quality range from 0.0 to 1.0 is covered and
dryout in the annular flow regime is expected to occur at some point even in
stationary conditions1. Then, a steady-state description is applicable for this
analysis. This situation is different from nuclear reactors, where a hot dry
surface is rewetted during emergency transients following accident scenarios
such as LOCA (Loss Of Coolant Accident) or power excursions. Therefore,
while dynamic effects are relevant from a nuclear engineering perspective,
they could, in principle, be disregarded for the analysis of heat exchangers.

3. As discussed in Section 9.3.2, the axial power distribution in heat exchangers
is not uniform. Consequently, empirical correlations based on experimental

1Except perhaps for very low mass fluxes when gas velocity is not large enough to divert
the liquid towards the wall and annular flow regime is not originated, as indicated in the flow
pattern map given by Hewitt and Roberts (1969, presented by Ghiaasiaan (2007)). In addition,
horizontal arrangements can be dominated by the stratified flow regimes over the entire quality
range under low velocity conditions.
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Chapter 10. Heat transfer in the post-dryout flow regime

data from uniform heat flux conditions cannot be applied, and phenomeno-
logical model which take account of the flow history are required. In this
context, most experiments are performed using electrical heating in one (re-
sulting in a constant heat flux) or several steps (giving a step profile, usually
with the objective of reproducing a cosine distribution, typical of nuclear re-
actor applications). The available experimental information on post-dryout
flow heated by another fluid (that is, a HE) is rather limited and is further
studied in detail in Section 10.4.2.

4. In most post-dryout flow experiments the wall temperature is rather high,
usually several hundred degrees Kelvin above saturation levels. This situ-
ation is representative of power-controlled systems. Furthermore, some au-
thors performed experiments at less than 100 K superheating, and referred
to these conditions as the low-superheat range. In this context, the analy-
sis of heat exchanger applications would fit into the description of very low
wall-temperature superheat.

All these differences lead to one conclusion: in order to be able to apply
correlations based on the current data to the analysis of heat exchangers, the
different phenomena and underlying heat transfer processes must be understood
and accounted for. This scenario provides then the motivation for developing a
phenomenologically-based multifluid model, as described below.

The structure of this chapter is as follows. A thorough review of the avail-
able literature is presented in Section 10.1. Following the approach considered
in Chapter 9, a two-fluid model for the analysis of post-dryout heat transfer is
described in Section 10.2. The predictions of this model are compared with ex-
perimental data extracted from the open literature in Section 10.3. In total, ten
cases are studied, grouped into two categories: water (Section 10.3.1) and other
fluids (Section 10.3.2). Section 10.4 deals with the analysis and conclusions from
these results. Finally, a summary of this chapter is presented in Section 10.5.

10.1 Literature review on post dryout models

It has become evident since the earliest experimental observations that, as the
vapor is in direct contact with the hot wall, its temperature is increased beyond
saturation conditions. Then, a thermal non-equilibrium scenario is achieved, since
both phases have a different temperature. This situation leads to temperature
profiles such as those presented in Fig. 10.1 for (a) uniform heat flux and (b) heat
exchanger applications.

In the case of (a) power-controlled systems, the occurrence of dryout results in
a sharp increase in the wall temperature. In addition, as a constant (and relatively
large) heat flux is transferred to the vapor phase, its temperature also rises rapidly,
while the actual quality (that is, mass vapor content) remains roughly constant
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(a) Uniform heat flux (b) Counterflow heat exchanger

Figure 10.1: Schematic axial profiles for temperature and quality in the post-
dryout regime

and departs from its equilibrium value. Eventually, all droplets will be evaporated
and thermal equilibrium is achieved in the single-phase gas region.

On the other hand, the wall temperature and heat flux in (b) a heat exchanger
depend on the interaction between cold and hot streams. Therefore, after the
occurrence of dryout, the heat input to the boiling fluid is reduced (as observed
in the experiments performed by Paske et al. (1992) and Yoo and France (1996)),
since the wall temperature remains almost constant and the HTC is much lower.
Consequently, the vapor temperature increases only slightly and this scenario is
expected to be closer to thermal equilibrium, as represented in the quality profile.

In this review, the long list of available models for post-dryout flow are divided
into two categories. First, the earliest approaches, based on local correlations are
described in Section 10.1.1. Second, the state-of-the-art evolved towards axial
history formulations with varied levels of details, presented in Section 10.1.2.

10.1.1 Early formulations

Groeneveld (1975), Wang and Weisman (1983)2, Chen (1986) and later Andreani
and Yadigaroglu (1994) presented up-to-date reviews on this topic. In general, they

2While other authors have mentioned the relevance of post-dryout analysis in cryogenic sys-
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all agree that the models proposed during the 1960s and 1970s can be grouped in
four categories as follows.

1. Purely empirical formulations, based on forced convective correlations,
represented the first approach for the analysis of post-dryout flow. Although
they are rather simple to use and describe accurately the experimental ob-
servations, their applicability range is very limited and their extrapolation
should be avoided. As a consequence, a large number of correlations was
proposed exclusively for water. For an extensive list, the reader is referred
to Table 1 in Groeneveld (1975).

2. Thermal equilibrium models assume that the vapor remains at saturation
temperature and the heat input to the wall is directed completely towards
the evaporation of the liquid phase. As discussed above, this assumption is
not clearly justified, since the liquid is not wetting the wall. Nevertheless, a
sufficiently large mixing between both phases may lead to a situation rather
close to equilibrium, under some conditions like high mass flow or inverse
annular flow with entrained droplets in the thin vapor film. Anyway, these
models give optimistic predictions, since they result in the highest possible
value for the HTC and, in the case of power-controlled systems, give the
lowest estimation for the wall temperature. In this regard, they do not
guarantee safe operating conditions.

The most representative example in this category is the model developed by
Dougall and Rohsenow (1963), who proposed a Dittus-Bolter-type correla-
tion based on the equilibrium quality. This correlation was postulated on the
basis of experimental data for the refrigerant R-113 at very low quality, in the
inverse-annular flow regime. Richlen and Condie (1976, reported by Chen
(1986)) observed that its application for other operating conditions overpre-
dicts the HTC by roughly 90%. Other examples are those proposed by Brevi
and Cumo (1971) and Groeneveld (1972, reported in the open literature by
Groeneveld and Delorme (1976)).

3. Frozen droplets (no further evaporation). This approach considers a
scenario of complete thermal non-equilibrium. In this context, it is assumed
that the liquid droplets are not evaporated (hence the name, considering the
actual quality constant at its dryout value) and do not participate in the
heat transfer process. Therefore, the only relevant interaction is the vapor
forced convection at the wall. Although this assumption is also not clearly
justified, these models are useful since they provide the lowest estimation for
the HTC (within the uncertainties of the selected single-phase correlations)
and consequently the highest wall temperature in power-controlled systems,

tems, Wang and Weisman (1983) were the only ones to emphasize their importance in the case
of LNG applications.
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thus guaranteeing a safe operation. Nevertheless, the uncertainties can be
rather large and this approach should only be used as a first approximation.

4. Local correlations for the actual quality consider the heat transfer pro-
cess to be controlled by forced convection to the vapor phase. This formula-
tion differs from the frozen-droplets approach since the vapor content is not
constant. On the contrary, it is evaluated from a proper correlation based
exclusively on local properties. These models represent the actual quality
(xa) in terms of the thermodynamic quality (xth, also referred-to by several
authors as equilibrium quality xe), which can be computed directly from an
energy balance.

The first model in this category was given by Plummer (1974), who described
the evolution of the vapor temperature in terms of a constant non-equilibrium
parameter κ, obtained from the best fit of experimental data. Groeneveld
and Delorme (1976) proposed a correlation with seven empirical parameters
obtained as the best fit to water-steam data, thus limiting its extrapolation
capabilities. The model given by Chen et al. (1979) (also known as the
CSO correlation) introduces one unique empirical constant, related to the
operating pressure, for determining the vapor generation rate. This model
was later extended by Webb and Chen (1982) and Unal et al. (1991).

In general, the models grouped in the last category were the most accurate
ones among the early formulations. However, as a general characteristic of all
these models, their applicability range is rather limited.

The most relevant conclusion from the review presented in this subsection lays
in the analysis of the models in the categories 2 and 3. In particular, they predict
lower and upper limits for the wall temperature for a power-controlled system,
respectively. In order to illustrate the relevance of this analysis, experimental
wall temperature profiles are presented in Fig. 10.2 and compared with thermal-
equilibrium and frozen-droplets predictions

In the case of (a) a large mass flux and low heat input, the experimental
data from Nishikawa et al. (1983) is well represented by a thermal equilibrium
model. The situation is different for (b) larger heat flux and lower mass flow, as
the experimental observations from Becker et al. (1983, reported by Hoyer (1998))
are between 100 K and 200 K above the predictions based on the assumption of
equilibrium. In general the degree of thermal non-equilibrium is mainly determined
by the mass flux (Hynek et al., 1969).

In addition, it should be noticed that in both cases the frozen-droplets model
establishes an upper limit largely above the experimental values. Then, this figure
illustrates the result that the frozen-droplets formulation, despite its conservative
predictions, should not be used for design, considering its low accuracy.
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Figure 10.2: Examples of experimental wall temperature profiles indicating differ-
ent degrees of thermal non-equilibrium

10.1.2 Phenomenological models

Early formulations, described in Section 10.1.1, are only applicable in a narrow
range of operating conditions similar to the ones developed in the laboratory.
Therefore their predicting capabilities are rather limited and it soon became neces-
sary to develop theoretical models for the analysis of post-dryout flow. In this con-
text, phenomenological models include the underlying physical effects that shape
the evolution of the flow and consequently they have a large potential for accuracy.

This approach was pioneered in the Heat Transfer Laboratory at the Mas-
sachussets Institute of Technology during the 1960s3. Laverty and Rohsenow
(1964) first proposed a two-steps model in which the heat input at the wall is
transferred completely to the vapor phase, which then exchanges heat with the
liquid droplets by means of forced convection. Forslund and Rohsenow (1966) and
Forslund (1967) further extended this analysis into a three-paths model, including
direct heat transfer from the hot wall to the liquid droplets, as some of them are
deposited towards the wall.

In general, the different heat and mass transfer mechanisms relevant for this
analysis can be summarized as in Fig. 10.3. The two phases and the wall interact
through three different paths as in Fig. 10.3(a). As the wall temperature increases
after the occurrence of dryout, radiation heat transfer can becomes significant,
since it is proportional to the fourth power of the temperature (Incropera and
DeWitt, 1996, §12-13). In fact, Chung and Olafsson (1984) observed that includ-
ing radiation in the analysis results in a reduction of 15% in the predicted wall
temperature.

3This model was later derived independently by Bennett et al. (1968) at the Atomic Energy
Research Establishment in the United Kingdom.
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(a) Three-paths model (b) Schematic diagram

Figure 10.3: Heat and mass transfer mechanisms in post-dryout flow

Phenomenological models allow to describe the axial evolution of the flow based
on field balance equations. For example, several authors (such as Chen et al.
(1979) and Saha (1980)) defined a vapor generation rate Γ and studied the axial
development of the mass distribution. Yoder (1980) included the momentum bal-
ance equation and obtained the local conditions based on a stepwise calculation
downstream of the dryout location. Hill (1982) observed that this model could
be reduced to two single uncoupled equations: one for the liquid velocity and
another one for the actual quality xa. Consequently, they represented the axial
profiles in terms of a coefficient κ (based on the solution at the dryout location)
and eliminated the necessity for the stepwise calculation.

In general, these models perform better than the early formulations described
in Section 10.1.1. This result provides then the motivation for extending these phe-
nomenological formulations into a multifluid description, including a more detailed
analysis of the relevant physical effects. This approach, presented in Section 10.2,
considers the individual evolution of each phase in terms of mass, momentum and
energy balance equations.

10.2 Two-fluids formulation

Following the multi-fluid approach described in Chapter 9, a two-fluid formulation
is presented in this section for the analysis of post-dryout flow. In this case, the
axial evolution of dispersed droplets and continuous vapor phases are analyzed
individually from an Eulerian perspective. This mathematical model relies on
some general assumptions, included in the following list.

1. A steady state is considered. In other words, transient effects are neglected.

2. Longitudinal thermal conduction in the wall or the fluid are not included
in this model. Under some extreme conditions, like large wall thickness
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and/or sharp temperature gradients, this phenomenon can have significant
consequences in the effective heat flux towards the flow, specially near the
dryout location. In this analysis, the external heat input to the wall is
assumed to be transferred completely to the flow, either to the liquid or
vapor phases.

3. Superheat of liquid droplets is not included in this model, as this is a transient
non-equilibrium effect. Therefore, the liquid phase temperature is fixed at
its saturation value and heat transfer to the droplets results in evaporation.

4. This formulation presents a one-dimensional description of the flow in the
axial direction z. Consequently, the problem variables are represented by
uniform values throughout the cross section. Then, for example, a uniform
pressure is considered for both the liquid and vapor phases. In addition,
boundary-layer effects near the wall are not expressed directly, but included
in the constitutive relations (based on empirical formulations).

5. Spherical droplets are considered. In general, the shape and size of droplets
is determined by a balance between inertial, surface tension and buoyancy
forces and different regimes are observed in the experiments. Several au-
thors proposed non-dimensional correlations for the transitions between these
regimes, as recently reviewed by Myint et al. (2007). Overall, all of them
agree that the spherical regime is dominant for small droplet sizes, (as ex-
pected for hydrocarbons, given the low surface tension) as a consequence of
the low Reynolds number.

6. In this context, the droplet diameter is a key parameter for this analysis.
Due to the general lack of detailed experimental data, there is no motiva-
tion for including a polydispersed description. For this reason, a uniform
droplet diameter is considered in Section 10.2.1. The axial evolution of this
representative diameter is studied in Section 10.2.3.

10.2.1 Governing equations for a single-diameter model

This two-fluid formulation considers the axial evolution (in the direction z) of
seven variables: volume fraction αk and average fluid velocity uk for each phase
k = D,G (droplets, gas), the system pressure p and the gas phase enthalpy (hG)

4.
The same number of equations is then required. These are detailed in Eqs. (10.1)
to (10.4) as follows.

4As the liquid droplets are assumed to remain at saturated conditions, their specific enthalpy
is constant at hD = hL and there is no need for an explicit liquid energy balance equation.
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• Mass balance for droplets and gas (per unit of cross-sectional area)

d

dz
(ρDuDαD) = −

4

D
Wevap (10.1a)

d

dz
(ρGuGαG) =

4

D
Wevap (10.1b)

• Momentum balance for droplets and gas (per unit of cross-sectional area)

d

dz

(
ρDu

2
DαD + αDp

)
= − 4

D
WevapuD + ĀG,DτG,D (10.2a)

d

dz

(
ρGu

2
GαG + αGp

)
=

4

D
WevapuD − ĀG,DτG,D −

4

D
τW,G (10.2b)

• Energy balance for the gas phase (per unit of cross-sectional area)

d

dz
(ρGuGαGhG) =

4

D

(
q′′W,G − q′′G,D

)
+

4

D
WevaphV (10.3)

• Closure law
αD + αG = 1 (10.4)

The evaporation rate Wevap is given by the total heat transferred to the liquid
phase as in Eq. (10.5). In general, it has two contributions: one given by heat
transfer from the wall (q′′W,D) and another one from the gas phase (q′′G,D). These
two contributions are modeled according to some constitutive relations discussed
in Section 10.2.2.

Wevap =
q′′W,D + q′′G,D

ΔhLV
(10.5)

In addition, the frontal area density ĀG,D in the momentum equation (10.2)
was defined previously in Chapter 9 and is given by Eq. (9.5b), where d is the
mean droplet diameter. In general, the droplet diameter evolves downstream of
the dryout location, as investigated in Section 10.2.3.

ĀG,D = αD

πd2/4

πd3/6
=

3

2

αD

d
(9.5b)

10.2.2 Constitutive relations

As discussed in Chapter 9, multifluid formulations are very sensitive to the un-
derlying constitutive relations. In this particular case, Andreani and Yadigaroglu
(1992) observed that the main difficulties in modeling dispersed-droplets post-
dryout flow are given by the the weaknesses of the constitutive relations, as they
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intend to represent two-dimensional effects in a one-dimensional description. Al-
though their review is already nearly twenty years old, this situation has not
changed, as a consequence of the lack of detailed experimental information for
validating the results of a multidimensional approach.

Therefore, the state of the art in multiflud formulations is limited (at least for
the time being) to one-dimensional descriptions coupled with constitutive relations
that represent (as accurately as possible) the underlying physical phenomena. In
particular, five different effects must be included in the analysis, as detailed in the
following subsections.

Gas-to-droplets heat transfer q′′G,D

The departure from thermal equilibrium results in a net heat transfer from the
gas to the liquid phase as a consequence of the differences in temperature. In
general there are two contributions for this heat transfer process: radiation and
forced convection (dominant). When expressed per unit of wall area, it is given
by Eq. (10.6), where ϕG,D is the gray-body factor and σSB, the Steffan-Boltzman
constant (Incropera and DeWitt, 1996, §12).

q′′G,D =
(
ĀG,DD

)⎡⎣ϕG,DσSB
(
T 4
G − T 4

sat

)︸ ︷︷ ︸
Radiation

+ ĥG,D (TG − Tsat)︸ ︷︷ ︸
Forced convection

⎤
⎦ (10.6)

The gray-body factor ϕ accounts for the view factors and lower-than-unity
emission and absorption coefficients. As the liquid phase is very diluted and the
droplet diameter is small, it represents a very thin optical medium, and therefore
the gray-body ϕG,D is expected to be very low. In fact, this term was included
in their analysis by Guo and Mishima (2002), and they concluded that it can be
neglected. Therefore, from this point onward it is assumed that ϕG,D = 0 and the
gas-to-droplets heat transfer is purely given by forced convection.

The most widely used correlation for gas-droplets convection is the one given
by Lee and Ryley (1968), as in Eq. (10.7), in terms of the dimensionless Nusselt
number. The constant term (2) corresponds to the solution of laminar flow around
a solid sphere. While the flow regime is expected to remain laminar (given the
small diameter), the heat transfer is enhanced due to internal flow motion inside
the droplets and possible slip between the phases. The Reynolds number Red is
computed in terms of the relative velocity uG − uD and the gas properties.

NuG,D =
ĥG,Dd

λG
= 2 + 0.74Re0.5d Pr0.33G (10.7)

Some authors (for example, see Yuen and Chen (1978)) recommended the in-
clusion of a correction factor in order to account for a reduction in the heat transfer
given by some shielding produced by evaporation. However, the overall effect in
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the Nusselt number is not clear (Andreani and Yadigaroglu, 1992) and therefore
is disregarded in the present analysis.

Wall-to-gas heat transfer q′′W,G

In this case both forced convection and radiation contribute significantly to the
heat transfer from the wall towards the gas phase, and none of them can be
neglected a priori. Then, Eq. (10.8) applies in this case.

q′′W,G = ϕW,GσSB
(
T 4
W − T 4

G

)︸ ︷︷ ︸
Radiation

+ ĥW,G (TW − TG)︸ ︷︷ ︸
Forced convection

(10.8)

For medium and high pressure systems, the vapor phase can be considered as
an optically thick medium (Chung and Olafsson, 1984). This means that its overall
transparency is low and absorbs nearly all the thermal radiation. Therefore, the
gray-body factor is equal to the emissivity of the wall material, that is ϕW,G = εW .

In principle, forced convection heat transfer can be modeled by a Dittus-Bolter-
type correlation for single-phase flow as in Eq. (10.9). The constants a, b and c
are derived from the best fit of empirical data, and the physical properties are
evaluated at the average of wall and fluid temperatures. The two most widely
used correlations in this category are summarized in Eq. (10.10). For other less
widely used models, refer to table 3-1 in Yoder (1980).

NuW,G =
ĥW,GD

λG
= aRebGPr

c
G (10.9)

On the one hand, Eq. (10.10a)5 was developed for liquid water and its ac-
curacy is around ±25% (Incropera and DeWitt, 1996, §8). On the other hand,
Eq. (10.10b) is based on experimental data for superheated steam. Groeneveld
and Delorme (1976) compared nine different correlations and recomended the use
of Eq. (10.10b) because it presents the lowest root-mean-square error (6.7%).

McAdams (1954) : a = 0.023, b = 0.8, c = 0.4 (10.10a)

Hadaller and Banerjee (1969) : a = 0.008348, b = 0.8774, c = 0.6112 (10.10b)

Finally, it is worth noticing that the empirical models given by Eq. (10.9)
were originally developed for single-phase flow. In the case of post-dryout flow,
this heat transfer process can be affected by the presence of liquid droplets. In
particular the liquid droplets can disturb velocity and temperature gradients in
the boundary layer near the wall and the turbulent structure in the core. For this
reason, Varone Jr. and Rohsenow (1986) introduced an a posteriori correction

5For discrepancies about the origins of Eq. (10.10a), see the discussion started by Winterton
(1998) and followed by Williams (2011).
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factor, ranging from 0.7 to 2.0. However, since this factor was not correlated with
any of the problem variables and therefore it is not clear if the heat transfer is
increased or reduced by the presence of droplets, it is not included in the present
analysis.

Wall-to-droplets heat transfer q′′W,D

In general, for power-controlled systems, this heat transfer path represents less
than 10% of heat input to the wall (Moose and Ganic, 1982), and in some cases
even less than 5% (Varone Jr. and Rohsenow, 1986). For this reason some authors
(e.g. Saha (1980) and Rohsenow (1988)) neglect this effect and consider that the
entire heat flux is transferred to the gas phase.

In general, the experimental data presents a rather large scatter, with differ-
ences in the order of 15% for different authors performing experiments under nearly
identical conditions (Moose and Ganic, 1982). Therefore, in principle, q′′W,D could
be neglected at a first stage of analysis. However, as discussed in the introduction
of this chapter, the situation can be different for heat exchanger applications. Ba-
sically, in a HE the wall temperature superheat is lower and therefore the relative
contribution of this heat transfer path is expected to be larger. Consequently, it
must be included in the analysis.

Following the same formulation as in the previous subsections, a generic de-
scription of q′′WD must include the contribution of two mechanisms: radiation and
direct-contact, as in Eq. (10.11).

q′′W,D = ϕW,DσSB
(
T 4
W − T 4

sat

)︸ ︷︷ ︸
Radiation

+WdepΔhLV εW,D︸ ︷︷ ︸
Direct contact

(10.11)

It was discussed above that, regarding the heat transfer by thermal radiation,
the liquid droplets form a very thin optical medium, since they are diluted in the
gas core. In addition, this heat exchange path is blocked by absorption in the gas
phase. For these reason, the overall gray-body factor is very low and it is assumed
that ϕW,D = 0. This assumption is supported by the calculation performed by
Guo and Mishima (2002), who observed that the contribution of this heat transfer
mechanism is negligible.

Direct-contact heat transfer is given by the deposition of droplets from the
turbulent gas core towards the wall. Therefore, it can be represented by the
product of the deposition cross mass fluxWdep (previously studied in Section 9.1.3)
and the total heat transfer per unit of deposited mass, as in Eq. (10.11). It should
be noticed that the maximum possible heat transfer is given by the complete
evaporation of the droplet. Therefore the actual heat transferred per unit mass
can be represented by ΔhLV εW,D, where εW,D ∈ [0, 1] is the evaporation efficiency,
as introduced by Pederson (1967). Then, for example εW,D = 0 implies that no
heat is transferred and εW,D = 1 represents full evaporation of the droplet. If the
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liquid is subcooled, which is not the case in post-dryout flow, εW,D might be larger
than unity.

The overall droplet evaporation efficiency εW,D depends on the mechanism con-
trolling the interaction of the droplets with the wall. In general, two types of
interactions can be distinguished as follows.

• Dry collisions occur when the normal velocity of the droplets towards the
wall is not large enough for breaking through the vapor boundary layer.
Therefore, the droplets bounce back and do not touch the wall (Wachters
et al., 1966). Nevertheless, they exchange heat indirectly with the wall as
they disturb the boundary layer. Kendall and Rohsenow (1978) indicated
that evaporation efficiencies in the range of 10% to 20% can be observed
for dry collisions. A detailed analysis for droplets that go though the vapor
boundary layer and bounce back at the wall, based on an average residence
time, was presented by Guo and Mishima (2002).

• Wet collisions consist on the rewetting of the wall when the impact velocity
is large and the droplets break forming a liquid film. The heat transfer rates
in this regime are large, with evaporation efficiencies close to unity, although
somewhat lower because of partial bouncing (Holman et al., 1972).

Among all the factors that can affect the characteristics of the droplet-wall
interaction, the single most important one is the wall temperature TW . In general,
dry collisions occur if the wall temperature is high, and low wall temperature allow
for rewetting of the wall (Iloeje, 1975). Kendall and Rohsenow (1978) identified
the transition wall temperature around TW = Tsat + 50 K.

Considering the large scatter in the experimental observations of different au-
thors, Ganic and Rohsenow (1977) proposed Eq. (10.12) as a single-line correlation
for determining the evaporation efficiency of droplets impacting the wall.

εW,D(TW ) = exp
[
1− (TW/Tsat)

2] (10.12)

Although Eq. (10.12) is quite simple to use and captures correctly the overall
behavior for large wall temperatures, it is not accurate when TW ≈ Tsat, as this
would yield εW,D = 1, that is a full evaporation of the droplet with zero temper-
ature difference. McGinnis III and Holman (1969) observed in their experiments
that the maximum effectiveness εmax occurs at a given wall superheat ΔTpeak, rang-
ing between 170 and 220 K. Since this variable was not correlated by the authors,
an average value of ΔTpeak = 200K is considered. The temperature dependence
can then be better represented by a normal distribution as in Eq. (10.13), with a
variance of ΔTvariance ≈ 70K. This formulation gives a more reasonable value of
εW,D = 0.05εmax for TW = Tsat.

εW,D(TW ) = εmax exp

⎡
⎣( (TW − Tsat)−ΔTpeak

ΔTvariance

)2
⎤
⎦ (10.13)
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The maximum effectiveness depends on several factors, including the droplet
diameter and the impact velocity udep = Wdep/ (ρLαD). McGinnis III and Holman
(1969) proposed a model for predicting the maximum effectiveness within ±10%
uncertainty. This model was later extended by an Holman et al. (1972), who
proposed Eq. (10.14), which is applicable over a wider range.

εmax = 3.53 10−3

(
ρ2Lu

2
depd

(ρL − ρG) σ

)0.341

(10.14)

In their study Ganic and Rohsenow (1977) also presented an interesting anal-
ysis on the effect of the droplet diameter in the evaporation process. In general,
large droplets have enough inertia for breaking through the vapor boundary layer
and can reach the wall, while small droplets cannot. In this context, they solved
numerically the momentum balance equation for a liquid droplet in an undisturbed
boundary layer. They obtained a cutoff diameter dcrit, concluding that if d < dcrit,
the droplet does not reach the wall. Finally, assuming a given droplet size distri-
bution (in a later study Moose and Ganic (1982) assumed a Gamma distribution),
they defined a cumulative deposition factor representing the fraction of deposited
liquid mass that actually touch the wall.

This interesting analysis was later described by Wang and Weisman (1983) as
“although theoretically appealing, impossible for designers to use it since it requires
information on droplet size and distribution which is generally not available”. As
this formulation cannot be validated with experimental data for post-dryout flow,
it is not included in this analysis. In addition, it should be noticed that Ganic
and Rohsenow (1977) considered an undisturbed boundary layer. In practice, the
motion of droplets affects the turbulent structure of the flow, specially in the region
near the wall. Therefore, it is expected that droplets smaller than dcrit can travel
through this disturbed layer, resulting in a cumulative deposition factor rather
close to unity. Consequently, the droplets evaporation efficiency is considered to
be well represented by Eqs. (10.13) and (10.14).

Drag forces at the droplets-gas interface τ ′′G,D

These forces at the droplet-gas interface were considered previously in Chapter 9.
Generally, they can be modeled according to the Stoke’s law for laminar flow across
a solid sphere (Clift et al., 1978), given their small diameter and consequently low
Reynold number of the flow. Then, Eq. (9.25) applies for the shear stress τG,D.

τG,D =
12μG (uG − uD)

d
(9.25)
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Wall friction τ ′′W,G

The single-phase friction can be represented by a friction factor fW as in Eq. (10.15).
In particular, the Haaland formula (White, 1986, §6.4) for smooth tubes (used pre-
viously in Chapters 5 and 6), given by Eq. (10.16), is considered in this analysis.

τWG = fW
ρGu

2
G

2
(10.15)

fW =

[
1.8 log

(
6.9

ReG

)]−2
(10.16)

Evaluation of wall temperature or heat flux

In power-controlled systems, the total heat input to the fluid is independent of the
wall temperature. Furthermore, considering that the axial conduction at the wall
is negligible (as confirmed by Yoder (1980)), the contribution of wall-to-gas and
wall-to-droplets heat transfer are equal to the external heat flux q′′W . Therefore, the
wall temperature can be evaluated from the heat balance expressed in Eq. (10.17),
which requires an iterative solution.

q′′W = q′′W,D(TW ) + q′′W,G(TW ) (10.17)

The situation is different for HEs and the heat flux q′′W is not fixed and it
depends on the solution for the wall temperature. In a steady-state analysis, the
heat input to the boiling fluid (left-hand side in Eq. (10.18)) is equal to the heat
flux from the hot fluid towards the wall (right-hand side in Eq. (10.18)). The
solution of Eq. (10.18) gives then both the heat flux and wall temperature. If the
heat transfer coefficient ĥhot is sufficiently large, it can be assumed that TW = Thot.

q′′W (TW ) = q′′W,D(TW ) + q′′W,G(TW ) = ĥhot (Thot − TW ) (10.18)

10.2.3 Evolution of the droplet size

All the constitutive models describing the interaction of droplets with the wall and
the gas phase, presented in Section 10.2.2, depend on the representative droplet
diameter d. This single value represents a frontal-area average of a generally
polydispersed size distribution. Therefore it is essential to be able to estimate the
variation of the droplet size throughout the tube length, as this information is
usually not available from experiments.

In this context, a key parameter is the initial droplet diameter at the onset of
dryout d0. The available experimental information for d0 is more abundant and
several correlations have been proposed. In general, they can be grouped into four
categories as follows.
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1. Referred to the tube diameter D. These models are based on an equilib-
rium between entrainment and deposition in the annular flow regime. This
assumption allows to consider an extensive experimental database, mostly
for air-water and steam-water systems. The two most cited correlations are
summarized in Eqs. (10.19) and (10.20), where WeG,D = ρGu

2
GD/σ is the

Weber number of the gas based on the tube diameter. The model proposed
by Tatterson et al. (1977) incorporates the smooth friction factor fs, which
is expected to depend on the Reynolds number as Re0.2G,D. Therefore, both
models present the same trend, only differing in the numerical value of the
empirical constants.

Tatterson et al. (1977):
d0

D
= 1.12 10−2 (fsWeG,D/2)

−0.5 (10.19)

Ueda (1979):
d0

D
= 5.8 10−3

⎡
⎣ ReG,D

WeG,D

(
ρG

ρL

)1.25
⎤
⎦0.34

(10.20)

However, the linear dependence on the tube diameter D is not clearly justi-
fied. In particular, there is no obvious reason why larger droplets are formed
in larger tubes, as this is not related with the droplet generation mechanism.

2. Based on the Laplace length �, defined in Eq. (10.21), which takes into
account two relevant variables for the stability of droplets: surface tension
and density difference. The inclusion of the gravity g seems to respond more
to its use as a dimensional constant than to the results of an analysis of
forces-balance at the droplet surface.

� =

√
σ

g (ρL − ρG)
(10.21)

Azzopardi (1985) observed that the drop sizes in annular flow are inversely
proportional to the gas velocity and roughly independent of the tube diame-
ter and postulated the correlation given by Eq. (10.22), where the gas Weber
number WeG,� = ρGu

2
G�/σ is based on the Laplace length. The entrainment

rateWent is included in order to account for the droplet concentration. Equa-
tion (10.22) is then only valid for equilibrium adiabatic annular flows, where
the entrainment rate is constant and dryout does not occur.

In the case of boiling flows, the entrainment rate is not constant and therefore
Eq. (10.22) is not applicable. For this reason, Jayanti and Valette (2004)
modified this model and replaced this second term for the liquid volume
fraction αD. In addition, they extended the experimental database including
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the observations at large mass flux reported by Bennett et al. (1968), and
proposed the correlation in Eq. (10.23).

Azzopardi (1985) :
d0

�
= 15.4We−0.58G,� + 3.5

Went

ρGuG
(10.22)

Jayanti and Valette (2004) :
d0

�
= 2.5We−0.58G,� + 0.1α0.25

D (10.23)

3. Saha (1980) presented a mixed approach, referring the droplet diameter
d0 to both the tube diameter D and the Laplace length �. Equation (10.24)
presents a 5.34% root-mean-square error for the nearly 900 experimental
data points from Bennett et al. (1968) and Ling et al. (1971).

Saha (1980) :
d0

D
= 1.47

(
α2
GWeG,�

)−0.675
(10.24)

4. Kataoka et al. (1983, cited by Guo and Mishima (2002)) included the droplet
diameter in the Weber number of the gas and recommended the use of
Eq. (10.25). This model does not include a reference length and the droplet
diameter is defined only in terms of the flow properties.

G2
G

σρG
d0 = 7.96 10−3Re

2/3
G,D

(
ρG

ρL

)−1/3(
μG

μL

)2/3

(10.25)

It should be noticed that the above models, given by Eqs. (10.19), (10.20)
and (10.23) to (10.25) were developed based on air-water and steam-water entrain-
ment data. Therefore, their application for the analysis of hydrocarbons (with a
lower surface tension) is outside their validity range and, strictly speaking, none of
them are valid. However, given the lack of experimental data for these conditions,
it is worth evaluating the predictions of these models. In particular, the droplet
diameters predicted by these models are compared with those observed in their
experiments by the authors who postulated them.

In this context, the value for d0 predicted by Eqs. (10.20), (10.23) and (10.24)
is, in some of the cases later studied in Section 10.3, much larger than the max-
imum droplet diameter observed by the authors (roughly 100, 200 and 600 μm,
respectively). On the other hand, the predictions of Eq. (10.25) are sometimes
lower than the minimum observed droplet size (84 μm). Overall, the only corre-
lation that remains in the same range of the experimental observations is the one
proposed by Tatterson et al. (1977), given by Eq. (10.19).

The evolution of the droplet size distribution is controlled by different mech-
anisms, including break-up, coalescence and evaporation (Andreani and Yadi-
garoglu, 1992). Due to the general lack of experimental observations, strong as-
sumptions are usually performed. Several authors (e.g. Saha (1980), Yoder (1980),
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Hill (1982) and Varone Jr. and Rohsenow (1986)) consider that neither breakup
nor coalescence occur and therefore the total number of droplet is constant. This
approach represents a simplified analysis of the dynamics of droplets impacting
the wall, considering that they are partially evaporated and a secondary droplet
of smaller size is returned to the gas core. As a consequence, the representative
diameter d is continuously reduced downstream of the dryout location.

Furthermore, if the number density of droplets is constant and the size distribu-
tion is not notoriously affected by the evaporation process, the front-area-averaged
diameter d can be evaluated from the volume fraction αD as in Eq. (10.26).

αD

αD,0

=
d3

d30
−→ d = d0

(
αD

αD,0

)1/3

(10.26)

10.2.4 Summary

The necessary steps for applying this model are summarized in Fig. 10.4. Given the
nature of the governing equations, this problem can be solved explicitly, moving
forward in steps of length Δz from the onset of dryout until the end of the tube
at z = L.

Initial conditions at z = z0
(onset of dryout)

Evaluate constitutive models

1. d: Eqs. (10.19) and (10.26)

2. TW : Eq. (10.17) (power-
controlled systems) or
Eq. (10.18) (HE)

3. q′′W,G, q
′′
W,D, q

′′
G,D:

Eqs. (10.6), (10.8)
and (10.11)

4. τG,D, τW,G: Eqs. (9.25)
and (10.15)

Right-hand sides of
Eqs. (10.1) to (10.3)

New values at z + Δz for

• Problem variables αD, αG,
uD, uG, p and hG

• Gas properties TG, ρG, μG

Stop when z = L

Figure 10.4: Sequential steps for the analysis of post-dryout flow
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10.3 Validation of the model

A complete two-fluid formulation was presented in Section 10.2, describing the
individual evolution of both liquid and gas phases. The governing equations,
based on mass, momentum and energy balances, were defined in Section 10.2.1.
State-of-the-art models were selected for the constitutive relations, summarized
in Section 10.2.2. The inclusion of these effects provides model closure without
including additional empirical coefficients. This generic formulation allows a de-
tailed description of the flow evolution in terms of the mass vapor content, phase
velocities and temperatures, pressure and heat transfer profiles, among others.

The validation of this model, however, cannot be performed at a high level of
detail. On the contrary, it must be restricted to coarse variables which can be
derived from experimental observations. In this context, the overall objective is to
predict the heat transfer coefficient (HTC).

As a common feature, all the experimental work performed on this topic has so
far been oriented towards power-controlled applications. In the few cases where a
HE arrangement was used instead of direct electric heating (see Section 10.4), the
overall intention was to imitate uniform axial power distribution conditions. For
this reason, only uniform heat flux conditions are considered in this section. In
this context, the selected variable for validation is the wall superheat TW − Tsat.

Table 10.1 summarizes the experimental data sets selected for the validation of
the model. For a given working fluid, the following input parameters are required
from the experiments: pressure, heat and mass flux, diameter and dryout quality.
In particular, this last parameter presents the largest uncertainty. In fact, although
xdy was reported with three significant digits, the experimental uncertainty of this
parameter is usually around 5%.

The examples studied in this section, summarized in Table 10.1, are taken from
different sources (nine in total). Only one representative data set is selected for
each source. The only exception is the information reported by Bennett et al.
(1968): two cases are studied because they present different trends. In general
(with the only exception mentioned above), similar results as those described in
Sections 10.3.1 and 10.3.2 are observed for all the data sets reported by each
reference. For reasons of compactness, only representative examples of each source
are presented in this section.

The cases described in Table 10.1 are grouped into two categories according to
the working fluid. First, water cases are analyzed in Section 10.3.1. Second, other
fluids are studied in Section 10.3.2.

10.3.1 Water cases

Considering that the constitutive relations selected for this model (described in
Section 10.2.2) were developed based on adiabatic air-water and steam-water data,
these cases are analyzed first. The results for these six water cases are presented in
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Case Fluid p q′′W G D xdy Source
[bar] [kW m-2] [kg m-2 s-1] [mm] [-]

1 Water 70.1 350 497 10.0 0.977 [139]
2 Water 70 545 394 12.6 0.920 [38]
3 Water 69 460 390 12.7 0.921 [38]
4 Water 69.6 840 1016 12.5 0.688 [148]
5 Water 185 720 1530 10.0 0.314 [226]
6 Water 70 900 2200 6.0 0.463 [90]
7 R22 38 40 1000.0 13 0.351 [235]
8 R113 3.08 21.3 898.3 10 0.698 [179]
9 N2 1.4 23 45.0 10.2 0.690 [141]
10 R12 9.3 31.1 325.9 12.5 0.870 [216]

Table 10.1: Input parameters for the validation cases

Fig. 10.5. Predicted gas and wall temperatures (solid lines), along with measured
values for the wall temperature, are presented against the thermodynamic quality
xth

6. For reasons of compactness, the input data is referred to Table 10.1 and not
explicitly included in the figures.

General remarks

In general, good agreement is obtained for cases 1 to 4, indicated in Figs. 10.5(a)
to 10.5(d). The situation is different, however, for cases 5 and 6 in Figs. 10.5(e)
and 10.5(f). As a common feature, these last two cases present the largest mass
flux and earliest dryout. In addition, case 5 is at very high pressure, while case 6
involves a very small tube diameter.

The following considerations are the key elements for understanding the per-
formance of the model in the different cases.

• The degree of thermal equilibrium determines the gas temperature and mass
vapor content. Early formulations, introduced in Section 10.1.1, consider
one of two extreme scenarios: 0% (frozen droplets) or 100% (complete equi-
librium). The present phenomenological model allows to account for inter-
mediate situations.

• Among all the constitutive relations, presented in Section 10.2.2, the wall-
to-gas heat transfer q′′W is perhaps the least suitable to be described inde-
pendently. In particular, the liquid droplets are expected to disturb this
heat transfer process. For this reason, Varone Jr. and Rohsenow (1986)
included a correction factor ranging from 0.7 to 2.0. On the contrary, the
main philosophy of the present formulation is not to include additional ad

6Under uniform heat flux conditions, xth depends linearly on the axial position z.
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(a) Case 1 in Table 10.1
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(b) Case 2 in Table 10.1
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(c) Case 3 in Table 10.1
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(d) Case 4 in Table 10.1
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(e) Case 5 in Table 10.1
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(f) Case 6 in Table 10.1

Figure 10.5: Results for post-dryout model validation in water cases

hoc constants. An inaccurate representation of this process might result in
an offset between the predicted and measured wall temperature.

A more detailed analysis of Fig. 10.5 provides some interesting observations.
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Some individual remarks for each case can be stated as follows.

Case 1: Fig. 10.5(a)

The special feature of this case is that dryout occurs very late (xdy = 0.977).
Therefore, this experimental data set corresponds almost completely to the single-
phase gas flow. As the mass vapor content is very large, liquid droplets play a
minor role in the heat transfer process. In this context, the data is well predicted
by the model, represented by the single-phase heat transfer correlation given in
Eq. (10.8). The gradual deviation of wall and gas temperature curves implies a
slow reduction in the HTC. This effect is a consequence of the changes in the fluid
physical properties, particularly the specific heat capacity cp.

Case 2: Fig. 10.5(b)

This case has a much larger heat-to-mass flux ratio than the previous one (roughly
twice as large). Considering the differences in the diameter, the equilibrium evap-
oration rate is still 55% larger in case 2 than in case 1. As a consequence, the
phenomenological model predicts a large degree of thermal non-equilibrium close
to the dryout location. Further downstream, droplets are slowly evaporated and
the HTC of the gas phase is increased, reducing the temperature difference between
the wall and gas.

Case 3: Fig. 10.5(c)

In this case, the overall trend is correctly predicted. However, a small offset is
observed, as the predicted wall temperature is roughly 10% than the measured
values. This result can have be interpreted in two different ways. On the one hand,
it is an acceptably small error, within the reported uncertainties of the selected heat
transfer correlations. On the other hand, this is a systematic error: the trend is
to overestimate the temperature difference (which is equivalent to underpredicting
the HTC). Therefore it should be kept in mind for further analysis.

Case 4: Fig. 10.5(d)

A similar result as in case 3 can be observed. The wall temperature superheat
TW − Tsat is overpredicted by roughly 25 to 30%. This error is, although still
restricted within an acceptable range, two to three times larger than in the previous
case. Then, at this point a possible explanation for this trend is suitable. The wall-
to-gas heat transfer q′′W,G was modeled on the basis of a single-phase gas correlation,
given by Eq. (10.8). This formulation does not consider the presence of dispersed
droplets. It is expected that the droplets disturbe the gas boundary layer near the
wall, affecting the velocity and temperature profiles. In particular, reducing the
thickness of the boundary layer, the HTC is expeceted to be improved, therefore
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reducing the temperature difference. This situation is discussed in further detail
in Section 10.4.1.

Case 5: Fig. 10.5(e)

As reported by the authors, dryout occurs very early in this case: xdy = 0.314.
Therefore, the flow pattern at which the boiling crisis occurred is questionable.
Since the experimental setup did not allow for visual observations (due to the very
high operating pressure), it cannot be confirmed that the dryout mechanism is the
disruption of the film as described in Chapter 9. In fact, it is very likely that the
flow is operating in the inverted-annular regime, with entrained droplets near the
wall. As a consequence, a large degree of thermal equilibrium would be achieved,
thus accounting for the continuous reduction of the wall temperature.

This overall trend is satisfactorily captured by the present phenomenological
model (which, in principle, is not applicable for this flow regime). The predicted
gas temperature remains very close to its saturation value, indicating that the
degree of non-equilibrium is indeed low. In addition, the predicted wall temper-
ature is continuously reduced as a consequence of the increase in the HTC due
to the larger velocities produced by further evaporation. This temperature gra-
dient, however, is not as steep as observed in the experiments. In other words,
the increase in the HTC predicted by the model is not as fast as indicated by
the measurements. This situation can probably be explained due to the different
flow regime. On the one hand, in the dispersed-droplets regime (assumed by this
model), the liquid is not continuously in contact with the wall and the HTC is
low. On the other hand, if the regime is inverted-annular, turbulent mixing might
lead to a large heat transfer rate towards the liquid, thus reducing notoriously the
wall temperature.

Case 6: Fig. 10.5(f)

In this case, the proposed model fails completely to predict the wall tempera-
ture profile. The experimental observations indicate that the wall temperature is
continuously reduced until reaching xth = 1, when it starts to rise again. This
situation indicates a large degree of thermal equilibrium, which the model did not
predict. In fact, the model postulates a rather constant temperature difference
between the wall and the gas phase. This is an indication of a constant wall-to-
gas HTC as a consequence of a rather uniform gas velocity. In other words, the
model predicts a large degree of non-equilibrium, while the practical scenario is
rather close to a full thermal equilibrium scenario. The causes for this inaccurate
prediction can be found in the special characteristics of this case. In particular,
the following two operating conditions are highlighted.

• Large mass flux: G =2200 kg m-2 s-1. This value largely exceeds the upper
limit of the selected constitutive relations. In general, all of them were
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developed under conditions with G <1000 kg m-2 s-1.

• Small diameter: D =6 mm. It was stated in the scopes and limitations of the
present thesis (see Section 1.3), that the analysis is restricted to normal-size
channels (around or more than 8 mm in diameter). In small channels, other
effects become relevant (specially for boiling flow applications), affecting the
turbulent structure of the flow.

Since these two parameters are outside the validity range of the selected con-
stitutive relations, the following phenomena are not accurately represented.

• Wall-to-gas heat transfer. As observed in cases 3 and 4, the overall accuracy
of the model is very sensitive to this effect.

• Gas-to-droplets heat transfer. An underestimation of this phenomenon re-
sults in a poor description of the vapor generation rate and its contribution
towards thermal equilibrium.

• Deposition rate of droplets. This effect is clearly affected by the turbulence
structure of the flow, which is expected to increase with the mass flux G.
The deposition rate is one of the key factors determining the direct-contact
heat transfer from wall to droplets q′′W,D, influencing on the evaporation rate.

An inaccurate description of these three phenomena is then the main reason
why the model cannot reproduce the trend observed in the experimental data
for this case. Nevertheless, it should be noticed that the operating conditions in
this case are outside the validity range of the model and exceed the scope of this
analysis.

10.3.2 Other fluids

The general scope of this thesis, described in Section 1.3, is oriented towards
developing a multiscale thermalhydraulic model applicable to HE used in cryogenic
and LNG processes. In this context, it is important to validate the present model
against experimental data for hydrocarbons, in addition to the high-pressure water
analyzed in the previous section.

Figure 10.6 presents the results for four cases with working fluids different
than water, including nitrogen and three refrigerants. Once again, the results are
presented in terms of temperature profiles for the gas (predicted) and the tube
wall (predicted and measured). For details regarding to the input parameters for
these examples, refer to cases 7 to 10 in Table 10.1.

244



10.3. Validation of the model

0.35 0.51 0.67 0.83 0.99 1.15
0

10

20

30

40

50

Thermodynamic quality xth [−]

T 
− 

T sa
t [K

]

Data from:
Nishikawa et al. (1983)

Gas (pred.)
Wall (pred.)
Wall (exp.)

(a) Case 7 in Table 10.1

0.7 0.71 0.72 0.73 0.74 0.75
0

5

10

15

20

25

30

35

40

45

Thermodynamic quality xth [−]

T 
− 

T sa
t [K

]

Data from:
Koizumi et al. (1979)

Gas (pred.)
Wall (pred.)
Wall (exp.)

(b) Case 8 in Table 10.1
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(d) Case 10 in Table 10.1

Figure 10.6: Results for post-dryout model validation in non-water cases

General remarks

Overall, Figs. 10.6(a) to 10.6(d) indicate good agreement between the predicted
and measure values for the wall temperature. In broad terms, the model performs
better for the hydrocarbon examples than for the water cases studied in Sec-
tion 10.3.1. In addition, the performance for the nitrogen case, see Fig. 10.6(c), is
rather similar than for water.

This situation can be better understood by means of a comparative analysis of
the physical properties of each fluid, summarized in Table 10.2.

In particular, the three following observations can be derived from Table 10.2.

• Hydrocarbons (and also nitrogen) have a lower surface tension (σ) than
high-pressure water. This variable affects the evolution of the liquid droplet
through several mechanisms. The initial diameter d0, deposition rate Wdep

and evaporation efficiency εW,D are controlled by this physical property.

• The specific evaporation enthalpy (ΔhLV ) of water is one order of magni-
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Fluid Water R22 R113 N2 R12
Pressure [bar] 70 38 3.1 1.4 9.3
σ [10-3 kg s-2] 17.63 1.1204 10.75 8.23 6.86
ΔhLV [106 J kg-1] 1.505 0.097 0.131 0.195 0.131
λL [10-3 W m-1 K-1] 571.9 55.6 56.6 139..1 62.4
λG [10-3 W m-1 K-1] 62.9 24.1 11.3 7.5 11.3
λL/λG[-] 9.09 2.30 5.01 18.47 5.53

Table 10.2: Comparison of selected physical properties for different working fluids

tude larger than for other fluids. However, cases 1 to 6 (water) present a
larger heat-to-mass flux ratio than cases 7 to 10 (non-water), see Table 10.1.
For this reason, the overall evaporation rate is better understood in terms
of the Boiling number Bo, defined in Eq. (10.27). In simple terms, this
non-dimensional number represents the fraction of the flow that would be
evaporated (under equilibrium conditions) along a tube length of D/4.

Bo =
q′′W

GΔhLV
(10.27)

In this context, the nitrogen example (case 9, Fig. 10.6(c)) stands out with a
high boiling number Bo = 2.62 10-3. As a consequence the entire two-phase
region occupies (once again, under equilibrium conditions) a total length of
95.4 diameters. This value is much lower than for water (272 to 919) and
hydrocarbon (342 to 1385) cases.

• Both liquid and gas thermal conductivities are notoriously larger in the case
of water than in other working fluids. Nevertheless, the most relevant vari-
able for analysis the consequences of dryout is the ratio λL/λG. From this
perspective, the largest conductivity ratio is found for nitrogen, followed by
high-pressure water and later on the hydrocarbons. A lower value for this
coefficient is one of the main reasons (together with the lower heat flux) why
the wall temperature superheat in the post-dryout regime is not so extreme
in the case of hydrocarbons.

In addition to these general remarks, some individual comments for each case
are presented in the following subsections.

Case 7: Fig. 10.6(a)

After an initial and moderate rise in its value, the wall temperature is continuously
reduced along the two-phase region. Further increase in the wall temperature is
only observed beyond xth = 1. Both characteristics are clear indications of a
large extent of thermal equilibrium. As indicated in Fig. 10.2(a), this case can be
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well represented by a complete-equilibrium model such as the early formulations
described in Section 10.1.1.

The phenomenological model postulated in this chapter satisfactorily predicts
this behavior. Within a small uncertainty, the locations of the minimum and
maximum wall temperature are accurately predicted, providing a good description
of the equilibrium characteristics. Finally, the lowest accuracy is found in the
high-quality region. In particular, the wall temperature is overpredicted, which is
equivalent to an underprediction of the HTC. A possible way to interpret this result
is that the direct wall-to-liquid interaction is larger in experimental observations
than predicted by the model.

Case 8: Fig. 10.6(b)

Very good agreement with the experiments is obtained in this case. A statistical
analysis of the 13 data points indicates a mean error of 5.4% (1.3 K) and RMS
relative error of 6.5% (1.6 K). In other words, the wall temperature is well predicted
within the experimental uncertainties. Similar results can be obtained for the six
data sets provided by this source (Koizumi et al., 1979).

It should be noticed that this case is characterized by a large mass flux and low
heat input, see Table 10.1. In fact, the boiling number, Bo=1.80 10-4 (equivalent
to the two-phase region extending over 1385 diameters), is the lowest one from the
ten cases studied in this chapter. Perhaps for this reason, the present thermal and
hydrodynamic phenomenological model performs best in this case.

Case 9: Fig. 10.6(c)

Some peculiarities about this nitrogen case have been discussed previously in the
general remarks for non-water fluids. In general, this case is more similar to the
water examples presented in Section 10.3.1 than to typical hydrocarbon applica-
tions. As discussed above, the boiling number and thermal conductivity ratio are
very large. For these two reasons, large wall superheat temperatures (TW − Tsat)
are observed in the post-dryout regime.

Overall, the agreement between the model and the experimental data is good.
However, it should be noticed that the wall temperature is initially overpredicted
close to the dryout location, and underpredicted further downstream near the out-
let (observe the large values of xth). This result probably indicates that the degree
of thermal equilibrium close to the dryout location is probably closer in the exper-
iments than predicted by the model. As the measured wall temperature follows a
profile rather parallel to the predicted gas temperature, it can be concluded that
full evaporation is achieved rather early, and single-phase wall-to-gas heat transfer
is the dominant mechanism.
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Case 10: Fig. 10.6(d)

The results from the phenomenological model for this case are rather good, with
a similar performance as in case 8, see Fig. 10.6(b). In particular, beyond the
near-dryout region (that is, excluding the first two data points), the RMS error
for the remaining 8 observation is only 5.6% (5.6 K). If these two data points are
included, the RMS errors increases up to 31.7% (12.8 K).

This scenario (rather large errors near the location of dryout, and accurate
predictions further downstream) is a direct consequence of one assumption of the
present model. In particular, a sharp flow pattern transition from annular-mist to
the post-dryout regime is considered. In practice, as discussed in Section 3.3.2, this
passage is not instantaneous and occurs over a certain range of vapor quality. Such
as smooth transition can be easily implemented when considering the coupling of
the phenomenological formulation described in Chapters 9 and 10.

10.4 Discussion

This section comprises an analysis and discussion of the results described in Sec-
tion 10.3. Based on the previous individual analyses, the following two topics are
considered. First, the most sensitive issues of the postulated phenomenological
model are discussed. Finally, some remarks on the general lack of experimental
data applicable to heat exchanger applications are presented.

10.4.1 Sensitive issues

In general, multifluid formulations are sensitive to the constitutive relations that
describe the underlying phenomena (Jiao et al., 2009). The selected model for
the present analysis were described in Section 10.2.2. These include the differ-
ent mass, momentum and heat transfer mechanisms. From the validation of the
model for both water (Section 10.3.1) and non-water (Section 10.3.2) cases, it can
be concluded that further improvement is required in the description of two phe-
nomena. As further detailed in the following subsections, these are the wall-to-gas
heat transfer and droplet collisions against the hot wall.

Wall-to-gas heat transfer

An underlying characteristic of this phenomenological formulation is that it con-
siders each physical effect occurring separately. In other words, it does not account
for the interaction of different phenomena. In this context, wall-to-gas heat trans-
fer was described in terms of a single-phase correlation, given by Eq. (10.8). Under
some conditions7, this assumption has led to a certain offset between predicted and
measured wall temperature profiles. This means that this correlation introduces

7Specifically, see cases 3 and 4 in Table 10.1, represented in Figs. 10.5(c) and 10.5(d).
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not only a random error, but also a systematic (at least for the cases studied in
this chapter) underprediction of the heat transfer coefficient.

The main reason for this offset can be found in the (neglected) consequences
of the liquid droplets on the wall-to-gas heat transfer. In particular, the dense
liquid droplets can disturb both velocity and temperature profiles in the gas core.
Therefore, as this mechanism is controlled by boundary-layer profiles in the near-
wall region, a large effect could be expected. Nevertheless, although other authors
(Varone Jr. and Rohsenow, 1986) included a correction factor for this effect, it
is not yet clear under which conditions the heat transfer rate towards the gas is
enhanced or reduced.

In order to include an accurate description of this phenomenon, specific ex-
perimental observations are required. Experimental data is currently reported in
terms of wall temperature and some qualitative intube observations, such as flow
pattern identification. In this context, detailed information on the droplet phase
for this scenario is not obtained. Nevertheless, relevant information can be derived,
using current experimental techniques, from a similar scenario. Perhaps, future
experiments in gas flow with solid particles can represent this phenomenon.

Wet and dry droplet collisions

As discussed in Section 10.2.2, direct-contact wall-to-droplets heat transfer can be
represented by either one of two mechanisms: wet and dry collisions. On the one
hand, wet collisions occur at low wall temperature superheat and are represented
by intimate contact, large heat transfer and full evaporation of the droplets. On
the other hand, in a dry collision (usually found at large temperatures) the droplet
bounces back at the wall, and the heat transfer rate is low. The present model
represents this phenomenon in terms of an evaporation efficiency εW,D. In addition,
it was assumed (based on previous research reported in literature) that the main
variable affecting this efficiency is the wall temperature.

A poor description of this phenomenon can be the cause for a particular sys-
tematic difference between predictions and experimental data. Near the dryout
location, the wall temperature is overpredicted in some cases8. This means that
the wall-to-droplets heat transfer was underpredicted. Perhaps the reason for this
result is that a developing region must be included in the analysis and therefore
the description only in terms of the wall temperature is not sufficient.

In addition, it should be noticed that present models for εW,D were developed
for individual droplets colliding against a heated plate. This experimental scenario
does not involve fluid convection. In the practical case of intube forced convection,
wet collisions are more likely to occur, thus providing larger heat transfer rates.
Therefore, this is another example were the interaction of separate effects (forced
convection and droplet collision) should be included in the analysis.

8See cases 2 (water), 9 (nitrogen) and 10 (R12) in Table 10.1, represented in Figs. 10.5(b),
10.6(c) and 10.6(d), respectively.
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10.4.2 Data for heat exchangers

The scope of this thesis is oriented towards the study of heat exchangers. As
stated above (see Section 10.1 and the unnumbered introduction of the present
chapter), these applications are in some aspects different from power-controlled
systems. Among other differences, the axial power distribution in a HE is not
uniform, and the wall temperature cannot rise sharply since it is controlled by
the other stream. This scenario, in addition to most of the experimental data
being derived for power-controlled applications, provides the motivation to derive
phenomenological models for the analysis of post-dryout flow.

In this context, the validation of the model in Section 10.3 was presented for
uniform heat flux conditions. It would have been desirable to evaluate the perfor-
mance of the postulated model also for heat exchanger applications. However, this
evaluation was not possible, due to the lack of experimental information for this
scenario. While most experiments were performed using direct electric heating,
some authors selected a counter-current HE arrangement for their essays. Some
representative references in this group are:

• George and France (1991): Boiling high-pressure water, heated with liquid
sodium (16 data sets).

• Paske et al. (1992): Water-heated evaporating R-12 (10 data sets)

• Yoo and France (1996): Water-heated evaporating R-113 (19 data sets).

With this configuration, the authors could obtain low superheat data (below
70 K). In addition, using low pressure refrigerants, they could imitate the physi-
cal properties of high-pressure water in simpler experimental conditions. In this
context, they tested different correlations and concluded that the model given by
Plummer (1974) performs best. Nevertheless, it fails to accurately predict the wall
temperature profiles.

Due to the selected experimental arrangement, these data sets should not be
compared with simple correlations developed for power-controlled systems. On
the contrary, this information should be directed towards the analysis of heat
exchanger applications, more similar to the experimental conditions. Nevertheless,
the reported data is insufficient for this purpose. In particular, relevant information
regarding the hot fluid, such as mass flow rate and inlet conditions, is missing.

In summary, more detailed information for HE conditions is required. This
data could be obtained following the trend by George and France (1991), Paske
et al. (1992) and Yoo and France (1996). In general, the only possible way to
exploit data from HEs or power-controlled systems and used them for either one
of both applications, is by means of a phenomenological model as the one proposed
in this chapter.
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10.5 Summary

The post-dryout flow regime is characterized by a low heat transfer performance.
It is found in the high-quality region, beyond the occurrence of dryout, described
in detail in Chapter 9. As evaporators cover the entire quality range from 0.0 to
1.0, this regime is always found in typical heat exchanger applications (except in
very low mass flux conditions). However, its analysis is not currently covered by
state-of-the-art HE models.

Extensive research on this topic is found for power-controlled applications. In
these systems, the boiling crisis produces a sharp increase in the wall temperature
and therefore is relevant for overall safety considerations. Nevertheless, there are
four main differences between both applications. First, the dominant flow pattern
in HEs is the dispersed-droplets regime, while in power-controlled systems the
inverted-annular structure can also be found. Second, transient effects are very
relevant in emergency situations for uniform heat flux conditions, and they can be
neglected in a first analysis of heat exchangers. Third, the axial power distribution
in a HE is not necessarily uniform. Finally, the wall temperature profile in a heat
exchanger is controlled by both cold and hot fluids. Therefore sharp variations are
usually not found in HEs.

A literature review indicates that thermal non-equilibrium plays a major role
in the evolution of post-dryout flow. Early formulations considered one of two
extreme scenarios: 0% (frozen droplets) or 100% (complete thermal equilibrium).
In general, these description present large unceratinties (although low heat-to-mass
flux ratio scenarios can be well represented by a complete equilibrium model) and
should only be used as a first approximation for establishing upper and lower limits
for the wall temperature, respectively. In addition, axial evolution models have
been proposed in the open literature, considering two or three heat transfer paths.
Although they are more accurate than previous formulations, they do not include
all the relevant effects.

In this context, a multifluid formulation was postulated, following the approach
described in Chapter 9. A phenomenological model describes the evolution of
both phases, using constitutive relations in order to account for their interaction.
The relevant phenomena included in this model are, among others, wall-to-gas
heat transfer, forced convection at the gas-droplets interface, wet and dry droplet
collisions, shear stresses and the evolution of the representative droplet diameter.
An overall summary of this method is presented in Section 10.2.4.

This model was validated against experimental data in Section 10.3. As only
uniform heat flux data is available in the open literature, the selected variable for
validation was the wall temperature profile. In total, 10 data sets (summarized in
Table 10.1) were studied: six for water and four for other fluids, including hydro-
carbon refrigerants and nitrogen. In general, good agreement is observed between
predicted and measured wall temperatures. Some general remarks were presented
along with a detailed analysis of each individual case. The hydrocarbon refrigerant
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cases, with a lower heat-to-mass flux ratio, are well represented by this model, in
some occasions within the uncertainties of the experimental measurements.

A detailed discussion on the performance of this model was presented in Sec-
tion 10.4. Two issues are highlighted as the most sensitive ones: wall-to-gas heat
transfer and droplet collisions at the wall. In both cases, it seems that these ef-
fects should not be described separated from others, and their interaction with
other phenomena should be included. On the one hand, the presence of liquid
droplets is expected to affect the thermal boundary layer with consequences in the
wall-to-gas heat transfer, thus explaining the offset in the predictions presented in
Figs. 10.5(c) and 10.5(d). On the other hand, the selected constitutive relation for
describing the droplet collisions was derived from stationary conditions, without
convection. In convective boiling, however, it is expected that wet collisions are
more likely to occur than in other conditions.
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Final remarks
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An overall analysis of previous results is presented in this final part. A com-
plete multiscale simulation example, including results from the previous chapter is
presented. In addition, the final remarks are focused on deriving conclusions from
this thesis and discussing possibilities for further investigations in this topic.

The interaction and coupling of physical phenomena at the different scales are
studied on Chapter 11. A proper multiscale algorithm is postulated for the design
and sizing of high-effectiveness heat exchangers. Simulation results are presented
for a practical example (an evaporator).

Chapter 12 summarizes the major contributions of this work. The results
are analyzed in view of the objectives defined in Chapter 1. In general, these
objectives were satisfactorily fulfilled. The main conclusions derived from this
work are discussed in this chapter. Following the overall intention of postulating
a multiscale framework for improving the current understanding of cryogenic heat
exchangers, a multiscale algorithm for this purpose is proposed.

The main topic in Chapter 13 is an analysis of the results with a focus on
prospective future activities at both modeling and experimental levels. Describing
the different lessons learned from the tasks performed throughout this thesis, some
advices indicating possible research paths are included. In particular, further re-
search should be focused on lower scale effects, such as the flow in parallel channels
and an accurate phenomenological description of two-phase flow and heat transfer.
In addition, a discussion is presented regarding the possibilities for extending the
scope and limitations of the present work.
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Chapter 11

Multiscale sizing of a heat
exchanger

� The present chapter deals with the coupled analysis of the three scales
(macro, meso, and micro) described throughout this thesis. An overall multiscale
algorithm for the design and sizing of two-phase flow heat exchanger is postulated
and applied to a practical example. The results from this example indicate that it
is essential to include low-scale phenomena in the analysis at the design stage.

11.1 A multiscale algorithm

The main idea of this thesis was to investigate possibilities based on multiscale for-
mulations, for improving the current understanding and design of heat exchangers.
Following this concept, a possible multiscale algorithm for the design process is
postulated in Fig. 11.1. It can be summarized as the following steps.

1. The design of a heat exchanger is strictly related to the operating conditions
such as pressure, temperature and flow rates, and other specifications of the
process. In other words, there is no such thing as a generic modeling scheme.
Therefore, the particular characteristics of the given process where the HE
is to be employed represent the starting point for this algorithm.

2. Based on previous experience and practical circumstances, several differ-
ent geometries can be proposed, such as A, B and C in Fig. 11.1. This
stage of design does not only concern thermalhydraulic considerations (Shah
and Sekulić, 2003). Other aspects such as mechanical (e.g. high-pressure
streams inside tubes) and manufacturing regards, selection of a chemically-
compatible material, among others, must be included in the analysis. The
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Process specifications

Geometry
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Geometry
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Geometry
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Figure 11.1: Multiscale algorithm for the design of a cryogenic heat exchanger
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most commonly used geometries for cryogenic and LNG processes were re-
viewed in Section 2.2.

3. For a given geometry (the example in Fig. 11.1 is for case B), the thermal-
hydraulic analysis starts at a macroscopic level. At this stage, a rough first
estimate of the required heat exchanger size can be obtained using the rather
simple model described in part II. As a result, a possible complete set of pa-
rameters like number of tubes, diameter and inlet velocities, is postulated.

4. Once a complete set of parameters is available, more complete models can
be used for evaluating the performance. In particular, physical phenomena
at lower scales can be incorporated. Throughout this thesis, two lower-scale
frameworks are described as follows.

• Meso-scale analysis comprises the heterogeneities in parallel-flow ge-
ometries. Perhaps the most important element to consider is the worst
case scenario of flow maldistribution, which can largely reduce the ther-
mal performance. It is important to achieve a design that would meet
the process specifications under all realistic circumstances.

• Micro-scale effects must be studied in order to accurately account for
local variations of the heat transfer coefficient. As discussed in Chap-
ters 9 and 10, the most important transition in boiling flows is the
occurrence of dryout, degrading the heat transfer capability. In this
work, phenomenological descriptions based on multifluid formulations
were postulated for the microscopic analysis.

5. Once the performance is evaluated in detail, the next step consists on check-
ing if this design meets the given specifications.

• On the one hand, if the specifications are not met, a new set of param-
eters can be proposed and further iterations are required. A useful tool
for proposing a new set of parameters that would yield a better perfor-
mance is given by the perturbative method described in Chapter 6.

• One the other hand, if the evaluated performance fulfills the process
requirements, a feasible design was achieved. The next steps consists
on optimizing this possible design. Once again, the perturbative for-
mulation presented in Chapter 6, provide a suitable mechanism for the
optimization procedure.

6. Steps 3 to 5 must be repeated for all the geometries proposed in step 2. Fi-
nally, all the optimized results should be compared for selecting the best de-
sign. Since this thesis is focused on round-tube geometries, this step exceeds
the scope of the present work. Nevertheless, it should not be disregarded in
more complete analyses.
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11.2 Analysis of an example: an evaporator

The multiscale algorithm presented in Section 11.1 (and summarized in Fig. 11.1)
is applied in the present section to a practical example. Throughout the following
subsections, the same order described in Section 11.1 is followed.

11.2.1 Process specifications

As a starting point, the process specifications are summarized in Table 11.1. These
specifications can be grouped into three categories: inlet conditions for both the
cold and the hot streams, and the target performance. It should be observed that
this is a high-effectiveness case (ε ≈ 96.9%⇒ 1− ε ≈ 3.1%), following the general
scope of this thesis.

Variable Symbol Value Unit
Cold stream Working fluid R134a -

Inlet temperature T in
cold 275 K

Inlet pressure pincold 3.5 bar
Saturation temperature at
the inlet pressure

Tsat(p
in
cold) 278 K

Mass flow rate ṁcold 4.6 kg s-1

Hot stream Working fluid Water -
Inlet temperature T in

hot 303 K
Inlet pressure pinhot 1.2 bar
Mass flow rate ṁhot 20.0 kg s-1

Performance Total heat duty Q 1000 kW
Thermal effectiveness ε 0.9687 -
Maximum Δpcold Δpmax

cold 1.5 bar
Maximum Δphot Δpmax

hot 0.25 bar

Table 11.1: Specifications for the multiscale sizing example

At a process-level description, all the required information is included in Ta-
ble 11.1. Further information is required at a lower level, as studied below.

11.2.2 Selecting the geometry

In general, several heat exchanger geometries can be selected for a given process
(Shah and Sekulić, 2003, §1.5). Therefore, in strict terms, the following analysis
should be repeated for each of these possible geometries. In this example, however,
only a shell-and-tube evaporator is considered, following the general scope of this
thesis. The possibilities for extending this analysis to other geometries are included
in the recommendations for future works depicted in Chapter 13. In addition, only
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plain tubes are studied and the description of baffles and flow distribution devices
escapes the scope of this example.

Having selected the geometry, several parameters must be defined, listed in
Table 11.2. The values of some of these parameters1 can already be established
at this stage, based on a preliminary analysis and best-practice guidelines derived
from the results obtained in parts II to IV.

Variable Value Unit
Geometry Stream in the tube-side Cold/Hot -

Flow arrangement Co-current/Counter-current -
Cold flow direction Horizontal/Upward/Downward -
Tube length L m
Inner diameter Di mm
Tube pitch P mm
Wall thickness tW mm
Number of tubes Nt -

Table 11.2: Required geometrical parameters in the multiscale sizing example

Stream in the tube-side

This variable is decided upon mechanical considerations. In simple terms, the
higher-pressure stream should flow inside the tubes. Therefore, in this example
the cold stream (evaporating R134a) is selected for the tube-side, and the hot
stream (liquid water) in the shell-side.

Flow arrangement

Previous experience for single-phase flow (Incropera and DeWitt, 1996, §11.3)
indicates that the counter-current arrangement yields the largest effectiveness ε.
In the case of an evaporator, however, the analysis presented in Chapter 5 indicated
that under some conditions, and up to a maximum effectiveness, the co-current
arrangement might perform better.

Therefore, it is interesting to establish this maximum effectiveness at this stage
of analysis in order to determine the optimum flow arrangement. This upper limit
would be obtained with an infinitely large heat exchanger. In that case, both
streams would leave at the same temperature. Consequently, this maximum effi-
ciency can be computed from Eq. (11.1), setting a no-temperature-cross constraint.

1In fact, all of them except the tube length L and inner diameter Di.
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Tcold

(
pincold, h

in
cold + ε× Qmax

ṁcold

)
≤Thot

(
pinhot, h

in
hot − ε× Qmax

ṁhot

)

=⇒ ε ≤ 0.8865 (11.1)

A slightly higher upper limit for the effectiveness when the reduction in satu-
ration temperature (as a consequence of the maximum allowed pressure drop) is
included in the analysis. In that case, this constraint results in Eq. (11.2).

Tcold

(
pincold −Δpmax

cold , h
in
cold + ε× Qmax

ṁcold

)
≤Thot

(
pinhot, h

in
hot − ε× Qmax

ṁhot

)

=⇒ ε ≤ 0.9295 (11.2)

Therefore, even in the most optimistic case, the specificied target effectiveness
is above the maximum efficiency ε. This result means that the co-current flow
arrangement would not meet the specifications. Consequently, the counter-current
flow arrangement is selected.

Cold flow direction

As mentioned in Chapter 5, the overall heat transfer coefficient is rather indepen-
dent of the flow direction. Instead, the major effect of changing the flow direction
is given by the gravitational pressure drop and its consequences on the saturation
temperature. It has also been observed in Chapter 5 that a large pressure drop
in the cold stream results in a better performance. With these considerations, the
cold flow direction is selected as upwards. As a consequence, in a counter-current
arrangement the hot stream flows downward, in a gravity dominated regime.

Tube pitch P

The distance between tubes (that is, the tube pitch) affects the shell-side hydraulic
diameter. Due to vibration issues, industry standards (TEMA, 2007) recommend
a minimum pitch of 1.25 times the tube outer diameter. In addition, the minimum
gap between tubes should be 6 mm, in order to allow for cleaning. In this example,
the tube pitch given by Eq. (11.3) is considered.

Tube pitch: P = 1.4 (Di + 2× tW ) (11.3)

Tube wall thickness tW

Since this variable depends on other considerations that escape the thermalhy-
draulic analysis, a constant value of tW =0.5 mm is selected, and it is not included
in the optimization process.
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Number of tubes Nt

This variable is controlled by the mass flow rates, which were specified in Ta-
ble 11.1. Usually, an average velocity is considered, and the required number of
tubes is consequently computed. In the case of boiling flows, as the density is not
constant, an average mass flux G must be selected.

A preliminary analysis indicates that, in order to remain below the maximum
allowed pressure drop, the mass flux should be around Gcold =300 kg m-2 s-1. Based
on this value, the number of tubes is computed as in Eq. (11.4), which depends
on the inner diameter Di.

Number of tubes: Nt = round

(
4ṁcold

πD2
iGcold

)
(11.4)

11.2.3 Macroscopic analysis. First estimate of HE size

The selection of the geometry, discussed in Section 11.2.2, leaves only two inde-
pendent parameters. These are the tube length L and inner diameter Di.

In this context, the scheme summarized in Fig. 11.1 can be slightly reformulated
as follows. The different geometries A, B and C would represent particular values
of the tube diameter, and the required length is evaluated for each of them. For
the particular case of Di =8 mm, the macro-scale sizing solution is presented in
Fig. 11.2, in terms of the thermal performance obtained at a given tube length.
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Figure 11.2: Solution the macroscopic sizing problem
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A sharp change in the slope of the macroscopic sizing curve is noticed around
L ≈3.4 m (Q ≈ 900 kW), as a consequence of the full evaporation of the cold
stream. The heat flux in the boiling region is rather large (roughly 35 kW m-2

in average), and it is significantly reduced in the single-phase gas region (initially
17.5 kW m-2 and further decreasing downstream) due to both a lower HTC and
temperature difference.

The required tube length for achieving the target performance is L =4.971 m.
This result defines a complete set of geometrical parameter and therefore is the
starting point for a more detailed analysis at lower scales, described in Section 11.2.4.

This process should be repeated for different values of the tube diameter, as
later studied in Section 11.2.6. The selected figure of merit for comparing the heat
exchanger size is the total surface area A, given by Eq. (11.5). For this case, a
first estimate of the area is A(Di = 8mm)=38.23m2. The average heat flux is then
26.1 kW m-2, that is 25% lower than in the two-phase region.

A (Di) = NtπLDi (11.5)

At this point, it should be verified whether the pressure drop for both streams
remain below the upper limits specified in Table 11.1. On the one hand, the cold-
side pressure drop is Δpcold= 1.096 bar, which is an acceptable value. On the
other hand, the pressure change in the hot stream is negative (Δphot= -0.378 bar),
indicating that there is a net pressure rise. This result is a consequence of gravi-
tational term in the momentum balance equation dominating over frictional and
inertial terms for this single-phase stream.

11.2.4 Rating the performance at lower scales

As described in Section 11.1, once a complete geometry is defined (given by Sec-
tions 11.2.2 and 11.2.3), the thermal performance can be evaluated more accurately
in a lower-scale analysis. In the three-scales framework selected for this thesis, two
lower scales are considered: meso and micro. These analyses are detailed in the
following subsections.

Medium-scale analysis. Worst case of maldistribution

The macroscopic analysis described in Section 11.2.3 considers one single tube
and assumes that all channels present an identical behavior. As studied in part III
(Chapters 7 and 8) the most notorious asymmetry between parallel channels is
related to the problems of flow distribution. This phenomenon produces a reduc-
tion in the thermal performance, with a large impact in balanced (in terms of heat
capacity flow rate) high-effectiveness applications.

In this context, the effects of maldistribution are studied in this section follow-
ing the model presented in Section 7.4.2 (pressure-coupled channels). The results
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11.2. Analysis of an example: an evaporator

of a parametric analysis are presented in Fig. 11.3, considering a flow maldistribu-
tion in the shell-side, characterized by the coefficient μ. The parameter n indicates
the number of layers considered. As studied in Chapter 7, the predicted perfor-
mance depends asymptotically on the number of layers, and no further changes
are observed for n ≥ 100.
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Figure 11.3: Reduction in the thermal performance due to flow maldistribution

Figure 11.3 confirms the larger negative impact on the performance with in-
creasing maldistribution. At a first glance, this plot presents some slight differ-
ences with the parametric analysis presented in Chapter 7 (see Fig. 7.12(a)). In
particular, the impact on the total heat duty is smaller (maximum reduction of
32.5kW=3.25% for μ=0.4), and it does not present a linear dependence on the
coefficient μ. The cause for these differences is that the previous examples are
rather balanced in terms of heat capacity flow rate. In the present example, the
hot stream has such a capacity flow rate2 (Chot=83.8 W K-1) more than twice as
large as the cold stream (Ccold=36.9 W K-1). For this reason, the negative impact
on the heat duty is not as large as in the previous examples.

It is important to recall that the thermalhydraulic analysis is coupled with
mechanical considerations, such as constraints in the design of the distribution

2In the case of phase-change flows (and variables properties cases in general), the represen-
tative heat capacity flow rate can be computed as in Eq. (11.6). The extreme values Tmin and
Tmax are given by the inlet temperatures of the cold and hot streams, respectively.

C = ṁ
h (p, Tmax)− h (p, Tmin)

Tmax − Tmin

(11.6)
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devices. In this context, the worst-case scenario of maldistribution must be defined
on the basis of the results presented in Fig. 11.3.

After establishing a maximum bearable reduction in performance (thermalhy-
draulic analysis), the largest allowed maldistribution μmax (mechanical constraint)
can be obtained from Fig. 11.3. For this example, considering that the target
ineffectiveness is very low (1− ε ≈ 3.1%) and that other neglected effects (such as
longitudinal heat condution) might also contribute to deteriorate the performance,
a maximum reduction in the heat duty as a consequence of maldistribution of only
1.0% (10 kW) is allowed. For these conditions, it can be read from Fig. 11.3 that
the maximum acceptable flow maldistribution is given by a coefficient μmax=0.275.

Micro-scale analysis. Local heat transfer coefficient.

A micro-scale description involves a detailed study of the intube flow. As dis-
cussed in the prologue to part IV, the larger scales (macro and meso) describe
the thermalhydraulic behavior in terms of the evolution of macroscopic average
variables such as enthalpy, pressure and mass flux. In addition, the interaction be-
tween the streams is represented using a heat transfer coefficient, based on simple
correlations such as those studied in Section 3.3.3.

In this context, this analysis at a microscopic level is focused on the identifica-
tion of different flow patterns in the boiling stream. Both annular and post-dryout
flow regimes are studied in detail within a phenomenological framework according
to the models described in Chapters 9 and 10, respectively.

Accounting for these flow pattern transitions, a more accurate evaluation of the
thermal performance is possible. The implementation of this detailed description
implies a larger computational cost. For this reason, it is only applicable in practice
once a given geometry is established, as postulated in Sections 11.2.2 and 11.2.3.

Figure 11.4 presents the results of this micro-scale analysis in terms of axial
profiles for (a) temperature and (b) quality of the cold stream. In both cases, the
flow pattern transitions are indicated. Several observations can be derived from
Fig. 11.4 for each particular flow regime.

At z = 0, the cold stream enters as a single-phase liquid, roughly 3 K below
the saturation temperature. The bubbly/slug flow pattern is established at a
short distance downstream from the inlet, as a consequence of subcooled boiling.
This phenomenon results in a separation of the red (solid) and blue (dashed)
lines in Fig. 11.4(b), corresponding to the mass vapor content and thermodynamic
quality, respectively. In other words, there is a slight departure from thermal
equilibrium. Bubbles are generated near the wall before the bulk reaches saturation
conditions and represent up to 0.9% of the mass flux under subcooled conditions.
Further downstream, the bubbly and slug regimes extend throughout the saturated
boiling region until the onset of annular flow.

According to the criteria given by Eq. (9.10), the annular-mist flow regimes
starts at xth = 0.307. It covers a wide enthalpy range until the occurrence of dryout
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Figure 11.4: Micro-scale analysis including flow pattern transitions

at xth = 0.857, that is more than half the total change in the thermodynamic
quality. However, it only takes around 25% of the tube length. This is a clear
indication that this regime is characterized by large heat transfer rates, twice
the average value. For this reason, an accurate evaluation of this boiling crisis,
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following the phenomenological model presented in Chapter 9, is essential for the
overall sizing of the heat exchanger.

As described in Chapter 10, the post-dryout regime is characterized by a
large degree of thermal non-equilibrium. The gas is in direct contact with the
wall and becomes superheated, as can be observed in Fig. 11.4(a). The remaining
liquid flows as dispersed droplets and is slowly evaporated. As a consequence, the
flow does not reach full evaporation at the outlet in spite of the thermodynamic
quality being larger than unity. In addition, the effective temperature difference
is reduced roughly by half due to the gas superheat, and the heat transfer rates in
this regime are very low. Only 18% of the enthalpy change is covered by this flow
pattern, which extends over 35% of the tube length. This means that the heat
flux in this region is half the overall average and roughly four times lower than in
the annular-mist regime.

The main objective of this micro-scale analysis is to provide a more accu-
rate evaluation of performance. In this case, the total heat duty is reduced to
Q=955.16 kW (4.48% lower than the required specifications), mainly due to the
superheating of the gas in the post-dryout region. Consequently, the thermal spec-
ifications are not met and a larger surface area (that is, a longer tube length ) is
required. This iterative design is analyzed in Section 11.2.5..

11.2.5 Iteration on the tube length

The evaluation of performance obtained from the lower-scale analysis in Sec-
tion 11.2.4 indicates that the specified geometry does not fulfill the requirements.
Consequently, a larger surface area A (which means a longer tube length L) is
required. Considering that the microscopic analysis is computationally expensive,
a parametric study as presented in the macroscopic description (see Fig. 11.2)
cannot be applied in practice.

On the contrary, an iterative search scheme must be followed, on the basis of the
rough estimates provided in Section 11.2.3. This sizing procedure indicates that
the required tube length is L=7.174 m, which means a total area of A=55.18 m2

(44.3% larger than predicted at a macro-scale description). The average heat flux
under these conditions is q′′W=18.12 kW m-2.

In short, the evaluation of performance at lower scales dictates that a con-
siderably larger surface area is required. The main reason for this result is that
the heat transfer rate in the post-dryout region is very low and is continuously
reduced due to the vapor superheat. Therefore, while the original predicted tube
length L=4.971 m resulted in a heat duty of Q=955.16 kW, an additional 2.2 m
are necessary for achieving the specified performance (Q=1000 kW).
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11.2.6 Iteration on the tube diameter

The final step in this multiscale design process is the selection of the tube diameter
Di. As described above, diverse values of Di in this example represent the different
geometries in the scheme in Fig. 11.1. The sizing results for five discrete values of
this parameter are summarized in Table 11.3.

Tube diameter Number of tubes Tube length Total area
Di [mm] Nt [-] L [m] A [m2]
6.0 543 4.421 45.25
7.0 399 5.852 51.35
8.0 306 7.174 55.18
9.0 242 8.570 58.64
10.0 196 9.867 60.76

Table 11.3: Sizing results for different tube diameters

It can be concluded from Table 11.3 that a smaller diameter is more convenient,
as the required surface are is lower. In a nutshell, this result is a consequence of
the larger overall heat transfer coefficient. This situation arises because the local
heat transfer coefficient on both streams is enhanced by a smaller diameter.

• According to single-phase heat transfer correlation, the HTC in the hot
stream has a small dependency on the diameter. The Dittus-Bolter cor-
relation consider a relation as 1/D0.2

i .

• In the case of the cold stream, a smaller diameter leads to an improvement
of the heat transfer rate on both flow patterns:

– In the annular-mist flow regime, a smaller dryout leads to a later occur-
rence of the boiling crisis, as observed in Chapter 9. Since the dryout is
postponed toward larger qualities and the annular region is extended,
the overall effective HTC is enhanced.

– In the post-dryout regime, a larger deposition rate and wall-to-gas heat
transfer capabilities as a consequence of the smaller diameter, lead to
a larger extent of thermal equilibrium. Therefore, the gas superheat is
reduced and the heat transfer rate increases.

11.3 Summary

This thesis considers a multiscale approach for the design of heat exchangers. In
particular, three scales (macro, meso and micro) were defined and parts II to IV
deal with each of them separately. The present chapter deals with the practical
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implementation of a multiscale concept for the analysis of high-performance two-
phase flow heat exchangers.

An overall multiscale algorithm for the sizing and design of HEs was postulated,
as summarized in Fig. 11.1. The starting point for this scheme is given by the pro-
cess specifications. From this point, several geometries can be selected, based on
previous experiences and best-practice guidelines. Each of these geometries are
then evaluated using a multiscale description. A macro-scale analysis provides a
first estimate of the required HE size. A lower-scale evaluation determines the
performance with a larger accuracy, including effects such as flow maldistribu-
tion (mesoscale) and flow pattern transitions (microscale). The final steps consist
on optimizing each of these geometries, comparing them and selecting the most
convenient design.

This algorithm was then applied in Section 11.2 to the practical example of
an evaporator. The main conclusion from this example is that there can be a
large difference between the total heat duty evaluated at a macroscopic level or
considering a microscale description. As a consequence of the gas superheat in
the post-dryout flow regime, the heat transfer rate is reduced and a considerable
larger surface area is required.
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Conclusions

� The main conclusions derived from this work are discussed in this chapter.
These remarks are analyzed in terms of the objectives defined in Chapter 1. In this
context a generic multiscale algorithm, based on the three-scale framework utilized
in this thesis, is postulated for the design of a two-phase flow heat exchanger.

The main purpose of this work was to investigate the implementation of a
multiscale framework for the analysis of two-phase flow heat exchangers. A possible
framework has been defined and modeling and simulations results were presented
at different scales. While each chapter includes a summary of partial results,
closing remarks are presented in this final part.

This chapter is structured as follows. The original objectives of this thesis are
revised in Section 12.1. Section 11.1 deals with a design algorithm based on a
multiscale framework, following the research methodology outlined in this work.
Finally, the major contribution from this project are summarized in Section 12.2.

12.1 Reviewing the objectives

Considering the scenario described in the previous section, the main objectives of
this thesis can be summarized as follows.

1. Evaluate the state-of-the-art in heat exchanger modeling from a de-
sign perspective, specially for cryogenic and other high-efficiency
applications. The main problems for obtaining an accurate descrip-
tion are identified and consequently a research methodology based
on a multiscale formulation for solving these issues is proposed.

An extensive review on the state-of-the-art was presented in Chapter 2, and
it is also the main topic of Article 7 in the Appendix. The main result of
this analysis is that the modeling and design of cryogenic two-phase flow
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heat exchangers is a complicated task mainly due to two reasons. First,
as a consequence of the high-effectiveness requirements, additional physical
effects must be studied. These effects include changes in the fluid properties,
flow maldistribution, longitudinal thermal conduction and heat exchange
with the surroundings. Second, two-phase flow and heat transfer are rather
complex processes dominated by physical mechanisms spread over a wide
range of time and length scales. While some of these effects have been
already addressed individually in the open literature, the only formulation
able to practically account for all of them is indeed a multiscale approach.

2. Develop a multiscale framework, identifying the most relevant phy-
sical phenomena and bridging parameters. While in strict terms
all these phenomena are coupled, a proper setup must be defined
in order to exploit efficiently the separation of different scales.

The multiscale features of two-phase flow and heat exchangers were investi-
gated in Chapter 3. In general the different scales are strongly coupled in
both directions. In this context, a three-scale framework was proposed, as
represented in Fig. 3.5. This thesis was then divided in macro, meso and
micro scale analysis (parts II, III and IV, respectively). The most important
variables that allow a bridging between the scales are the local void fraction,
heat transfer coefficient and frictional pressure drop. In order to accurately
represent these variables it is essential to identify the flow pattern.

3. Postulate modeling and simulation tasks in order to improve the
current understanding of heat exchanger performance for each in-
dividual scale defined in the previous step. Keeping this final ob-
jective in mind, macroscopic effects are analyzed first and further
modeling and simulations activities in this project include phenom-
ena occurring at the lower scales.

Macro-scale effects were studied in part II (Chapters 5 and 6). In this analy-
sis, an elementary representation of the heat exchanger is considered in order
to simply evaluate the performance. A one-dimensional description indicates
that the overall accuracy relies on the ability to describe pressure drop and
heat transfer, thus providing the motivation for investigating effects occur-
ring at lower scales. In this macroscopic framework, perturbative methods
are introducing for sensitivity and optimization analysis.

4. Take into account smaller-scale effects, including the consequences
of flow maldistribution, and a phenomenological description of two-
phase flow heat transfer.

Lower-scale analysis was divided into medium (meso) and microscopic formu-
lations. The meso-scale description was based on a homogenization approach
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for analyzing heat exchangers with multiple parallel channels. In this con-
text, the consequences of flow maldistribution and partial flow mixing on the
overall thermal performance were studied. In the micro-scale framework, the
boiling heat transfer rates in the annular-mist and post-dryout flow regimes
were studied using a phenomenological multifluid formulation.

5. Investigate practical aspects of the implementation of the postu-
lated multiscale scheme. Specifically, an overall simulation algo-
rithm is proposed.

The previous chapters were focused on the individual analysis of each scale.
This information can only be useful for the design engineer if some additional
comments on their coupling are included. A multiscale algorithm for the
design of a two-phase flow heat exchanger is presented in Section 11.1

12.2 Contributions in this work

The major contributions from this work can summarized as follows.

• Extending the concept of multiscale modeling from current applications to
the analysis of two-phase flow heat exchangers. In this context, a three-scale
framework was proposed, and modeling and simulation results at each level
were presented.

• Investigating the performance of different numerical methods for the analysis
of heat exchanger problems. Special emphasis is placed on the potential
advantages of the Least Squares Spectral Element Method. In fact, this
technique is the mot convenient one for complex problems.

• Applying perturbative methods for sensitivity analysis and optimization of
heat exchangers. These techniques have been applied before in other areas
of engineering and provide an efficient way of determining the consequences
of variations in the parameters.

• Describing complex geometries with multiple parallel channel by means of a
homogenization approach. Following this concept, medium-scale effects such
as flow maldistribution and partial mixing could be incorporated achieving
an interesting compromise of accuracy and computational cost.

• Analyzing the individual evolution of each phase using phenomenological
multifluid formulations. This type of description is currently not included in
state-of-the-art heat exchanger models. In the multiscale framework of the
present work, these formulations constitute a microscopic level of analysis.

In short, the techniques developed in this work contribute to improve the cur-
rent understanding on high-efficiency two-phase flow heat exchangers.
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Chapter 13

Recommendations for future work

� As closing remarks for this thesis, some advices for future research are in-
cluded here based on the individual discussion and analysis of results presented in
the previous chapters. The possibilities for extending the scope and limitations of
the present work are also discussed.

As reviewed in Chapter 2, although the generic problem of modeling and de-
signing heat transfer equipment is rather old, a final state of research has not yet
been achieved, particularly for cryogenic and two phase flow systems. Extensive
previous investigations have been so far focused on the scale of interest, usually
called macro-scale. In this context, this thesis represents a contribution to the
present state-of-the-art in terms of a multiscale description. Further research is
required at different levels in order to improve the understanding and predicting
capabilities of current models.

In this chapter, the recommendations for future work derived from this thesis
are classified into two groups. Section 13.1 deals with the lessons learned in this
work, derived from the individual discussion presented in each chapter. Possibili-
ties for extending the scope of this analysis are described in Section 13.2.

13.1 Lessons learned

Throughout this thesis, modeling and simulation results were analyzed within
a three-scales framework: macro, meso and micro. In general, the macroscopic
description is rather complete and further improvements should be focused on
the lower-scale effects. In particular, medium-scale phenomena are discussed in
Section 13.1.1, while Section 13.1.2 deals with some advices for further developing
the microscopic description.
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13.1.1 Regarding flow in multiple parallel channels

Part III (Chapters 7 and 8) deals with the flow distribution and mixing in parallel-
channels geometries, including the analysis of a shell-and-tube case. Following a
homogenization approach, this geometry was described in terms of layers, and
an interesting discussion was presented in Sections 7.5 and 8.4. In particular,
further research at both experimental and modeling levels is required in order to
investigate the following aspects.

• The validity of the equal pressure drop boundary condition. This scenario
is usually assumed in a steady-state operation. However, this approach dis-
regards that, in practice, stationary conditions are usually not achieved and
transient effects are always present. As studied in part III of this thesis,
relaxing this condition and allowing for some differences in the pressure drop
within a certain range, results in interesting flow mixing and distribution
profiles with consequences in the thermal performance.

• An analysis of flow distribution devices (inlet and outlet headers) in diabatic
two-phase flow applications. So far, current models are based upon single-
phase or adiabatic gas-liquid flows. Therefore, it is not clear the effect of
heat transfer along the tube length in the performance of the distribution
manifolds. In particular, different heat loads to parallel channels might result
in larger departure of the flow distribution from the design conditions.

13.1.2 Phenomenological description of boiling flows

This area is the subject of extensive research in many industries. In this section,
the most relevant research paths postulated in order to improve the predicting
capabilities for this particular applications are highlighted as follows.

• Development of constitutive relations applicable at the operating conditions
relevant to heat exchangers in cryogenic and LNG processes. As discussed
previously in Chapters 9 and 10, the evolution of gas-liquid flows in heat
exchangers presents some differences respect to power-controlled systems.
In particular, further research is required in these topics.

– Instabilities in the liquid film leading to the occurrence of dryout. In
general, this boiling crisis is dependent on both the local conditions
and the historical evolution of the flow, and it is largely influenced by
disturbance waves in the film-gas interphase.

– Droplet-wall interaction in the post-dryout flow regime. After the oc-
currence of dryout, deposited droplets interact directly with the hot
wall. Present models are based upon high-wall temperature data, since
they correspond to experiments relevant to power-controlled systems.
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In the case of a heat exchanger, however, the wall temperature does not
present sharp variations and consequently these models should not be
directly extended to low-temperature conditions.

– Specific entrainment and deposition correlations for hydrocarbons. Both
processes are strongly dependent on the surface tension, and present
models are based mostly on adiabatic air-water and steam-water ex-
periments, with much larger surface tension. Therefore, if the overall
accuracy is to be improved, specific experimental information is essen-
tial.

• Describing the evolution of the droplet size following a population balance
approach. Since most constitutive relations depend on the droplet diameter,
an accurate description of the distribution of sizes accounting for breakup and
coalescence effects, would result in a better phenomenological description of
the flow evolution. However, the large uncertainties in the understanding of
the effects detailed above, and the general lack of experimental information,
discourage the inclusion of a population balance formulation at the current
stage of analysis.

13.2 Extending the scope of this work

The scope and limitations of this thesis were presented in Section 1.3. Future
activities related to expand the extent of this analysis include

• Incorporating time-dependent effects. An interesting example in this cate-
gory is the cool-down transient, that is the startup of the process from room
temperature to cryogenic conditions. The study of this case should include
effects of thermal inertial and heat conduction in the wall material, which
were hitherto neglected.

• A phenomenological description of condensing flows at a microscopic level.
The micro-scale analysis in this thesis was focused on boiling flows. A similar
formulations can be applied for condensation.

• Extending the present formulation from pure fluid to multicomponent mix-
tures, as those used in LNG processes. In order to do so, the different mass
transfer mechanism for each individual component should be added to the
phenomenological description presented in Chapters 9 and 10.

• Analyzing the applicability of the present analysis to other geometries differ-
ent from round tubes. The present description only allows a generalization
in terms of hydraulic and equivalent diameters, that is the relation of cross-
sectional area to the wetted and heated perimeters, respectively. A more
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detailed analysis should include other effects such as the fin efficiency in
plate-fin heat exchangers.
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Summary
Heat exchanger design and optimization is a computationally expensive task, since usually multi-
ple simulations are carried out. Therefore, an efficient numerical solver is required. In this work
a high order method is proposed as an alternative of the traditional finite difference method for
reducing the computational time while improving accuracy. The analysis of a simple case with
analytical solution shows that the computational time required for a suitable solution can be im-
proved in more than one order of magnitude. In addition, the application of the method to practical
cases is discussed.

Introduction
The problem of heat exchanger (HX) design consists in seeking a structure of tubes that provides
the maximum heat transfer for a set of technical and environmental constraints. Evaluating
each constraint demands solving a set of first-order ordinary differential equations (ODEs) for
determining the heat exchanged between the hot and cold fluids in the HX. This problem can
become very difficult since multiple streams in different directions may be involved. In addition,
complicated mathematical models are required for the physical processes underlying the heat
transfer when mixtures flow or phase change are present.
Liquefied Natural Gas (LNG), natural gas processing and CO2 capture industries are rapidly
growing worldwide. The development of energy efficient and enviromentaly friendly processes
in these industries turn the attention focus on the HX modeling and design problem.
Heat exchanger design involves solving many times the set of ODEs, for different operating
conditions, and changing the problem parameters in the optimization process. For this reason, in
order to avoid excessive computational costs, it is important to use efficient numerical methods,
i.e. with acceptable accuracy at low CPU time, for solving these equations.
The traditional numerical approach for this problem is based on Finite Difference Method
(FDM) or Finite Volume Method (FVM) formulations. Each stream is divided into nodes and
the solution is approximated by a first order polynomial between the nodes. These methods are
very simple to implement and are widely used for HX simulation [11, 5]. Commercial FDM
and FVM codes are available for computation fluid dynamics (CFD) analysis. However, gen-
erally hundreds of discretization points are required for a suitable solution, resulting in a high
computational cost. Many times, the high computational costs typical of FDM and FVM cannot
be avoided, even assuming the lost in accuracy, because the unconverged solution may present
numerical oscillations and instabilities, and for this reason a large number of points are usually
required [11, 5, 2].
Not as widely as FDM and FVM, Galerkin–based Finite Element Methods (FEM) have also
been used for HX design [7, 4]. Each stream is divided in elements, and the solution is ap-
proximated by first–order polynomials in each element. In a weighted residual formulation, the
original equation is not required to hold except only with respect to certain test functions. The
main advantage is that they allow to model more complex geometries, but the convergence rate



is similar to FDM, therefore they’re not appropriate when many simulations are required, as in
the case of modeling and optimization.
For this reason, higher order approximations are being considered for HX modeling, in order to
reduce the computational time. For example, S. Thyageswaran [9, 10] used the orthogonal col-
location approach in his analysis, and Amon [1] used a high–order spectral method. The advan-
tage of high–order methods is that the solution can be well represented with few discretization
points, reducing considerably the size of the problem to be solved.
As an effort for reducing the computational costs, a high order least squares (LS) formulation
is presented in this work as a numerical alternative for this problem. The basis idea in the LS is
to minimize the integral of the square of the residual over the computational domain.
The structure of this work is as follows. In section the LS method is discussed. The HX mod-
eling problem is presented in section . Numerical examples are presented in section . Finally in
section the main conclusions of this work are discussed.

Heat exchanger model
Heat transfer in a HX usually occurs through a separating wall, since mass transfer between the
streams is avoided. Heat losses to the surroundings and axial conduction are usually neglected,
since these effects are not relevant for typical engineering accuracy requirements. With these
approximations, a general steady-state energy balance may be formulated for every stream as
follows:

ṁi
∂hi

∂zi
=

Ns∑
j=1

(UP )ij (Tj − Ti) (1)

where Ns is the total number of streams, and eq. (1) holds for i = 1, .., Ns with proper inlet
boundary conditions. ṁ is the mass flow rate [kg/s], T is the temperature [K], h the specific
enthalpy [J/kg] and zi refers to the ith–stream flow direction.
(UP )ij is the overall heat transfer coefficient (HTC) per unit length between streams i and
j [ W

Km
]. In a quasi–steady state analysis, it can be computed as a combinations of thermal

resistances. Fig. 1 shows a sketch of the simplest HX configuration, i.e. two streams in parallel
flow, e.g. a tube–in–tube HX.
In this simple one–dimensional case for single–phase flow, eq. (1) becomes, in Ω = (0, L)

ṁccp,c(z)
∂Tc

∂z
= (UP )(z) (Th − Tc) Tc(z = 0) = Tc0 (2)

±ṁhcp,h(z)
∂Th

∂z
= −(UP )(z) (Th − Tc) Th(z = z0) = Th0

(3)

Both co–current and counter–current cases are represented by eqs. (2) and (3). In the first case
z0 = 0 and the ’+’ sign applies; z0 = L and the ’−’ sign correspond to the counter–current
case. Since fluid properties (cp) and the HTC depend on the temperature, iteration over these
parameters is required for the general case. For this configuration, the HTC can be computed
as:
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Figure 1: Parallel flow, two–streams tube–in–tube heat exchanger.

1

UP
=

1

πdoαh

+
1

πdiαc

+
log(do/di)

2πλw

(4)

The first two terms represent convective thermal resistance on the hot and cold side, respectively,
being α [ W

m2K
] the convective HTC in each side. Generally, an empirical or semi–empirical cor-

relation is used to compute α. The last term represent the wall–conduction thermal resistance,
and λw is the wall material heat conductivity [ W

mK
]. Since α has a strong dependence on the

fluid properties, an iterative solving is required.
Industrial tube type HX usually consist in an arrangement of hundreds of tubes. Therefore, a
fully detailed simulation would require solving these equations hundreds of times. The usual
approximation for avoiding this is to consider one [8] or a few representative tubes. The input
data (flow rates, HTC, inlet temperatures) are selected as an average over all the tubes in the
HX.
Analytical solutions for eq. (1) can only be found for simple cases with ideal conditions, i.e.
single phase flow with constant thermo-physical fluid properties and constant HTC. Numerical
simulations are then required for most practical applications.

The least squares formulation
The LSM is an interesting alternative to Galerkin–based methods which always leads to sym-
metric positive definite systems of equations which can be efficiently solved by standard itera-
tive procedures.
The problem given by eq. (1) can be written as

Lu =g in Ω (5)
Bu =uΓ on Γ ⊆ ∂Ω (6)

with L : X(Ω)→ Y (Ω) and B : X(Γ)→ Y (Γ) a partial differential operator and the boundary
condition operator, respectively, being X(Ω) the space of functions Ω → R. g and uΓ are



known functions in Ω and Γ, respectively. The LSM consists in the minimization of the LS
residual functional J : X(Ω)→ R, defined as:

J (u) ≡‖ Lu− g ‖2Y (Ω) + ‖ Bu− uΓ ‖2Y (Γ) (7)

It can be shown [3] that, if L and B are well–posed operators, both L2 norms are equivalents,
i.e. there are two positive real numbers C1 and C2 so that, for every u ∈ X(Ω):

C1 ‖ u ‖2X(Ω) ≤ ‖ Lu ‖2Y (Ω) ≤ C2 ‖ u ‖2X(Ω) (8)

From eq. (8) it follows that

C1E(uN) ≤ J (uN) ≤ C2E(uN) (9)

with the the error functional E(uN) defined as E(uN) =‖ uN − uA ‖2X(Ω), i.e. the difference
between the numerical (N) and analytical (A) solutions. The minimization of J becomes, from
a variational analysis:

lim
ε→0

d

dε
J (u+ ε v) = 0 ∀ v ∈ X(Ω) (10)

Eq. (10) results in the condition:

A(u,v) = F(v) ∀ v ∈ X(Ω) (11)
with

A(u,v) =〈Lu,Lv〉X(Ω) + 〈Bu,Bv〉X(Γ) (12)
F(v) =〈g,Lv〉X(Ω) + 〈uΓ,Bv〉X(Γ) (13)

Eq. (11) is the most general LS formulation and can be applied for lots of problems, but cannot
be solved numerically, since X(Ω) is an infinite-dimensional space. A discretization is required,
and this step consists in finding the solution in smaller space, i.e. finding uN ∈ XN(Ω) ⊆
X(Ω). The introduction of the boundary residual allows the use of spaces XN(Ω) that are not
constrained to satisfy the boundary conditions. Defining a set of basis Φj for the space XN (Ω),
i.e. XN (Ω) = span{Φ0, ... ,ΦP}, the approximate solution can be expressed as

uN =
P∑

j=0

uj Φj (14)

with P the approximation order. If L and B are both linear operators, we find a set of P+1
algebraic equations for uj by introducing eq. (14) into eq. (11)

Aū = F (15)
with

Aij =〈LΦj,LΦi〉X(Ω) + 〈BΦj ,BΦi〉X(Γ) (16)
Fi =〈g,LΦi〉X(Ω) + 〈uΓ,BΦi〉X(Γ) (17)



Solving eq. (15) for ū gives the numerical solution uN , and replacing it in eq. (7) we can find
it’s accuracy, even when no analytical solution if found.

Spectral finite element approximation
The computational domain Ω is divided into Ne non–overlapping sub–domains Ωe, called spec-
tral elements, such that

Ω =
Ne⋃
e=1

Ωe, Ωe ∩ Ωl = ∅ e = l (18)

Local basis Φe
j are defined in each element Ωe, and the overall numerical solution uN is con-

structed by gluing the local approximations uN
e , i.e.

uN
e =

P∑
j=0

ue
j Φ

e
j =⇒ uN =

Ne⋃
e=1

uN
e (19)

Nodal basis
There is no constraint for choosing the basis Φj , and different sets can be used for different
problems. Polynomials that interpolate the solution between certain points called nodes are
usually chosen. The zeros of a Jacobi polynomial are usually chosen. The main advantage of
this type of basis is that they provide a computationally efficient way to compute the integrals in
eqs. (16) and (17). In this work,the Gauss-Legendre-Lobatto (GLL) quadrature sets (ξq, wq)

GLL

to compute these integrals. In the reference domain Ω̂ = [−1, 1], they are approximated with
the values of the function in Q+1 selected quadrature points ξq, as:

∫ 1

−1

f(ξ)dξ ≈
Q∑

q=0

wqf(ξq) (20)

The weights wq are the solution of the linear system:

Q∑
q=0

wqξ
i
q =

∫ 1

−1

W (x)xidx for i = 0, ...., Q (21)

The definition of wq as the solution of eq. (21) means that eq. (20) is exact for f ∈ P2Q−1.
In accordance to this quadrature set, the nodal basis are chosen as interpolants between the ξq
points. For the GLL set, the proper basis are the Lagrangian interpolants. Figure 2 shows the
2nd and 5th order one–dimensional polynomials, as an example.
In the general case, Q = P , but all matrices become simpler if P = Q . In order for this LS
spectral element formulation to make sense , the total number of residual equations must be
equal or greater than the total number of unknown nodal values [3]. If the order of Gaussian
quadrature (Q) is too low, the minimization problem becomes singular. On the other hand, Q
should not be too high in order to avoid computational costs.
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Figure 2: 2nd and 5th order Lagrangian interpolants in Ω̂ = [−1, 1]
Numerical Examples
Simple case with analytical solution
As discussed in section , no analytical solution is required in order to test the LSM accuracy.
It is required, however, if comparison against FDM is intended. For this reason the co–current
case with constant parameters is presented here. The dimensionless analytical solution for this
case is:

θAc =
1

r + 1
(1− e−az̃) ; θAh = 1− r

r + 1
(1− e−az̃) (22)

with θ =
T−Tc0

Th0
−Tc0

and z̃ = z
L

. Subscripts c and h stand for cold and hot, and r = ṁccpc
mhcph

and
a = UPL

ṁccpc
(r + 1) are properly defined dimensionless parameters. The asymptotic solution, for

an infinetly large heat exchanger is θAc = θAh = 1
r+1

.
Since the parameter a determines how fast the temperature profile reaches the asymptotic solu-
tion, the numerical accuracy is expected to depend on this parameter. Figures 3 to 5 shows the
solution and the LS convergence in terms of the total degree of freedom for a = 0.2, a = 2 and
a = 20, respectively.
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Figure 3: Solution and convergence for the co–current case. a = 0.2

A faster convergence rate is obtained for lower values of a, i.e. shorter heat exchangers. The
reason for this is that, for larger values of a the temperature difference, which is the heat source
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Figure 4: Solution and convergence for the co–current case. a = 2
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Figure 5: Solution and convergence for the co–current case. a = 20

for both streams, becomes very small. The p–LS approach convergence rate, i.e. changing the
order of approximation at a fixed number of elements (in this case only one), is exponential, and
this effect is not important since the computational precision (E ≈ 10−10) is rapidly reached.
In a h–LS approach, i.e. changing the number of elements at a fixed order of approximation (in
this case P=2), the convergence rate is linear in a log–log plot, and the effect of a is important,
since a high discretization is required for high values of a.
Figure 6 shows the convergence of the LS solution for a = 1, both in terms of J and E , showing
that they are equivalent for this particular case.
The interpretation of eq. (8) in these log–log plots, is that the J curve runs between two curves
parallel to E . A convergence analysis in terms of the total degree of freedom is shown in figure
7, comparing FDM and LSM.
As expected, in a log–log plot, the FDM shows a linear convergence, and the slope is propor-
tional to the order of the approximation. The same tendency is observed in the h-LS approach,
i.e. changing the number of elements at a fixed value of P, in this case P=3. The fastest conver-
gence rate is found for the p-LS approach, i.e. changing the order of approximation at a fixed
value of Ne, in this case only one element. In this case, when changing P, both the quadrature in-
tegral and the numerical solution are improved at the same time. The slope is then proportional
to P and an exponential convergence rate is observed.
Since FDM usually leads to sparse–matrix sets of algebraic equations, it requires less computa-
tional time for solving systems of the same dof as the LSM. For this reason, the graph in figure
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Figure 7: FDM and LS method convergence analysis.

7 shows the convergence tendencies, but is not good for comparing both methods. The overall
figure of merit of the method is the numerical accuracy that can be obtained at a certain CPU
time. This curve is presented in figure 8.
Figure 8 shows that, for low accuracies (≈ 10−4), both FDM and LSM have similar computa-
tional costs, even though there is a large difference in the system’s degree of freedom (see figure
7). The reason for this is that, in the LSM, the assembly of the problem matrix, i.e. computing
the integrals in eqs. (12) and (13), takes a big part of the total CPU time. In fact, Proot [6] has
shown that it may represent half the total computational cost.
Generally, better accuracy is required, and the CPU time required by FDM is much larger. This
is because the convergence rate of the LS method is much faster, as shown in figure 7.

Single phase parallel flow two streams HX
In section a simple case with constant properties was studied. Of course, this is an idealized
case, in general fluid properties and the HTC may change along the stream. In this section, the
parallel flow of hot (outer tube) and cold (inner tube) water is studied. The proper correlations
for the HTC in this geometry in forced–convection turbulent single–phase flow are Dittus Bolter
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for the inner tube (cold) and the Pethukov and Roizen for the outer one (hot):

Nuc =0.023Re0.8c Pr0.3c (23)

Nuh =0.023Re0.8h Pr0.4h 0.86 (
de
do
)0.16 (24)

with Nu = α
dhλ

the Nusselt number, Re = ṁdh
Aμ

the Reynolds number and Pr = cpμ

λ
the Prandtl

number, being dh the hydraulic diameter, de the external diameter, μ the dynamic viscosity and
A the cross sectional area.
According to eqs. (23) and (24), the HTC depend on several fluid properties, and their depen-
dencies on the temperature must be analyzed before tackling the numerical solving. Figure 9
shows how the water thermal conductivity and Prandtl number change with temperature. In the
temperature range of interest (single phase liquid at atmospheric pressure) the Prandtl number
changes in a factor 10, therefore iterative solving cannot be avoided. The pressure is assumed
to be constant along the streams.
Figure 10 shows the dimensionless numerical solution for the counter–current cases for a = 1
and a = 10, solving with P = 10 and Ne = 3. This simple example shows that, in the HX
design and optimization process, the problem ODEs must be solved several times, and that’s
the motivation for establishing an efficient numerical solver.
A convergence analysis in terms of J for the counter–current case is shown in figure 11. The
fast convergence rate of the p approach shows that the problem is well–solved for Ne = 3 and
P = 10.

Conclusions
A review on the numerical methods used for HX modeling was performed shows that FDM is
the most widely used technique because of its simple implementation. The main drawback of
nowadays methods is the high computational costs, that can be improved by using high order
methods, and a high order least squares approach was proposed as an interesting alternative
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An ideal case with analytical solution was studied and the different methods were compared.
While FDM shows a linear convergence, the p-LS method convergence is exponential. Large
differences are found in the CPU time required for a suitable solution.



Finally, the LSM was applied to a real one–dimensional case with variable properties. A simple
change in one of the input parameters shows large differences in the temperature distribution,
therefore multiple simulations are required at the design stage, and there relies the need for an
efficient numerical method.
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INTRODUCTION 

In many scenarios the flow distribution can deviate 
from design conditions. A poor header design or off-
specifications operating conditions, and channel blockage 
or size reduction due to differential thermal expansion are 
just some of the possible causes. This situation is more 
likely to occur (and in larger magnitude) in two phase 
applications, such as condensers, steam generators and 
boiling refrigeration channels. In these cases, phase 
stratification and two phase flow instabilities, e.g. 
Ledinegg or pressure drop instabilities, make the flow 
distribution control a challenging issue and can trigger 
flow excursions.  

DESCRIPTION OF THE WORK 

The objective of this work is to study the 
consequences on heat transfer performance. The pressure 
drop on different channels are not independent on each 
other, since usually they are connected by inlet/outlet 
plenums and, in some cases as shell side flow on heat 
exchangers, the connection is stronger, producing a net 
crossflow between channels as a consequence of local 
pressure and density differences. Since heat transfer and 
pressure drop are strongly coupled in two phase flow, heat 
transfer profiles are also expected to deviate from design, 
in most cases resulting in a reduction of refrigeration 
capacity, e.g. see fig 1. 

Methodology 

The underlying physical phenomenon has clearly a 
transient nature, since both plenums are connected by 
pressure waves. However, a complete model would 
results in overwhelming computational cost, since the 
wave velocity (speed of sound) shows large variations for 
two phase flow and is very dependent on the local void 
fraction.  

For this reason, a steady state analysis is performed, 
i.e. the steady temperature and power profiles are 
searched after a given perturbation, such as 
maldistribution in the inlet conditions. The governing 
equations are then steady state one dimensional mass, 
momentum and energy balance equations for each 
channel considered. For this reason, similar channels are 
considered together as forming a group (substream). 

Study case 

The study case is for two phase heat exchanger 
applications, such as boilers and condensers, where one or 
all of the streams are going through phase change. 

Extensive research has been done on single phase 
heat exchanger maldistribution [1], [2]. Two phase 
maldistribution has been widely studied for power 
controlled (given heat flux or wall temperature, as in 
subchannel analysis [3], [4]) or pressure drop driven 
systems (e.g. pump driven experiments where the test 
section represents the main contribution to pressure drop, 
[5]). However, none of these cases are representative of 
two phase heat exchangers, since in these applications the 
heat source depends on the flow rate, and the overall 
pressure drop is not fixed, adding one degree of freedom 
to the problem.  

RESULTS 

The following results belong to the simulation of a 
counterflow exchanger with boiling R134a and 
condensing propane. However, at this stage the results can 
be conceptually extended to any other working fluids. 

Fig. 1. Heat duty for different distributions of R134a. 

Fig. 1 shows the effect of maldistribution when two 
groups of channels (i.e. substreams) are considered for the 
cold side. The heat duty (i.e. total powered transferred) is 
maximum when distribution is homogeneous. 

Any deviation from homogeneous distribution results 
in a reduction of refrigeration capacity (or heating, 
depending on the application). This reduction is up to 



15% for large maldistribution. Even larger maldistribution 
can be found in the case of two phase flow instabilities, 
when some channels can get almost dry. 
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a b s t r a c t

The performance of a heat exchanger with parallel channels can be seriously affected by flow maldistri-

bution. In two-phase flow applications, such as evaporators, this situation may lead to local dryout and

off-specification products. However, due to the complexity of describing this effect, it is normally not

considered in the design process.

Two models are proposed in this work for predicting the effect of maldistribution on performance.

The first model neglects the interaction between channels, while the second one incorporates an equal

pressure drop constraint. Both models analyze the geometry (shell-and-tube) in terms of radial layers.

Here, the number of layers considered is irrelevant for the first model, while it affects the results of the

second one.

All results were compared to a homogeneous reference case, and reduction of performance was noticed

in all cases. The first model predicts unrealistic pressure differences at the outlet. This situation is con-

trolled by the second model, which predicts a secondary maldistribution to fit the constraint that further

reduces the performance. When both models are compared, the first one underestimates the reduction

in performance roughly by half.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Evaporators are widely used in industrial applications. In the

power generation and thermal processing industries, they are used

for vaporizing a heat-carrying fluid as in steam boilers. In addi-

tion, since boiling yields large heat transfer rates, evaporators play

a major role in refrigeration processes.

The usual geometries (shell-and-tube, plate-type, tube-fin) use

a parallel channels configuration, in order to accommodate a large

heat-transfer area in a limited space. This allows the building of

large capacity equipment within a reasonable size, but it also leads

to problems related to flow maldistribution.

In many scenarios the flow distribution can deviate from design

conditions, which is usually homogeneous. The possible causes

include poor header design or off-specifications operating condi-

tions, and channel blockage or size reduction due to differential

thermal expansion or fouling. A comprehensive review on causes

of maldistribution can be found in Mueller and Chiou (1988).

∗ Corresponding author. Tel.: +47 73593662; fax: +47 73591640.

E-mail addresses: julio.pacio@ntnu.no (J.C. Pacio), carlos.dorao@ntnu.no

(C.A. Dorao).
1 Tel.: +47 73598462.

Single-phase maldistribution has been widely studied, both

from a header design perspective (Bassiouny and Martin, 1984a,b;

Wang, 2008) and its effect on thermal performance (Lalot et al.,

1999; Srihari et al., 2005). A reduction in heat duty (defined as the

total heat transfered) is found in all cases as a consequence of mald-

istribution. However, this effect is small (less than 5%) for most

practical cases, with the exception of large-efficiency exchangers

such as those used in cryogenic applications (Mueller and Chiou,

1988).

For two-phase applications, research has been focused on the

flow distribution in manifolds, both experimentally (Vist and

Pettersen, 2004) and by numerical modeling (Ahmad et al., 2009;

Ablanque et al., 2010). The thermal performance analysis was lim-

ited to the effect of maldistribution on the single-phase streams,

such as in condensers (Rabas, 1985; Bobbili et al., 2006) and evap-

orators (Timoney and Foley, 1994; Aganda et al., 2000; Chen et al.,

2005). As in the single-phase case, a deterioration of performance

is predicted in most situations, but there is some experimental

evidence of an increase in thermal performance on air-heated evap-

orators (Timoney and Foley, 1994; Aganda et al., 2000).

These models are based on energy balances, assuming a given

flow distribution, usually based on the model given by Bassiouny

and Martin (1984a,b). An average temperature difference and heat

transfer coefficient are considered in the single-phase case (Mueller

0029-5493/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.nucengdes.2010.09.004
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Table 1
Nomenclature used in this work.

Nomenclature
A Cross-sectional area (m2)

D Tube diameter (m)

Dh Hydraulic diameter (m)

f Single-phase friction factor

fint Internal characteristic

fext External characteristic

g Gravitational acceleration (m/s2)

G Mass flux (kg/m2 s)

h Specific enthalpy (J/kg)

L Total tube length (m)

ṁ Mass flow rate (kg/s)

p Pressure (Pa)

�p Pressure drop (Pa)

R Outer radius (J/kg)

q Heat flux (W/m2)

T Temperature (K)

UP Linear HTC (W/m K)

V Velocity (m/s)

z Axial position (m)

Greek symbols
˛ Local HTC (W/m2 K)

�w Wall thermal conductivity (W/m K)

� Maldistribution parameter

� Two-phase multiplier

� Density (kg/m3)

� Shear stress (N/m2)

Subscripts
L Liquid

V Vapor

REF Reference value

Superscripts
S Shell-side

T Tube-side

MAX Maximum value

AVG Average value

TOT Total value

and Chiou, 1988; Lalot et al., 1999). For two-phase flow this aver-

aging becomes too cumbersome and a two-dimensional model is

used instead (Bobbili et al., 2006).

Since no momentum equation is considered, pressure drop is

generally computed a posteriori. This approach does not consider

the coupling of channels at inlet and outlet headers and there-

fore gives misleading results. Since pressure drop must be the

same for all channels, the flow distribution on the other stream

is also affected, as has been experimentally noticed by Aganda et

al. (2000). This secondary maldistribution is expected to affect the

thermal performance.

The objective of this work is to study the relative importance

of flow maldistribution in evaporators, and the coupling effect of

interacting parallel channels. In order to do so, three study cases

are considered. First, a homogeneous situation is studied which

gives reference values for the performance. Second, a given flow

maldistribution is assumed in one stream, and a homogeneous dis-

tribution in the other one, with no interaction between channels.

Finally, an equal pressure drop constraint is considered and the flow

redistribution on the secondary stream is studied.

The structure of this work is as follows. The multi-channel evap-

orator problem is introduced in Section 2, presenting the governing

equations and their numerical treatment. The three study cases are

presented in Section 3 and their results, in Sections 4–6. Analysis

and discussion of these results are covered in Section 7, and final

comments and conclusions are sketched in Section 8.

2. The multi-channel one-dimensional evaporator problem

In general, lots of geometries can be considered for heat

exchangers which can include two or more streams (Shah and

Sekulić, 2003). In particular, this work studies a two-streams shell-

and-tube heat exchanger, sketched in Fig. 1.

The scope of this work is limited to practical situations that fit

the following simplifying assumptions:

• A steady-state analysis is performed.
• All working fluid are single-component.
• Axial conduction, radiative heat transfer and heat leakage to the

surroundings are negligible small.
• Mixing is not considered. This means that the parallel channels

do not exchange mass and momentum.
• An elemental geometry can be identified where hot and cold

stream exchange energy, and interaction with other channels is

negligible. This is indicated for the chosen geometry in Fig. 1b.

The general modeling for the evolution of the streams is based

on one-dimensional mass, momentum and energy balances for

each channel j. However, with the above considerations, the mass-

balance equation gives a trivial result, that is a constant flow rate in

each channel. Then, the problem is governed by Eqs. (1)–(4) for each

channel, which represent momentum and energy balances for both

tube- and shell-side fluids. The nomenclature used in this work is

listed in Table 1.

−
∂pT

j

∂z
= GT

j

∂VT
j

∂z
+

4�T
j

DhT
j

+ �T
j g (1)

−
∂pS

j

∂z
= GS

j

∂VS
j

∂z
+

4�S
j

DhT
j

+ �S
j g (2)

∂hT
j

∂z
+ VT

j

∂VT
j

∂z
=

qT
j

GT
j

AT
j

− g (3)

∂hS
j

∂z
+ VS

j

∂VS
j

∂z
=

qS
j

GS
j
AS

j

− g (4)

Fig. 1. Scheme of a multi-channels evaporator. Shell-and-tube geometry. (a) Side view and (b) cross-sectional view.
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where GT
j

and GS
j

are constant at their inlet values. Both co-current

(both streams flowing in the same direction) and counter-current

(opposite directions) situations can be modeled by these equations

with proper signs for the space derivatives. The acceleration term

in Eqs. (1)–(4), and the coupling between enthalpy (hj) and fluid

properties, mainly the density (�j) make the system non-linear and

an iterative solution is required.

The inherent complexity of the governing equations leads to

two practical approaches: design- and operation-oriented. A first

approach, proper for design, is to consider only one channel for

each stream, using design values for the problem parameters (Shah

and Sekulić, 2003, chapter 3). The second approach, proper for an

operational perspective, includes the modelling of large number of

channels. In order to solve this problem within reasonable compu-

tational cost, some strong assumptions are usually made, e.g. fluid

properties not affected by pressure drop, decoupling the momen-

tum Eqs. (1) and (2) (Bobbili et al., 2006), and constant heat transfer

coefficient (HTC) over wide ranges (Roetzel and Ranong, 1999).

These assumptions, however excessive for two-phase flow, are

made for practical reasons, in order to avoid overwhelming compu-

tational cost. The traditional numerical approach for this problem

is based on finite difference or finite volume methods. These for-

mulations are simple to implement, but the convergence rate is

not optimal. This means that lots of discretization points are usu-

ally required in order to get a suitable numerical solution (Li and

Zheng, 2009; Kumar et al., 2008).

In this work, a least squares spectral elements method (Jiang,

1998) is used for solving the governing equations. It was selected

due to its advantageous convergence rate. This method is based on

error minimization and yields an exponential convergence for suf-

ficiently smooth problems (Gerritsma and DeMaerschalck, 2010).

Compared to the traditional method, this allows to improve the

accuracy obtained at a given CPU time, and at the same time allows

to reduce the computational cost when models with large relative

errors are used. Then, with the use of a more efficient numerical

solver, variables properties and heat transfer can be considered

within reasonable computational cost.

Given that there is no local interaction between channels, all

sets of Eqs. (1)–(4) are independent, and individual inlet boundary

conditions are required. In addition, empirical or semi-empirical

models for � and q are required in order to solve these equations.

The models used in this works are presented in the following sub-

sections.

2.1. Frictional pressure drop models

The shear stress is modeled on the base of a two-phase mul-

tiplier, defined as � = �/�L, and �L is computed on the base of a

single-phase friction factor fL, obtained according to the Haaland

formula for smooth channels (White, 1986, chapter 5):

�L = fL
G2

2�L
→ � = ��L (5)

For single-phase liquid � = 1, and for single-phase gas

� = (fV/fL)(�G/�L). The correlation given by Friedel (1979) for � is

recommended by Whalley (1987) for using in the two-phase region.

2.2. Heat transfer models

Energy exchange is driven by temperature differences between

both streams:

qT
j = UPj(T

S
j − TT

j ) (6)

qS
j = UPj(T

T
j − TS

j ) (7)

Fig. 2. Three study cases considered in this work.

where UPj is the linear HTC between both streams for channels j. In

a steady-state analysis, it can be computed on the base of thermal

resistances (Incropera and DeWitt, 1996). Eq. (8) applies for the

geometry shown in Fig. 1.

1

UPj
= 1

	D˛T
j

+ 1

	(D + 2t)˛S
j

+ ln(1 + 2t/D)

2	�w
(8)

with ˛T
j

and ˛S
j

the local HTC of the tube- and shell-side,

respectively. They are computed with empirical or semi-empirical

correlations. Several correlations were used in this work, for differ-

ent enthalpy ranges.

For both streams in the single phase regions (liquid and gas) two

correlations are used, depending on the range of Reynolds number:

Petukhov–Popov for fully developed turbulent flow and Gnielinski

for the transition regime (both (Ghiaasiaan, 2007)). The simplified

version of the Gungor and Winterton correlation was used for boil-

ing HTC and the one of Akers for condensation. Both are applicable

in all the range hL ≤ h ≤ hV and their use is recommended by Collier

and Thome (1994, chaps. 7 and 10). In addition, the Kandlikar model

for subcooled boiling (Kandlikar, 1997) is incorporated.

3. Study cases

Three study cases are considered in this work, depicted in Fig.

2. They include one case with homogeneous distribution in both

streams, which is used as a reference for comparing further results.

In addition, two cases with flow maldistribution in the tube-side

are studied, according to two different models. First, no interaction

between the channels is considered, and they are assumed to be

independent. Finally, the second model incorporates an equal out-

let pressure constraint that accounts for the pressure coupling in

the headers.

3.1. Reference homogeneous case

The reference homogeneous case is completely defined by the

geometry, the working fluids and the operating conditions. The

geometry consists on 600 tubes, 8.0 mm in diameter and 5 m in

length, in a square-lattice array with 10.4 mm pitch. Counter-flow

of condensing propane in the tube-side (entering at 290 K and 7 bar)

and boiling R134a in the shell side (280 K, 4 bar) is studied and the

total mass flow rates are 1.24 and 2.31 kg/s, respectively.

The results for this case are shown in Section 4.

3.2. Cases with flow maldistribution

In this work, a simple approach to modeling of flow maldis-

tribution is proposed. As an intermediate situation between an

homogeneous case and the individual modeling of each chan-

nel, those with similar flow rate are grouped together, and the

exchanger is modeled on the base of several of these groups. In

particular, axial symmetry is assumed and N radial layers are con-

sidered, as illustrated in Fig. 3.
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Fig. 3. Modelling of flow maldistribution. N radial layers.

For simplicity, equal cross-sectional area layers are considered,

and each of them represent the same number of channels. This is

done by defining the outer radius of each layer j, denoted Rj, as

follows:

Rj = Rshell

√
j

N
(9)

In order to extend the analysis to maldistributed cases, individ-

ual inlet boundary conditions are required. This means that both a

flow distribution profile and a parameter that quantifies the devi-

ation from the homogeneous case must be define first.

The model given by Bassiouny and Martin (1984a,b) is com-

monly used for flow distribution in parallel-channels systems. This

model identifies the header design as the main cause for maldistri-

bution, and proposes two types of profiles: cos-type and cosh-type.

In addition, a parameter given by the headers geometry is used for

quantifying the deviation from the homogeneous case. However,

this model was developed for plate heat exchanger headers with

lots of parallel channels, and its not applicable for this work, where

another geometry is analyzed and few layers are considered.

In this work, the causes of the maldistribution are not studied,

and the chosen parameter is simply the maximum relative devia-

tion from the average mass flux, i.e.:

� = GMAX − GAVG

GAVG
(10)

In addition, a parabolic radial distribution of mass flux is pro-

posed as:

G(r)

GAVG
= 1 + �

[
1 − 2

(
r

Rshell

)2
]

(11)

By integrating the mass flux in each layer j, a linear profile is

obtained for the mass flow rate as:

ṁj = ṁTOT

N

[
1 + �

(
1 − 2j − 1

N

)]
(12)

where the layers are numbered from inside to outside.

In a maldistributed case, Eqs. (1)–(4) must be solved for each

channel j. Within this framework, two different cases were studied,

developed in the following subsection.

3.2.1. 1st maldistribution model. Independent channels

This case consists on evaluating the governing equations for

each layer, with individual initial boundary condition according to

the flow distribution profile proposed in Eq. (12). Then, all channels

are assumed to be independent on each other and no interaction is

considered. The results for this case are presented in Section 5.

3.2.2. 2nd maldistribution model. Pressure-coupled channels

This third study case accounts for the coupling between chan-

nels. Since all layers are connected at both inlet and outlet headers,

the steady-state pressure drop must be the same for all of them.

Then, this model includes a homogeneous shell-side pressure drop

constraint, given by Eq. (13).

�pS
j = constant = �pS ∀j ∈

{
1, . . . ,N

}
(13)

In order to incorporate this situation, some other conditions

must be relaxed. As a consequence of this constraint, the shell-side

mass flow is expected to redistribute. Then, the shell-side mass

flow on each layer ṁS
j

cannot be known a priori. This makes a total

of N + 1 unknowns: the pressure-drop level �pS and N values for

ṁS
j
.

The same number of equations are required for solving the sys-

tem. A steady-state solution for �pS and ṁS
j

is reached when the

pressure drop in the channels is the same as that provided by the

pump or other differential-pressure flow driving device. In other

terms, this is when the internal and external characteristics �p vs.

ṁ curves intersect.

The internal characteristic pressure-flow relation fint is depen-

dent on the heat flux, given by the tube-side flow. This gives N

equations as:

�pS = fint(ṁ
S
j , ṁT

j ) ∀j ∈ 1, . . . , N (14)

This function represents the response of the system, in terms of

�pS, to variations in both mass flows. This internal characteristic is

further studied in Section 6.

The external characteristic �p vs. ṁ relation fext does not take

into account the parallel-channels configuration and only considers

the total mass flow rate. This is expressed as:

�pS = fext

⎛
⎝ N∑

j=0

ṁS
j

⎞
⎠ (15)

Three extreme functional forms for fext are sketched in Fig. 4.

On the one hand, if a high and low pressure tanks are used, the

pressure difference in the equipment is independent of the flow.

On the other hand, if the exchanger is part of a large system where

other components dominate the total pressure drop, the mass flow

rate can assumed to be constant, as given by the previous process.

An intermediate situation is found when a pump is used as a driving

force and the pressure drop is given mainly by the exchanger.

The constant mass flow rate situation was selected in this work,

because it is considered to be applicable to a large number of prac-

tical situations. The results for this study case are presented in

Section 6.
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Fig. 4. Three cases of external characteristic �p vs. ṁ relations

4. Results for the homogeneous case

The mathematical model developed in Section 2 is applied in

this section to a homogeneous case without flow maldistribution.

Then, since all channels are identical, the governing Eqs. (1)–(4) are

solved only once.

The profile solutions for this reference case are illustrated in

Fig. 5. It should be noticed that, since a counter-flow arrangement

is considered, the shell-side fluid enters the exchanger in the posi-

tion z = 0, and the tube-side inlet is located in z = L, i.e. z/L = 1. The

results for momentum and energy equations are shown in terms

of (a) temperature and (b) dimensionless pressure (p/pIN) profiles,

respectively.

The roughly horizontal lines in Fig. 5a correspond to saturation

temperature. As a consequence of pressure drop, there is a slight

temperature drop during phase change, more notable for the shell-

side fluid. This figure also indicates that the propane (tube-side)

reaches full condensation, and R134a (shell-side) is fully evapo-

rated. In addition to the profile solutions, some integral results

are of interest for quantifying the performance. In particular, three

responses are studied in this work:

• Heat duty, defines as the total heat transfered and computed by:

Q =
∑

j

∫ z=L

z=0

UPj(T
T
j − TS

j ) dz (16)

The reference value for the duty is QREF = 449.92 kW
• Tube-side pressure drop: the reference value is �pT

REF =
3.184 kPa

• Shell-side pressure drop: the reference value is �pS
REF =

6.161 kPa

The effect of maldistribution on performance is evaluated in the

following sections in terms of these three integral results.

5. Results for the uncoupled-channels case

The first approach for evaluating the effect of maldistribution

consists in solving the governing Eqs. (1)–(4) for each layer. In par-

ticular, tube-side maldistribution is considered according to the

linear distribution profile given by Eq. (12), and a homogeneous

distribution is assumed for the shell-side.

For simplicity, a case with 2 layers is considered first, and its then

extended in a parametric study to N layers. The profile solutions

for the case with 2 layers and �T = 0.2 are displayed in Fig. 6, where

the tube-side (in red) is warm and the shell-side (in blue) is cold.

According to Eq. (12), this situation means that 55% of the total

flow, i.e. 0.682 kg/s, go through the inner layer, and 45% of the total

(0.558 kg/s) in the outer layer.

Flow maldistribution in the tube-side affects both the momen-

tum and energy equations on this stream. In the first equation, a

higher flow rate yields larger pressure gradient, as Fig. 6b indi-

cates, since the tube-side pressure in the inner layer is always

lower than in the outer layer. As a consequence, both layers have

different outlet pressure. Although all channels are connected at

both inlet and outlet plena, pressure differences in the outlet on

tube-side are allowed, since they can be the original cause of flow

maldistribution, as identified in Mueller and Chiou (1988).

The effect of flow maldistribution in the energy equation is that

the variations in the specific enthalpy (h) are smaller for a higher

flow rate. As a consequence, the fluid in the inner layer exits at

saturation temperature in z = L; while full condensation is reached

in the outer layer and the propane is subcooled at the exit.

Tube-side flow maldistribution also affects the evolution of the

shell-side fluid, through heat transfer. A higher tube-side flow rate

gives a higher HTC and this represents a higher heat source to the

shell-side fluid. This is reflected in both temperature and pressure

profiles.

Some differences in the outlet temperature of the shell-side fluid

can be noticed in Fig. 6a. The inner-layer fluid exits as super-heated

vapor at z = 0, while the outer-layer is at saturation temperature.

In fact, different amount of heat is transfered in each layer. These

partial duties are:

Q1 =
∫ z=L

z=0

UP1(TT
1 − TS

1) dz = 226.50 kW (17)
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Fig. 5. Profile solutions for the reference case. (a) Temperature and (b) dimensionless pressure.
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Fig. 6. Profiles for the uncoupled-channels case. N = 2 and �T = 0.2. (a) Temperature and (b) dimensionless pressure.

Q2 =
∫ z=L

z=0

UP2(TT
2 − TS

2) dz = 205.64 kW (18)

This makes a total heat duty of Q = 432.14 kW. This value is

17.78 kW (3.95%) lower than the reference value. The reduction in

heat duty is further studied in a parametric analysis below.

The shell-side pressure profile is also affected, since a higher

heat source increases the vapor content, producing a higher pres-

sure gradient, as Fig. 6b indicates. As a consequence, both layers

present a different pressure drop:

�pS
1 = 6.231 kPa (19)

�pS
2 = 5.373 kPa (20)

In this case, the difference in pressure drop cannot be explained

by the maldistribution, since the flow distribution in the shell-side

is homogeneous. At first sight, equal pressure drop is expected in

steady-state because they are connected at inlet and outlet. How-

ever, there is experimental evidence (Chandraker et al., 2002) of

pressure differences in the outlet header in the order of �V2. Nev-

ertheless, in this case the pressure differences (0.858 kPa) are larger

than this expected values, since �1V2
1

= 0.251 kPa and �2V2
2

=
0.094 kPa.

This model is extended to N layers and a parametric study of �T

is performed. The evolution of the heat duty, and the differences

in shell-side pressure drop are illustrated in Fig. 7. A maximum

tube-side flow maldistribution of �T = 0.4 was considered. Pressure

differences in the tube-side outlet are not analyzed.

According to Fig. 7a the number of layers considered (N) has no

effect on the prediction of performance, since all three curves over-

lap within the numerical accuracy. This is a logical and expectable

result, since the different layers are considered as independent sets

of tube-side and shell-side streams, and no heat exchange between

layers is considered.

This is not the case of Fig. 7b, in which the differences in shell-

side pressure drop are dependent on N. Pressure drop is dependent

on mass flow rate (considered constant on shell-side) and heat flux.

In a heat exchanger, the heat flux is related to temperature differ-

ences and mass flow rates on both sides. Therefore, the differences

in �pS are a consequence of the differences in ṁT . According to Eq.

(12), the relative differences in tube-side mass flow rate are pro-

portional to 1/N. This is reflected as an asymptotic behavior in Fig.

7b, since these differences become negligible for large values of N.

The parametric effect of rising �T is an increase in the differences

between layers. This is reflected in the performance as a reduction

of heat duty in all cases, with a maximum reduction of 39.44 kW,

i.e. 8.77% of the reference value.

The differences in �pS also increase with �T, and they result

much larger than the value of �V2 ≈ 0.25 kPa that is to be expected

as steady-state pressure differences inside the header. In short,

these differences cannot be allowed by a steady-state model, and

this situation is the motivation for the analysis of a third study case,

whose results are presented in Section 6.

6. Results for the pressure-coupled channels model

The large differences in outlet pressure predicted by the

independent-channels model lead to the analysis of this final case

where an equal pressure drop constraint is considered.

The analysis of this case includes a study of the internal charac-

teristic response of pressure-drop vs. flow rate for this exchanger,

illustrated in Fig. 8. Fig. 8a presents a map for this internal charac-
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Fig. 8. Internal characteristic evolution �pS for ṁS and ṁT . (a) Internal characteristic map for shell-side pressure drop, (b) �pS at constant values of ṁT , and (c) �pS at

constant values of ṁS .

teristic fint, defined in Eq. (14), obtained by solving the governing

Eqs. (1)–(4) in a parametric study for ṁS and ṁT . Higher resolution

is shown around the reference values. In addition, planes at con-

stant values of ṁT and ṁS are shown in Fig. 8b and c, respectively.

According to Fig. 8b, for some values of ṁT (that represents the

heat flux for shell-side), a slightly N-shaped curve is noticed. In

particular, this is noticed for ṁT = 0.5ṁT and values of ṁS/ṁREF
S

around 0.5. This gives three values of flow rate for the same pressure

drop, and may lead to Ledinneg instability (Kakaç and Bon, 2008)

if the system operates in the region with negative slope. It also

represents a possible cause for flow maldistribution on the shell-

side, since different layers can have the same pressure drop with

different flow rate.

The effect of increasing ṁT on �pS, sketched in Fig. 8c, is related

to the increase in heat flux. This increases the vapor content, which

gives a larger pressure drop. When full evaporation is reached,

�pS remains roughly constant, since the shell-side fluid exits the

exchanger almost at the tube-side inlet temperature, and the heat

flux is not further increased.

With all these considerations, this model can be solved accord-

ing to the following procedure.

1. Given the tube-side flow distribution ṁT
j
, a set of N curves �pS

vs. ṁS
j

can be obtained from Eq. (14) or Fig. 8. Some examples are

indicated in Fig. 8b.

2. These curves can be added and develop a �pS vs. total mass

flow curve that represents the internal characteristics of the

exchanger.

3. This last curve is then intersected with the external characteris-

tic, in this case, a constant flow line. This intersection gives the

solution for the values of �pS and the total shell-side flow

4. Finally, once the value of �pS is known, the shell-side flow dis-

tribution can be evaluated from the individual �pS vs. ṁS
j

curves

obtained in the first step.

This procedure was first applied to a case with �T = 0.1 and N = 10

layers, and later extended in a parametric study. The results for this

first case are illustrated in Fig. 9, which indicates the shell-side flow

distribution and the temperature profiles for the inner (j = 1) and

outer (j = N) layers.

According to Fig. 9a less shell-side flow goes through the inner

layer than in the others. This most inner layer has a higher tube-

side flow than the other, which represents a higher heat flux. This

situation increases the vapor content on the inner layers, and the

opposite occurs in the outer layers. This result can also be appreci-

ated in Fig. 9b, that shows fast full evaporation on the shell-side for

the inner layer, while in the outer layer, the shell-side fluid exits at

saturation temperature in z = 0.

This secondary flow maldistribution affects the performance,

giving a reduction of heat duty of 33.35 kW, i.e. 7.41% of the ref-

erence value. This reduction is roughly twice as large as the one
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Fig. 9. Results for the coupled-channels case. N = 10 and �T = 0.2. (a) Flow distribution and (b) temperature profile.

predicted by the independent-channels model presented in Section

5. Further discussion about the differences between the models is

covered in Section 7.

In addition, the shell-side pressure drop is also affected by this

flow re-distribution, resulting in �pS = 5.595 kPa, i.e. 9.19% lower

than the reference value for the homogeneous case. This result can

be explained by analyzing the internal characteristic pressure drop

curves presented in Fig. 8. At a fixed value of shell-side flow, e.g.

ṁS = ṁS
REF , Fig. 8c shows the dependence of �ps on ṁT . A reduction

of 10% on ṁT from the reference value, produces a reduction on �pS

of 0.788 kPa, while an increase of 10% produces a much smaller

change in �pS, increasing it in 0.071 kPa. The differences in shell-

side pressure drop are fixed by re-distribution of shell-side flow,

and �pS is stabilized to a value between both extremes. Since the

effect of reduction of �pS is larger, the final value is lower than the

original reference value.

The evolution of both streams is coupled by heat transfer, and

for this reason the flow redistribution on the shell-side has a feed-

back effect on the tube-side. This situation is reflected in Fig. 9b

as a noticeable temperature glide during condensation in the inner

layer. This is a consequence of a large pressure drop, originated

by a larger ṁT
j

and a lower ṁS
j
, which produces less condensation

and then increases the vapor content. In fact, there are large dif-

ferences in the tube-side pressure drop, with �pT
1

= 11.761 kPa

and �pT
N = 1.983 kPa, i.e. roughly 6 times larger in the inner layer.

However, a deep analysis of pressure differences on the tube-side

must take account of the original causes of maldistribution, which

escapes the scope of this work.

A parametric study of the effect of rising �T on the reduction of

heat duty and shell-side pressure drop is illustrated in Fig. 10 for

different number of layers.

An increase in �T, thus increasing the maldistribution, results

in a larger reduction of heat duty, giving a maximum reduction of

72.84 kW, i.e. 16.19% of the reference value. The shell-side pressure

drop is also reduced, with a minimum value of 4.924 kPa, 20.08%

lower than the reference value. This last result should be consid-

ered for checking the previous assumption of total mass flow as

independent of the value of �pS.

Both Fig. 10a and b indicate that the results depend on N. When

few layers are considered (e.g. N = 2), each of them represent an

average over a large area (half of the channels), and the differences

between them are dumped by the averaging procedure. When

a larger number is considered, these differences are taken into

account. Then, since the reduction of duty is a consequence of these

differences, a larger reduction is noticed. An asymptotic behavior

is appreciated in both figures, since the differences between the

curves become negligible for large values of N.

7. Analysis of results

Although both maldistributed cases predict a reduction of

heat duty with maldistribution, they differ in the magnitude of

this effect. The results from the first model (independent chan-

nels) are not realistic, since they predict large differences in the

shell-side outlet pressure. The second model (coupled channels)

incorporates this constraints and therefore gives more reliable

results.

However, this last model involves the large computational cost

of developing the internal characteristic pressure drop map of Fig.

8. Then, it is interesting to quantify these differences, in order to

conclude if the first model is applicable in any range.

Fig. 10. Parametric study of �T for the coupled-channels case. (a) Heat duty and (b) differences in pressure drop.
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Fig. 11. Prediction of reduction in heat duty for both models.

7.1. Prediction of reduction in performance

The prediction of reduction in Q of both models is compared

in Fig. 11 in a parametric study of �T. Since the second model is

dependent on N, two extremes curves are shown: N = 2 and N = 100.

If we consider the second model with N = 100 as the most reliable

results, the first model under-predicts roughly by half the reduction

of heat duty. In fact, the average ratio of performance reduction is:

average

(
Qref − Q2nd model,N=100

Qref − Q1st model

)
= 2.0955 (21)

This means that the prediction of reduction in performance

given by the most reliable result is, in average, 110% larger than

the one predicted by the first model. This ratio is lower at large

maldistributions, with a minimum value of 1.84. Nevertheless, this

minimum value is still very high, which indicates that the first

model should not be used for predicting the reduction of perfor-

mance because it largely underestimates it.

7.2. The effect of the number of layers

On the one hand, the first model considers the different layers

to be independent on each other. On the other hand, the second

model studies the coupling between layers, and the results are

dependent on N, presenting an asymptotic behavior. As Fig. 10 indi-

cates, the same trend is found for any number all layers. This means

that the simple model with few layers is representative of the heat

exchanger.

When more layers are considered, the effect of maldistribution

is studied in more detail and a larger reduction of duty is noticed.

The average ratio of this prediction of reduction by the model with

N = 100 and N = 2 is:

average

(
Qref − Q2nd model,N=100

Qref − Q2nd model,N=2

)
= 1.1315 (22)

In other words, the model with N = 100 predicts a reduction

of heat duty 13.15% larger than the model with N = 2, in average.

This ratio has a minimum value of 1.068 for �T = 0.06, and then it

increases with �T. In short, the second model with N = 2 also under-

estimates the reduction of performance, but the difference is quite

small, especially for intermediate values of �T.

8. Conclusions

Previous works on maldistribution in heat exchangers predict a

reduction in performance, although it is usually considered to be

negligible (Mueller and Chiou, 1988). For two phase applications,

the analysis has been limited to the effect of flow maldistribution

on the single phase streams, such as in condensers and evapora-

tors. However, these models do not take into account the impact

on the momentum equation, which can not be neglected, since all

channels are connected by inlet and outlet headers.

An homogeneous reference case was studied and then it was

extended to cases with tube-side maldistribution according to

two different models. Both of them consider the chosen geome-

try (shell-and-tube) in terms of radial layers. This approach allows

to represent the exchanger with few layers, instead of consider-

ing all the channels individually. For extension to maldistributed

cases, a maldistribution profile and parameter � were proposed. A

parametric study of � was performed for both models.

A first model for flow maldistribution considers the different

layers as independent. It predicts a reduction of performance in all

cases. However, large outlet pressure differences on the shell-side

are noticed, which is unrealistic for a steady-state analysis.

This situation is considered by the second model, which incor-

porates a constant pressure drop constraint. This leads to a flow

redistribution in the shell-side, given by the solution of both inter-

nal and external characteristic curves for �p vs. ṁ. This flow

redistribution further decreases the performance. The results of

this second model are affected by the number of layers considered,

showing and asymptotic behavior.

Considering the second model with large number of layers as the

most reliable result, the first model underestimates the reduction

of performance roughly by half, which makes its use inappropriate.

In addition, the consideration of few layers in the second model

also under predicts the effect of maldistribution by an average of

13%.

Finally, a more complete model should include the pressure cou-

pling on both streams. In this work, pressure differences in the

tube-side were disregarded since the original causes of maldistri-

bution are not studied. However, if they were known, a pressure

coupling could be settled, having a feedback of flow redistribution

in on both streams.
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Shah, R.K., Sekulić, D.P., 2003. Fundamentals of Heat Exchanger Design. John Wiley
and Sons, New Jersey.

Srihari, N., Rao, B.P., Sunden, B., Das, S.K., 2005. Transient response of plate heat
exchangers considering effect of flow maldistribution. International Journal of
Heat and Mass Transfer 48 (15), 3231–3243.

Timoney, D.J., Foley, P.J., 1994. Some effects of air flow maldistribution on perfor-
mance of a compact evaporator with r134a. Heat Recovery Systems and CHP 14
(5), 517–523.

Vist, S., Pettersen, J., 2004. Two-phase flow distribution in compact heat exchanger
manifolds. Experimental Thermal and Fluid Science 28 (2–3), 209–215 (The
International Symposium on Compact Heat Exchangers).

Wang, J., 2008. Pressure drop and flow distribution in parallel-channel configura-
tions of fuel cells: U-type arrangement. International Journal of Hydrogen Energy
33 (21), 6339–6350.

Whalley, P.B., 1987. Boiling, Condensation, and Gas–liquid Flow. Clarendon
Press/Oxford University Press, Oxford/New York.

White, F.M., 1986. Fluid Mechanics, 2nd ed. McGraw-Hill, New York.



Article 5

Pacio J.C. and Dorao, C.A. (2010)

A homogenization approach for studying

two-phase heat exchanger performance

In Proceedings of the 8th International Topical Meeting on

Nuclear Thermal-Hydraulics, Operation and Safety (NUTHOS-

8), October 10-14, 2010, Shanghai, China. Paper ID: N8P0131.

323



324



The 8th International Topical Meeting on Nuclear Thermal-Hydraulics, Operation and Safety (NUTHOS-8)                 N8P0131 
Shanghai, China, October 10-14, 2010

1 / 12

A Homogenization Approach for Studying Two-Phase Heat Exchanger 
Performance 

Pacio, J.C. and Dorao, C.A. 
Norwegian University of Science and Technology. Department of Energy and Process 

Engineering 
Kolbjørn Hejes vei 1b, Trondheim, Norway, N-7041 

julio.pacio@ntnu.no, carlos.dorao@ntnu.no 

ABSTRACT 

Two phase heat exchangers (TPHE) present a rather complex behavior. The physical 
mechanisms underlying multiphase flow and heat and mass transfer and the usual geometries 
(spiral wound, plate-fin, shell-and-tube condensers) make modeling and design a challenging 
task. A usual and simple approach consists on considering one representative channel and its 
longitudinal evolution, disregarding the inherent complexity of the system.  

However, several coupled scales are present in this type of exchangers, and the overall 
performance is dependent on all of them and their interaction. The usual geometries can include 
parallel channels and some internal structures, such as tube plates. The channels structure 
allows mass, momentum and energy exchange.  

The objective of this work is to extend the experience on multiscale modeling and 
homogenization from core analysis to two phase heat exchanger applications. The model 
developed is based on describing the heat exchanger in term of representative channels which 
can interact among them exchanging mass, momentum and energy. The final model is solved 
using a spectral element method based on a least squares formulation. Numerical examples in 
this work include geometrical and mass flow effects.

KEYWORDS 

Two-phase flow, Heat exchanger, Homogenization, Numerical analysis. 

1. INTRODUCTION 

TPHE are widely used for heating and refrigerating processes, since they yield large heat 
transfer rates. In some industries, e.g., chemical processing, air separation and power 
generation, they are main equipments and the overall performance may rely on their optimal 
design. 

The modeling of TPHE performance results a challenging task for two main reasons: physical 
and geometrical. First, the physical mechanisms underlying multiphase heat and mass transfer 
and pressure drop, e.g. bubble nucleation, convective transport and interfacial stress, are quite 
complex in nature and occur simultaneously [1,2]. In addition, as the vapor content changes, 
different flow patterns develop along the stream which control the dominant heat and mass 
transfer mechanisms [3,4]. However, the flow pattern transition cannot be easily predicted. 

For practical reasons, the complexity inherent to the physical processes is usually disregarded 
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and strong simplifications are made. For example, the working pressure is considered to be 
constant [5,6] or only the inlet-outlet pressure drop is considered [7]. An average constant heat 
transfer coefficient (HTC) is considered over wide ranges and the fluid physical properties are 
not considered to be affected by pressure drop [8] These are strong assumptions, since both 
the pressure gradient and the HTC are known to be strongly dependent on the quality [1,2] 
and it presents large variations along the stream. 

The second reason is geometrical. The parallel channels configuration allows accommodating 
large heat transfer areas in small volumes, but leads to the problems of maldistribution, which 
affects the performance [9]. Also some of the usual geometries, e.g. shell-and-tube type or 
plate-fin HE, incorporate internal structures and regions with cross flow. In other words, the 
problem deals with a heterogeneous three dimensional geometry. 

However, since simple models are required, the usual approach consists on considering one 
representative channel and its longitudinal evolution, i.e. all channels are considered to be equal 
[10]. In addition, no physical insight is used for determining the representative parameters, e.g. 
diameters, inlet conditions, but design values are assumed instead.

In this work a new model for representing complex TPHE is presented. The model is based on 
describing the heat exchanger in term of several representative channels which can interact 
among them exchanging mass, momentum and energy. A homogenization approach is used for 
obtaining the representative parameters for each channel considered, i.e. they are obtained as a 
weighted average over the entire region they represent. 

This approach is intended to reflect the multiscale nature of the problem, and has been 
previously applied to thermo hydraulic analysis of reactor core. A porous media approach for 
multiphase flow is presented in [11] and its application to the analysis of interacting channels 
and, particularly, sub-channel analysis can be found in [12]. The extension of this experience 
to the study of TPHE performance involves the challenges that both fluids might be boiling or 
condensing, and the heat source is dependent on the solution (since its driven by temperature 
differences and not externally controlled). 

The governing equations are solved numerically using a least-squares spectral element 
method [13]. This method was preferred over the traditional Finite Difference Method (FDM) 
or Finite Volume Method (FDM) because of its advantages concerning convergence rate. 
FDM and FVM are widely used and easy to implement, but usually lots of discretization 
points are needed for a suitable solution. The LSSEM consists on a minimization formulation, 
and yields and exponential convergence for smooth problems [14]. With a more efficient 
numerical solver more physical effects can be incorporated for modeling the local pressure 
gradient and heat transfer, disregarding some of the assumptions mentioned above. At the 
same time, a high order method allows to reduce the computational cost when models with 
large relative errors are used. 

The structure of this work is as follows. The TPHE problem and present model are introduced 
in section 2. A reference case is presented in section 3. Section 4 shows some results for 
different scenarios. Final remarks are summarized in section 5. The nomenclature used in this 
work is listed in appendix A.
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2. THE TPHE STEADY-STATE PROBLEM AND PRESENT MODEL 

The TPHE problem consists on rating the evolution of interacting streams within a given 
geometry. The scope of this work is limited to steady-state analysis, with single-component 
working fluids, and heat leakage to the surrounding; axial conduction and radiative heat 
transfer are neglected. 

In particular, a shell-and-tube geometry is studied. Figure 1 shows a simplified cross section 
of the exchanger, i.e. the internal structures are not shown, with tube-side in black and 
shell-side in white. In a homogenization approach this model considers N radial layers and 
allows for mass, momentum and energy exchange within them on the shell-side. In addition, 
tube-side and shell-side exchange energy, driven by temperature differences. 

Fig. 1 Cross section of shell-tube HE and N radial layers scheme used in this work. 

The governing equations are steady-state mass, momentum and energy balances for each 
stream on each layer. However, since the tube-side stream is closed and does not allow for 
mass exchange, the mass balance has a trivial solution, i.e. constant flow rate. Therefore, it is 
not considered, and the problem is governed by the following 5xN equations (for a complete 
list of the nomenclature used in this work, refer to table 1 in appendix A): 
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Both co-current and counter-current flow situations can be modeled by eqs. (1) to (5), with 
proper sign for the derivatives. These equations are coupled and require some constitutive 
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equations that relate the different variables, such as: 

gzVhe gh 2
2

1 (6) 
VG V (7) 

All fluid physical properties, e.g. density, and local temperature for each fluid are given by the 
thermodynamic state (p,h), as follows: 

),( hpTT T (8) 
),( hp(p (9) 

In addition, shear stress ( ), heat transfer (UP) and cross flow (m’) are modeled on the base of 
semi-empirical correlations that are further developed in the following subsections. Finally, 
the set of equations (1) to (5) are solved for pT

j, hT
j, GS

j, pS
j and hS

j with proper inlet boundary 
conditions.  

2.1. Pressure drop models 

In order to accommodate the effects of multiphase flow, a two-phase multiplier LL LL
2

is introduced for modeling the shear stress, and L is computed on the base of a friction factor 
fL, which is obtained according to the Haaland formula for smooth tubes [15].  

2
2

2 LL
L
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Gf 2

Lf L
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L (10) 

For single-phase liquid 12 12
L and for single-phase vapor )/()(2

GLLGL ff GL )L )((2
L . The Friedel 

correlation for the two-phase multiplier [2] is used in the two-phase region.  

2.2. Heat transfer models 

In a steady-state analysis, the linear heat transfer coefficient (HTC) is computed on the basis 
of three linear thermal resistances: shell-side and tube-side convective heat transfer, and 
thermal conduction in the wall, i.e.: 

���������������
conduction wallconvection tubeconvection shell

111

WST

W

TSTSSTST Per
t

PerPerUP WTTST PPP (11) 

Different correlations were used for computing T and S, depending on the enthalpy range. 
In general, the formulas recommended by Collier and Thome [16] were used, namely 
Gnielinsky, and Pethukov-Popov for single phase flow (depending on Reynolds number 
range), simplified Gungor and Winterton for boiling flow, and Akers for condensation. In 
addition, the three-region subcooled boiling model by Kandlikar [17] was incorporated. 

2.3. Cross flow models 

The term m’ij represents shell-side cross-flow from layer i to j. Since it carries mass, momentum 



The 8th International Topical Meeting on Nuclear Thermal-Hydraulics, Operation and Safety (NUTHOS-8)                 N8P0131 
Shanghai, China, October 10-14, 2010

5 / 12

and energy it appears as a source in the right hand sides of eqs. (3) to (5). This cross-flow term 
has two main contributions: turbulent mixing and pressure difference-driven flow, and several 
models available for them can be found in [18].

The extension of these models to two-phase mixing is not simple and its study is strictly based 
on experimental data, only available for air-water and water-steam systems. In this work, a 
model based on simple constants that includes both contributions is used, as follows: 

���� ����� ������ ����� ��
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Constant values are assumed for the mixing parameter ( ) and distributed resistance (K). It 
should be noticed that the second term in eq. (12) is only applicable if pS

i > pS
j. 

3. REFERENCE CASE 

Given the governing equations (1) to (5) and its associated constitutive laws and physical 
submodels, the problem is completely defined by identifying the working fluids, flow 
arrangement and problem parameters. These parameters include inlet values and geometrical 
data for each layer j, i.e. N sets defined as: 

j
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A homogenization approach is implicit in the definition of these parameters, since they are the 
result of an average over the region they represent. The objective of this section is to study a 
reference case where all layers are assumed to be identical, establishing the base for section 4 
that deals with the results of scenarios where the homogenization approach leads to 
differences between the layers. 

In particular, the horizontal counter-flow of condensing propane in the tube-side (entering at 
290 K and 7 bar) and boiling R134a in the shell side (280K, 4 bar) is studied and the total 
mass flow rates are 1.5 and 3.0 kg/s, respectively. The geometry consists in 800 aluminum 
tubes, 8.0 mm in inner diameter, 0.25 mm thickness and 5 m in length, in a 335 mm in 
diameter shell with a square-lattice array (10.4 mm pitch).  

Fig. 2 Reference case profile solutions. (a) Temperature and (b) Dimensionless pressure. 
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Figure 2 (a) and (b) show the results for this reference case. Since all layers are identical, 
there is no net cross flow between them, and both the mass flux remain constant at their inlet 
values, i.e. GT

IN = 37.30 and GS
IN = 67.75 kg/m2s. The results for momentum and energy 

equations are shown in terms of (a) temperature and (b) dimensionless pressure (p/pIN) 
profiles. It should be noticed that, since it’s a counter-flow arrangement, the shell-side enters 
in the position z=0, and the tube-side in z=L, i.e. z/L = 1. 

In addition to the profile solutions, some integral results might be of interest. In this work, 
only the heat duty Q, defined as the total heat transferred between streams, is studied: 

j

L j
S

j
T

j
ST dzTTUPQ

0
)( (14) 

The reference value for the heat duty is QREF = 553.09 kW.  

4. RESULTS 

The reference case presented in section 3 is ideal because all layers were supposed to be 
identical. In this section the consequences of some differences between layers, shell-side 
hydraulic diameter and tube-side flow maldistribution are discussed. 

4.1. Shell-side hydraulic diameter 

Differences in DhS
j can occur when the tube array deviates from the ideal square lattice. This 

can be the consequence of fabrication tolerance, but this effect cannot be identified in a 
particular layer. However, a constant deviation can be identified in the most outer layer, since 
the proximity to the wall does not allow the location of some tubes. This results in a slightly 
larger hydraulic diameter for the shell-side. 

Fig. 3 Shell-side profiles. 1% increase in outer layer DhS. (a) Mass flux and (b) Pressure 

Figure 3 shows the profile solutions for shell-side mass flux and pressure when N=2 layers are 
considered and a 1% increase in hydraulic diameter is assigned to the outer layer. Since it’s a 
small perturbation on the parameters, its effect on the solution is also small. 

According to eq. (4), an increase in hydraulic diameter yields less friction and therefore, less 
pressure drop. This means that, initially inner

S
outer
S pp p , and this produces an initial net 
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cross-flow to the inner layer as figure 3 (a) shows.

This cross-flow has a feedback on pressure drop, since it is strongly dependent on mass flux 
with two opposite contributions: first, a lower flux yields lower shear stress with a quadratic 
law (inertia effect, see eq. 10), and second, it also results in more generation of vapor, which 
increases the value of the two-phase multiplier (see also eq. 10). The relative contribution of 
both effects determines the pressure drop on both layer and the direction of the cross-flow. 

The effect of the two-phase multiplier is dominant in the initial low-vapor content region and 
the inertia effects, in the last part of the exchanger (with high-vapor content). This means that 
the outer layer has a lower pressure drop, and then it gives a positive net cross-flow to the inner 
layer, which produces further lower pressure drop, i.e. with a positive feedback. Then both mass 
fluxes diverge and the outer layer flux at the exit is 0.04 kg/m2s (0.051%) lower that at inlet. In 
other words, there is more flux at the exit in the layer with a smaller hydraulic diameter, i.e. 
larger flow resistance. The cross-flow that produces this differences in outlet mass flux is in the 
order of m’ij = 0.02 kg/sm 

As a result of this positive feedback, the pressure difference between layers also diverges. 
However, the difference is small, as fig. 3 (b) shows, and the outlet pressure of the outer layer is 
60.0 Pa higher. At first sight, in a steady-state analysis, all outlet pressures should be identical. 
However, the equal-pressure-drop condition applies for all the flow paths between inlet and 
outlet, nozzles, including the flow inside the headers. Nevertheless, the study of the header 
exceeds the scope of this work. In addition, there is experimental evidence of outlet pressure 
differences of the order of 7-8 GS

2// S [19] (in this case = 770-880 Pa). For this reason, these 
differences are allowed in this work with no further considerations, as long as they are 
negligible compared to the inlet-outlet pressure drop, as in this case (it represents 1.13% of it). 

Figure 4 shows a parametric analysis of both effects, i.e. (a) reduction in outer layer mass flux 
and (b) differences in outlet pressure, varying the increase in the outer layer hydraulic diameter 
from 0 to 10%, considering N=2, and 3 radial layers.  

Fig. 4 (a) Reduction in mass flux and (b) Differences in outlet pressure for N=2, 3 layers 

As expected, a larger increase in outer layer DhS produces larger deviations in both outlet 
pressure and mass flux, since the layers are increasingly different. The consideration of one 
extra layer produces the same results.  

As in the case with only 2 layers, as a consequence of the larger hydraulic diameter, the pressure 
drop on the outer layer is less than in the rest and, after an initial regime where the effect of the 
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two-phase multiplier is dominant, it results in a net flow to the adjacent layer, which increases 
its pressure drop, giving a positive feedback.  

With the consideration of one extra layer, it also receives a net cross-flow from the most inner 
layer. This last contribution is small, because both layers have the same hydraulic diameter, but 
it is responsible for the differences between both curves shown in figures 4 (a) and (b). 

The redistribution of mass fluxes has an effect on performance. The evolution of heat duty is
shown in figure 5, for N=2 and 3 layers. A reduction of Q is noticed in all cases and, as expected, 
the effect is larger for larger increases in DhS

outer. On the other hand, the consideration of one 
extra layer reduces the effect of the perturbation, showing an opposite behavior to figures 4. (a) 
and (b). This is simply a consequence of the fact that with N = 3, the outer layer represent a 
lower fraction of the total flow rate than with N = 2.  

Fig. 5 Total heat duty N=2, and 3 layers 

Nevertheless, its relative effect is negligible, with a maximum reduction of 0.14% compared to 
QREF. Therefore, the effect of increasing the outer layer hydraulic diameter is interesting since it 
produces a redistribution of mass flow in a rather complex manner, but has no relevant effect on 
the performance, in terms of heat duty. The effect of maldistribution on performance is further 
studied in section 4.2.

4.2. Tube-side flow maldistribution 

In many scenarios the flow distribution can deviate from design conditions. A poor header 
design or off-specifications operating conditions, and channel blockage or size reduction due to 
differential thermal expansion are just some of the possible causes. Its effect on TPHE 
performance is not clear, since a reduction in duty is expected from single-phase experience [9], 
but there is experimental evidence of an increase in some two-phase applications [20].

As in section 4.1 this problem is first studied with N=2 layers with fixed values for the 
parameters listed in eq. (13), and it’s further extended to more layers, in a parametric analysis. 
For the quantification of maldistribution, a maldistribution parameter  is defined as the 
maximum deviation in mass flow rate from average values, i.e.: 

AVG

AVGMAX

GA
GAGA

)(
)()( (( (15) 

Figure 5 shows the results for N=2 layers and a tube-side maldistribution of T = 0.1, where 
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more tube-side mass flow goes through the inner layer than the outer. This means that the 
inner-layer tube-side has a mass flow 10% larger than the average (i.e. 55% of total), and the 
outer layer 10% less than the average (i.e. 45% of total). Figure 5 shows both tube-side (red, 
from right to left) and shell-side (blue, from left to right) profile solutions. 

Fig. 6 Profile solutions for N=2 and T = 0.1 (a) Temperature (b) Dimensionless Pressure 

The maldistribution affects both the tube-side momentum and energy equations (eqs. 1 and 2).  
On the first one, a higher mass flux gives a higher pressure drop, as figure 6 (b) shows, since the 
shear stress is strongly dependent on it (eq. 10). The effect on the energy equation is that the 
variations in the specific enthalpy (h) are smaller for a higher mass flux. For this reason, the 
fluid in the outer-layer tubes is fully condensed and sub-cooled at the exit (z = 0), while the inlet 
layer fluid is still at saturation temperature, as shown in figure 6 (a). 

Maldistribution on the tube-side also affects the flow in the shell-side, through heat transfer. A
higher tube-side mass flux gives a higher HTC and this represents a higher heat source to the 
shell-side fluid. This effect can be noticed in figure 6 (a), where the inner-layer shell-side fluid 
exits as super-heated vapor at z/L=1, while the outer-layer fluid exits at saturation temperature. 
In addition, a higher heat source increases the vapor content, producing a higher pressure drop, 
as figure 6 (b) shows. This pressure difference produces a net cross-flow from the outer to the 
inner layer, and the outer layer flux at the exit is 0.59 kg/m2s (0.87%) lower that at inlet. 
  
The effect on performance can be expressed in term of the total heat duty. In this case, the heat 
duty is Q = 547.75 kW, i.e. 0.97 % less than the reference value. The effect on heat duty is 
further studied in a parametric analysis, i.e. varying T, for N = 2, 3 and 4 layers. 

In addition to a maldistribution parameter, a distribution profile is required for extending the 
analysis to N layers. The usual model used is the one given by Bassiouny and Martin [21],
originally developed for plate-type heat exchangers, which proposes two profiles a cosh-type 
profile if more flow goes through the inner channels, and if the outer channels receive more 
flow, a cos-type profile applies. However, this model assumes is only valid for large number of 
channels, which is not the case on this work, since only a few layers are considered. 

In this work it is assumed that more flow goes through the inner layers, and a simple linear 
profile is proposed, as follows:  

1
1211)()(

N
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j
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The layers are listed j = 1,…, N from inside to outside. Figure 7 shows the heat duty for N = 2, 3, 
and 4 for different values of T, considering the linear profile expressed in eq. (16). 

Fig. 7 Evolution of Q against T. N = 2, 3 and 4 layers. Linear profile.

According to fig. 7, maldistribution reduces the performance in all cases. Its effect is negligible 
for small values of T, reaching a 5% reduction of QREF for T = 0.2. A maximum 
maldistribution of T

MAX = 0.4 was considered in this work, with a reduction of 14.3% in Q. 
  
When more layers are considered, the absolute differences between two adjacent layers are 
smaller for a given value of T. As a consequence, the effect on performance is also smaller, as 
shown in figure 7. On the other hand, if N is reduced, smaller values of T are expected, since 
the relative differences are reduced during the averaging procedure. As an example, a value of 

T = 0.3 for N = 4 would give T = 0.2 for N = 2. 

It should be noticed that the consideration of radial layers implicitly assumes axial symmetry. 
This might not be valid for gravitational dominated horizontal flow, and large differences 
between layers will results from the homogenization procedure. For this reason, maybe 
horizontal layers should be considered instead of radial for such a case. 

5. CONCLUSIONS 

The steady-state TPHE problem was studied in this work within a homogenization approach. 
This model is based on describing the exchanger in term of several representative channels, or 
layers, which can exchange mass, momentum and energy. State-of-the-art models were used 
for considering pressure drop, heat transfer and cross-flow. The governing equations, based on 
mass, momentum and energy balances, were solved with an in-house solver based on the least 
squares spectral element method.  

In this framework, a homogeneous reference case and two heterogeneous scenarios, namely 
deviations in shell-side hydraulic diameters and tube-side flow maldistribution were studied. 
Both scenarios were studied first for 2 layers and fixed parameters, and then were extended to 
more layers in a parametric analysis. The performance is studied in terms of heat duty. 

A slightly larger value of DhS
outer makes the pressure drop in this outer layer slightly lower, 

and this produces a net cross-flow to the inner layer. Small differences are found in the outlet 
pressure and mass fluxes. However, the effect on performance is negligible. 
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Tube-side flow maldistribution produces differences in the outlet temperature and pressure. It 
also affects the behavior of the shell-side flow, producing a net cross-flow towards the layer 
with the higher tube-side flow. In all cases, the performance is reduced. However, its effect is 
negligible, except for large values of the maldistribution parameter T. A maximum reduction 
of 14.3 % of the reference value was noticed in this work.  

The result of differences in pressure drop may seem surprising at first sight. However, there is 
experimental evidence of such differences inside the header in the order of magnitude of the 
dynamic head, and pressure is equalized further downstream. If larger differences were found, 
an equal-pressure-drop constraint should be incorporated, which is expected to result in flow 
redistribution, with preference through the low resistance flow paths. 

The consideration of more layers reduces the effect of a given perturbation on both scenarios,
because each layer represents a lower fraction of the total flow, and the absolute differences 
between layers are smaller. It should be also noticed that when different number of layers are 
considered, the working parameters are affected, as shown in section 4.2 with the 
maldistribution parameter T.
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APPENDIX A 
The nomenclature used in this work is listed in Table 1.  

Table 1. Nomenclature used in this work 

Symbol Meaning SI unit Symbol Meaning SI unit
G Mass flux kg/(m2s) UP Linear HTC W/(K m)
V Velocity m/s Local HTC W/( K m2)
z Axial position m A Cross-sectional area m2

Shear stress Pa T Temperature K
Density kg/m3 m' Cross-flow rate kg/(s m)

Dh Hydraulic diameter m Per Perimeter M
G Gravity m/s2 Thermal conductivity W/(K m)
p Pressure Pa T Thickness M
e Specific energy J/kg Mixing parameter -
h Specific enthalpy J/kg K Distributed resistance -
Q Heat duty W L Length M

Maldistribution - N Number of layers -
Subindex Supraindex
S Shell side i,j Radial layer
T Tube side IN Inlet value
W Wall REF Reference value
ST Shell-tube MAX Maximum value
ij From i to j AVG Average value

Table 1. Nomenclature used in this work 
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a b s t r a c t

Heat exchangers are the main components in cryogenic processes. Thermo-economic considerations set
the need for high-effectiveness equipment and accurate models. This situation is challenging due to the
complex operating conditions and the fact that some physical effects, such as changes in fluid properties,
flow maldistribution, axial conduction and heat leakage, cannot be neglected.
In this work a systematic review of the state of art and challenges in modeling cryogenic heat exchang-

ers is presented. They include lumped parameters, distributed parameters and stream-evolution models.
These formulations fail to take all relevant effects into account.
A general discussion on the performance of the reviewed models is presented. In general, more effects

are included in the framework of numerical solution of discretized energy balance equation. Two main
points stand out as not considered by the present models, namely the effects of pressure drop on heat
transfer and the existence of partial flowmixing. These two effects are highly relevant for two-phase flow
and multi-component applications, as in LNG processes.

� 2011 Elsevier Ltd. All rights reserved.
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1. Introduction

Heat exchangers (HEs) are the main components in cryogenic
processes. In air separation units and Liquefaction of Natural Gas
(LNG) plants, they represent 20–30% of the investment costs [38].
In addition, their performance affects the sizing and design of other
major equipments, namely compressors and their power drivers.

Thermodynamic considerations make cryogenic processes very
sensitive to the HE performance. For example, Kanoglu et al. [53]
predicted a reduction of 22% in the production of liquid if the HE
effectiveness (e) departs from the ideal value of 100% to a more
practical one of 96.5%. In the case of liquefaction of helium, Atrey
[10] calculated that 12% less liquid is obtained if e is reduced from
97% to 95%, and Barron [13], Barron [15] stated that no liquid is
produced if e < 85%.

An important consequence of HE under-performance is the
need for modifications in the process to achieve the desired liquid
production rate. The refrigeration capacity has to be increased,
with the corresponding increase in power input, which is a major
concern in cryogenics. The minimum ideal power input per unit
of removed heat in a refrigeration circuit, given by the inverse

Carnot cycle [20, ch. 10] can be computed according to (1). Given
the usually low values of Tc, the mechanical-to-thermal power ra-
tio W/Q given by (1) is relatively high. For this reason, the refriger-
ation capacity should be kept at a minimum, emphasizing the
requirements for high HE performance.

W
Q

¼ Th � Tc

Tc
ð1Þ

In short, if the HE has low performance, the production is reduced
and large amounts of additional power input are required. This sets
the need for high-effectiveness heat exchangers, in the order of
e > 90% [116]. This situation is reflected in the requirements for
the accuracy of the models used for design, that are more demand-
ing than for high-temperature applications. The design of tradi-
tional HEs, such as shell-and-tube, is rather well established for a
large range of sizes and different processes [106]. The special fea-
tures of cryogenic HE, however, make their formulation a challeng-
ing task. Usually this situation results in a particular design for the
given application, since sizing is not as straightforward as for more
traditional geometries.

Nomenclature

Abbreviations and Acronyms
CWHE coil-wound heat exchanger
DPM distributed parameters model
HE heat exchanger
HTC heat transfer coefficient
LHC longitudinal heat conduction
LMTD logarithmic mean temperature difference
LPM lumped parameters models
MTD mean temperature difference
NTU number of thermal units [–]
PFHE plate-fin heat exchanger
PPHE perforated-plate heat exchanger
SEM stream evolution model

Greek symbols
DT local temperature difference (K)
DTm effective mean temperature difference (K)
DTlm logarithmic mean temperature difference (K)
g heat exchanger efficiency (–)
/ general scalar function of one or more variables
e heat exchanger effectiveness (–)

Physical variables
_m mass flow rate (kg s�1)

W nondimensional effective mean temperature difference
(–)

A area (m2)
C heat capacity rate (W K�1)
C⁄ heat capacity rate ratio (–)
cp specific heat capacity at constant pressure (J kg�1 K�1)
dA differential area (m2)
dQ differential heat transfered (W)
dT differential temperature (K)
En heat exchanger new effectiveness (–)
F correction factor for LMTD (–)
P temperature effectiveness (–)
Q heat transfered (W)
R heat capacity rate ratio (–)
T temperature (K)
U overall heat transfer coefficient (Wm�2 K�1)
W mechanical power (W)

Subscripts
c refers to the lower temperature level (hot)
h refers to the higher temperature level (cold)
max maximum value
min minimum value
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This work intends to review the present models for cryogenic
HE design. These models fail to consider some physical effects,
such as flow distribution and axial thermal conduction, that can
usually be neglected for other applications, but might dominate
the performance in the case of cryogenic applications. This sce-
nario has been noticed by several authors, and the available litera-
ture concerning these effects is reviewed in this work.

The structure of this work is as follows. Section 2 discusses the
challenges in the modeling of cryogenic HE. The different equip-
ment and geometries are presented in Section 3. Section 4 reviews
the present available models for HE design. Section 5 deals with
relevant effects reported in the reviewed literature. A critical dis-
cussion on the state-of-the-art on this subject is presented in Sec-
tion 6. The conclusions of this work are summarized in Section 7.

2. Challenging features for modeling

As discussed in Section 1, cryogenic HE have large efficiency
requirements. This makes their modeling a challenging issue.
Two particular features are most demanding. First, the thermal
processes used in cryogenic engineering present some complex
elements, such as simultaneous heat exchange between multiple
streams. Second, some physical effects that are usually neglected
for high-temperature applications cannot be disregarded in the
case of cryogenics. These two features are studied in detail in the
following subsections.

2.1. Complex processes

A process for producing refrigeration at liquefied gas tempera-
tures always involves some equipment at ambient temperature
in which the gas is compressed and heat is rejected to a coolant
[37, ch. 6]. In some cases, such as the Linde cycle, the working fluid
is self-refrigerated after an expansion. In other cases, the use of a
refrigerant is necessary, which needs to be cooled as well.

The complexity of the processes is more marked in the case of
Liquefied Natural Gas (LNG) production. In this case, the aim for
overall economic optimization resulted in the development of
complex liquefaction processes that represent roughly half of the
plant capital costs [34]. A comprehensive review on LNG technolo-
gies was presented by Brendeng and Hetland [19]. Around 80% of
the installed capacity uses a propane-precooled mixed refrigerant
process, licensed by Air Products and Chemicals, Inc. (APCI) [11].
Other cycles include optimized cascade, single mixed refrigerant
and natural gas expanders.

As a consequence of the mentioned processes, the cryogenic
HEs operate in challenging conditions. These include:

� Large temperature range. Starting from ambient temperature,
cryogenic fluids need to be cooled to temperatures as low as
110 K (LNG), 77 K (nitrogen), 20 K (hydrogen) or 4 K (helium)
to achieve liquid state at atmospheric pressure. In some refrig-
eration cycles, this is done in a cascade process. However, in
other cases, as the single mixed refrigerant process, the entire
range is covered in one single HE. This leads to problems such
as large temperature gradients inside the exchanger, and the
changes in fluid properties.

� Multiple streams. In LNG processes, both the natural gas and
high-pressure refrigerant need to be cooled. This process pre-
sents some economical advantages if it is performed within
the same HE. For this reason, plate-fin and coil-wound HE are
used in these processes with three or four simultaneous streams.

� Boiling and condensation. Cryogenic processes present conden-
sation of the working fluid, and evaporation of the low-pressure
refrigerants to achieve high heat transfer rates. The change of

phase presents some challenges to model heat transfer and
pressure drop. These are usually modeled on the base of empir-
ical correlations, which predict them with a large degree of
uncertainty.

� Multi-component mixtures. Two important mixtures play
important roles in cryogenics: air and natural gas. Pre-treated
natural gas to be processed in a cryogenic plant is a mixture
of several hydrocarbons and some minor contents of nitrogen.
In addition, roughly 95% of the LNG plants use a multi-compo-
nent mixture as a refrigerant [114]. Condensation and evapora-
tions of mixtures is a challenging scenario to model, given the
effects of mass resistances on heat transfer.

� Flow injection and removal. During the liquefaction of natural
gas, heavier hydrocarbons are separated to meet the specifica-
tions. This is performed within the main cryogenic HE where
the liquefaction takes place, resulting in localized changes in
mass flow rates and composition of the streams.

2.2. Non-negligible effects

Traditional heat exchanger models neglect some effects [99, ch.
3.2] since they are not relevant for the typical required engineering
accuracy. However, the high-effectiveness requirements for cryo-
genic HEs make necessary to take these effects into account. They
include: changes in fluid properties, heat exchange with the sur-
rounding (heat leakage), longitudinal thermal conduction in the
wall, and flow maldistribution.

The relative importance of these effects is summarized in Fig. 1.
For low-efficiency applications, all of them can be neglected. For
higher effectiveness requirements, they all need to be considered,
in increasing order of accuracy: changes in fluid properties, flow
maldistribution, longitudinal conduction and heat leakage. These
considerations depend on the particular operating conditions and
cover relatively wide and approximate ranges.

Some of these effects have been addressed in literature for rat-
ing the performance of HE in simple processes involving single-
phase flow. The studies reported in literature are reviewed in Sec-
tion 5. However, no reports were found on applications to complex
processes as those used for production of LNG. The following sub-
sections present some details of these effects.

2.2.1. Changes in fluid properties
Barron [14] stated that the main distinctive feature of cryogenic

heat transfer is that all constants become variables. For single-phase
flow, the main effect is given by changes in the specific heat capac-
ity. In the case of two-phase flow, this is accompanied by large
variations in the heat transfer coefficient, as well as density and
viscosity. For the analysis of high-temperature HEs, Kays and Lon-
don [55] suggested the use of a constant value, corresponding to
the physical properties evaluated at a mean temperature. However,

Fig. 1. Effects to be considered for a given design effectiveness.
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this approach is not applicable for cryogenic applications. Soyars
[101] stated that the use of this approximation for simulation of
HE with helium below 15 K leads to mispredictions of 30–100%
of the refrigeration heat load that can be achieved. Oonk and Hus-
tvedt [74] found underpredictions of up to 12% on performance of
helium HE between 4 and 20 K using this approach.

2.2.2. Flow maldistribution
In many scenarios, the flow distribution can deviate from design

conditions, usually homogeneous. Mueller and Chiou [68] pre-
sented a comprehensive review on causes of maldistribution. They
include mechanical issues such as fouling, fabrication tolerances,
bypass and poor header performance, two-phase instabilities,
and heat-transfer induced as a consequence of changes in viscosity
or density. Flow maldistribution results in a deterioration of per-
formance of single-phase HE [26,36,51], although this effect is only
relevant for high efficiency equipment such as those used in cryo-
genics [68]. The effect on two-phase flow systems is more compli-
cated, and both a reduction [79,102] and an increase [2,111] in
performance have been observed.

2.2.3. Longitudinal thermal conduction
This effect reduces the local temperature difference between

the working fluids and the separating wall, deteriorating the heat
transfer. In the extreme case of infinite thermal conductivity, the
performance of a balanced counterflow HE is reduced roughly by
half, matching the co-current flow case [46, ch. 6]. This effect is
more significant in small systems with short conduction lengths,
such as perforated-plate, than in the large coil-wound (CWHE)
and plate-fin (PFHE) heat exchangers.

2.2.4. Heat-in-leakage
Since cryogenic processes operate at much lower temperature

than ambient, cryogenic equipment exchange heat with the sur-
roundings. The development of multilayer insulations in the
1960s, with apparent thermal conductivity as low as 10–100 lW/
(mK) [109] has reduced the heat-leakage to a practical minimum.
However, when high-effectiveness equipment is required, this ef-
fect has to be considered.

3. Cryogenic heat exchangers. Types and geometries

Several types of heat exchangers have been used in cryogenic
technology through its more-than-one-century-long history. They
were described in detail by Barron [14,15]. In general, the selection
of the geometry depends on the application. The decision should
consider the operating pressure, mass flow rates, total heat duty,
as well as operation and investment costs. In this section, the dif-
ferent geometries are reviewed from a modeling and design
perspective.

To a broad extent, HE can be divided into two categories: recu-
perators and regenerators [99]. Both types are used for cryogenic
applications. In a recuperator heat is transferred between the fluids

through a separating wall. In a regenerator, both fluids alternately
occupy the same physical space and thermal energy is stored and
released from a matrix buffer material.

The different types of recuperators used for cryogenic applica-
tions are summarized in Fig. 2, including tubular, plate-fin and per-
forated-plate HE. In particular, the first type can be subdivided into
simple concentric-tube HE and more complex geometries with a
multi-channel arrangement. The above mentioned types and
geometries are studied in the following subsections, and the main
features are summarized in Table 1.

A distinction should be made between HE for small-size and
large-scale applications. The first ones require simple equipment
that are easy to build and maintain and are dominated by the
use of concentric-tube geometries (see Section 3.1), perforated-
plate HE (see Section 3.4) and regenerators (see Section 3.5). On
the other hand, the design of large-scale HE is more focused on
minimizing the unit cost. Following this objective the selection of
main HE for large cryogenic processes has been dominated by
the coil-wound and plate-fin geometries [34]. They are studied in
Sections 3.2 and 3.3, respectively.

3.1. Concentric tubes

Simple tubular HE used for small scale and laboratory applica-
tions are based in concentric-tubes geometries. A simple tube-in-
tube exchanger was used by Linde in 1895 for the first-time lique-
faction of air [89]. The efficiency can be improved with the use of a
wire spacer that keeps the distance between tubes roughly con-
stant. For more complex processes that involve multiple streams
a multiple-concentric-tubes HE can be used. In this last geometry,
several high-pressure streams flow inside parallel smaller tubes lo-
cated inside a larger enclosing tube that contains the low-pressure
stream.

Fromamodel perspective, these geometries donot presentmajor
challenges. Since each stream flows in a single channel, no mixing
needs to be considered. In addition, they are one-dimensional
equipment in pure co-current or counter-current flowarrangement.

3.2. Coil wound

For large scale applications, the coil-wound heat exchanger
(CWHE), also known as Giauque–Hampson HE is widely used. Lay-
ers of tubes are coiled around a central mandrel, which provides
mechanical stability. Several tube-side streams can be used in
the different layers, two or three being common in LNG processes,
exchanging heat with a common shell-side stream. This feature
represents a major comparative advantage to the more traditional
shell-and-tube exchangers. They can be constructed in very large
units, only limited in size by transportation issues [65]. The main
disadvantage is that they are proprietary and expensive equip-
ment, only manufactured by APCI and Linde Group [105].

The Collins-type HE [29] presents a similar geometrical arrange-
ment. Similarly, successive layers of tubes are coiled around a cen-
tral mandrel, and the low pressure stream has an helical flow-path
around the tubes. The differences between both geometries are
not large, they include the flow distribution devices and some
mechanical support.

A major challenge in these last two geometries is the flow dis-
tribution on both tube and shell sides. For this reason, both tube
spacing and length are kept almost constants.

3.3. Plate-fin

This type of HE consists of sets of layers of corrugated plates
(usually made of aluminum) which serve as fins, and separatingFig. 2. Types of cryogenic heat exchangers.
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thin metal sheets. This configuration results in small flow passages
and large extended surface area, which makes plate-fin heat
exchangers (PFHE) very compact equipment. In addition, they
can handle up to ten different streams in the same unit and very
low temperature differences can be achieved. This results in lower
capital and operation costs compared to traditional shell-
and-tube-type HE [61]. For this reason they are used in several
industries, covering large ranges of temperature and pressure,
and many manufacturers produce them around the world, grouped
in the Brazed Aluminium Plate-Fin Heat Exchanger Manufacturers’
Association [4].

The main comparative advantages of PFHE over CWHE are the
high compactness and lower cost per unit refrigeration duty [60].
However, PFHE are more limited in size and operating pressure
[31].

A key issue in modeling and design of PFHE is the fin efficiency.
Extensive research is focused on the specification of the fin geom-
etry. Fin types include plain, triangular, perforated, serrated,
among others.

3.4. Perforated plate

This type of HE has found extensive use for small scale refriger-
ators. A comprehensive review of the history and applications of
perforated-plate HE (PPHE) is given by Venkatarathnam and
Sarangi [116]. The geometry consists of several parallel perforated
plates separated by spacers.

In this configuration, heat transfer in two directions needs to be
considered. The main heat exchange between streams occurs later-
ally through the high-conductivity plates, usually copper or alumi-
num, acting as fins. Longitudinal heat conduction is avoided to
some extent by the use of a relatively low-conductivity material
for the spacers, such as stainless steel.

The periodic disruption of the flow when passing through the
orifices provides high non-equilibrium heat transfer coefficient.
At the same time this effect produces a relatively large pressure
drop.

The consideration of longitudinal heat conduction is critical for
the design of PPHE. Other main challenges for design are a proper
estimation of the heat transfer coefficient, and the performance of
the plates acting as fins.

3.5. Regenerators

Regenerators present a design that is conceptually different to
the above mentioned geometries. In a regenerator both fluids occu-
py the same space alternately and the transfered heat is temporar-
ily stored in a packing material, called the matrix. Therefore they
run in a cyclic operation, storing and releasing energy from the ma-
trix. A review on the historical development of regenerators and
applications in cryogenics can be found in the book by Ackermann
[1]. They are widely used for small-scale single-phase gas
purposes.

The main advantage of regenerators is their extremely high area
density, reaching up to 6500 m2/m3 [1]. The periodic flow reversal

provides a self-cleaning mechanism. In spite of the inclusion of a
switching device, they are generally simple to construct, resulting
in a relatively low-cost component. An important disadvantage is
the occurrence of some mixing between streams, since they alter-
nately occupy the same physical space.

Considering that regenerators operate in a periodic mode, a key
parameter for the transient modeling is the heat capacity of the
matrix material. In addition, given the usually high operating fre-
quencies the switching devices requires special considerations.

4. Heat exchanger models

This section deals with the present models used for thermal-
hydraulic design of HEs. A complete analysis of a heat exchanger
must consider mechanical and corrosion effects, and other issues
as fabrication and shipping procedures should be taken into ac-
count. However, these effects exceed the scope of this review, lim-
ited to thermal-hydraulic models.

Heat exchanger thermal-hydraulic modeling involves the solu-
tion of two problems: rating and sizing [99]. Rating consists of
evaluating the performance of an existing HE. Since all the relevant
information is given (geometry, flow conditions), detailed models
can be used. Sizing refers to the opposite problem, that is to select
the proper HE geometry, flow arrangement and size to meet the
specified performance within some given constraints. The geome-
try is still unknown, and for that reason simpler models are
required.

A possible classification of the present HE models used for siz-
ing is presented in Fig. 3. They can be grouped in three main cate-
gories: lumped parameters, distributed parameters and stream-
evolution, which are further explained in detail in the following
subsections and summarized in Section 4.4 and Table 2.

4.1. Lumped parameters models (LPM)

These models represent the basic design theory for HE and can
be found in most textbooks [52,58,99]. They are based on the fol-
lowing energy balances for two single-phase streams:

CcdTc ¼ UdAðTh � TcÞ ð2Þ
ChdTh ¼ �UdAðTh � TcÞ ð3Þ

Fig. 3. Summary of models for sizing heat exchangers.

Table 1
Summary of HE geometries. HTC = heat transfer coefficient. LHC = longitudinal heat conduction. Sources: [1,8,15,60].

CWHE PFHE PPHE Regenerators

Advantage(s) Multifluid, robust to transients Multifluid, low cost High HTC Good for only one working fluid
Disadvantage(s) High cost Sensitive to transients Limited in size Flow mixing
Scale Large Large Small Small
Heating surface density (m2/m3) 50–150 300–1000 up to 6000 up to 6500
Cost per unit duty Very high Medium High Low
Modeling challenges Flow distribution Fin efficiency HTC and LHC Matrix heat capacity
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where the heat capacity rate (C), defined as the mass flow rate ð _mÞ
times the specific heat (cp) is used.

C ¼ _mcp ð4Þ
Eqs. (2) and (3) are integrated considering the following
assumptions:

� Steady-state operating conditions.
� No heat transfer with the surroundings.
� Longitudinal heat conduction is negligible.
� Constant overall heat transfer coefficient.
� Constant heat capacity.

Following this integration, the HE is represented with two
parameters: one for the physical size and another for the
thermal performance. This category includes five different models
[99, ch. 3], namely mean temperature difference (MTD), e � NTU,
P � NTU, W � P and P1 � P2. The first two methods are the most
widely used for cryogenic applications. All these lumped parame-
ters models (LPM) yield the same results, since they solve the
same equations under identical assumptions. The only difference
between them is the selection of the parameters. In general,
lumped parameters models are meant to be used for single-phase
flow with constant properties.

4.1.1. Mean temperature difference (MTD)
The local differential heat flux (dq) between streams is given by

the product of the local temperature difference (DT), the differen-
tial area (dA) and an overall heat transfer coefficient (U), that is:

dq ¼ UDT dA ð5Þ
Integrating (5) and considering a constant heat transfer coefficient
(HTC), an effective mean temperature difference (DTm) can be con-
sidered as acting through the total area (A)

DTm ¼ Q
UA

ð6Þ

In the case of co-current or counter-current flow, the integration re-
sults in a logarithmic mean temperature differenceDTlm, defined as:

DTlm ¼ ðTh � TcÞhot end � ðTh � TcÞcold end

ln½ðTh � TcÞhot end=ðTh � TcÞcold end�
ð7Þ

Since (7) applies to two of the most common flow arrangements,
this method is also known as the logarithmic mean temperature dif-
ference (LMTD) method. For other geometries, a correction factor F,
given by (8), is employed.

F ¼ DTm

DTlm
! Q ¼ UAFDTlm ð8Þ

e-NTU. This method is widely used and is found in most textbooks
on heat transfer. Its simplicity makes it very useful for the economic
analysis of heat recovery. However, is of little help for the design
engineer [104] if its assumptions are not fulfilled, which is a com-
mon scenario in cryogenic systems. The thermal performance is ex-
pressed in a dimensionless way using an effectiveness (e) defined as
the ratio of actual heat duty (Q) and the maximum achievable with
the given inlet conditions (Qmax).

e ¼ Q
Qmax

ð9Þ

The model uses two nondimensional parameters: the ratio of heat
capacity rate of both fluids (C⁄) and a number of thermal units
(NTU) that relates the HTC and physical size area with the mini-
mum heat capacity rate.

NTU ¼ UA
Cmin

ð10Þ

C� ¼ Cmin

Cmax
ð11Þ

For a given flow arrangement, the three variables e, NTU and C⁄ are
related, and two useful expressions can be obtained. On the one
hand, (12) allows to rate the performance of a given HE. On the
other hand, (13) gives the required size, in terms of NTU, for the de-
sign conditions. Basic forms of the solutions are available for both
Eqs. (12) and (13).

e ¼ /ðNTU;C�; flow arrangementÞ ð12Þ
NTU ¼ /ðe;C�; flow arrangementÞ ð13Þ

P-NTU. This method employs two individual parameters for each
stream. The first parameter, a number of thermal units, is defined
for each stream as:

NTUh ¼ UA
Ch

; NTUc ¼ UA
Cc

ð14Þ

The second parameter is a heat capacity rate ratio (R) for each
stream:

Rh ¼ Ch

Cc
; Rc ¼ Cc

Ch
ð15Þ

The thermal performance of the HE is evaluated with individual
temperature effectiveness (P) defined as:

Pc ¼ Q
CcDTmax

; Ph ¼ Q
ChDTmax

ð16Þ

According to this definition, the temperature effectiveness P is
related to e as given by (17)

Table 2
Review of HE models. Evaluation of interesting effects for cryogenic and LNG applications. �: effect considered, �: effect not considered.

Effect LPM DPM SEM

Zones Elements ASPEN GENIUS

Single-phase flow � � � � �
Two-phase flow � � � � �
Flow mixing (partial) � � � � �
Flow mixing (complete) � � � � �
Changes in fluid properties � � � � �
Multiple streams � � � � �
Multi-component mixture � � � � �
Flow injection/removal � � � � �
Heat-in-leakage � � � � �
Axial thermal conduction � � � � �
Flow maldistribution � � � � �
Effect of pressure drop on heat transfer � � � � �
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Pc ¼ e
Cmin

Cc
; Ph ¼ e

Cmin

Ch
ð17Þ

In general, for a given flow arrangement, P depends on the HE size
and the heat capacity rate ratio, that is:

Pc ¼ /cðNTUc;Rc; flow arrangmentÞ ð18Þ
Ph ¼ /hðNTUh;Rh; flow arrangementÞ ð19Þ
The comparative advantage of the P-NTU method is that, with the
use of individual parameters, it is not necessary to identify the
stream with the minimum heat capacity flow rate.

W � P. This method, first proposed by Mueller [67], introduces
the parameter W that represents a nondimensional effective mean
temperature difference.

W ¼ DTm

DTmax
ð20Þ

This parameter is related to the previous models as:

W ¼ e
NTU

¼ Pc

NTUc
¼ Ph

NTUh
ð21Þ

The W � P method was introduced by Mueller [67] as a simpler
graphical representation of the HE performance.

P1 � P2. Roetzel and Spang [93] proposed this method as a sim-
pler way of graphical representation of the HE performance. It does
not introduce new parameters, but recommends the use of the
temperature effectiveness of both streams.

4.1.2. Other efficiencies
Clayton [27] proposed the use of a two new parameters to rate

the HE performance. They are a HE efficiency g and a new effective-
ness En.

The first one is the ratio of the actual heat transfer rate to the
one that would be achieved if both fluids had an infinite specific
heat. It is always g < 1. Its use is advantageous for small-size
exchangers, since in this case g? 1, while e? 0, thus reducing
the relative sensitivity to uncertainties. With these considerations,
a boiler-condenser system has an efficiency of g = 1.

A new effectiveness En is defined as the ratio of the actual heat
transfer to the one obtained by direct mixing. According to this def-
inition, it can take values larger than unity. In particular, an infinite
co-current flow HE would have En = 1, and a balanced infinitely
large counter-current flow case would give En = 2. The use of this
new effectiveness identifies more clearly the balanced heat capac-
ity flow rates case as an optimal design, as opposite to the e � NTU
method, which indicates that e is larger when C⁄ is lower.

4.2. Distributed parameters models (DPM)

These models are based on dividing the HE in elements of var-
iable size and applying a lumped parameters model in each of
them; the e � NTU and MTD being the most common ones. The
application of a LPM is then restricted to a small region where
the assumptions listed above in Section 4.1 are better fulfilled.
They are widely used for applications with complex flow arrange-
ments, such as air conditioning systems and heat pumps. This can
be done at two different levels: zones or elements [49]. Optimal
results are obtained using a mixed approach.

4.2.1. Zones
Evaporators and condensers are usually divided in three zones:

single-phase liquid, two-phase and single-phase vapor. This
approach applies a lumped parameter model over the whole
two-phase region, where its assumptions (listed in Section 4.1)
are not strictly valid. In particular, the assumption of constant
HTC is only applicable to a certain extent in scenarios where the

thermal resistance is dominated by the single-phase stream. For
this reason, this approach has been used by several authors for
modeling air-cooled condensers and air-heated evaporators
[30,35,69]. Orth et al. [75] further divided each zone into elements.

4.2.2. Elements
The heat exchanger is divided in elements of some given phys-

ical length, in a geometry-oriented approach. This approach is use-
ful for complex geometries like air conditioning and heat pump
systems with multiple tube passes in several directions [33,59].
Since this model is not flow-oriented, the transition between sin-
gle- and two-phase is not intrinsically considered, which may lead
to some numerical problems. These issues can be solved by reduc-
ing the element size to a tube-segment, as proposed by several
authors [80,112], therefore reducing the size of the transition ele-
ment, although this scenario is only conditionally stable. Iu et al.
[48] further divided the transition elements into two zones, in a
mixed geometric- and flow-oriented approach.

4.3. Stream evolution models (SEM)

SEM are based on steady-state one dimensional mass, momen-
tum and energy balance equations for each individual stream. This
feature makes them appropriate for multi-stream heat exchangers,
which are often used in cryogenic applications, in particular for
LNG processes. The inclusion of the mass balance allows the eval-
uation of the individual compositions of vapor and liquid in boiling
and condensation of mixtures, and the momentum equation is
used to evaluate the pressure drop. While a one-dimensional anal-
ysis is simple and fast, heterogeneous behavior through the cross
section is neglected.

These models are usually implemented into proprietary soft-
ware, and their key features are related to the correlations used
for fluid properties and heat transfer and pressure drop character-
istics. Two proprietary programs are reviewed in this section: As-
pen Plate Fin Exchanger

�
, offered by AspenTech� and GENIUS,

developed by Linde AG. Other models, such as the one proposed
by Fredheim et al. [39], are designed as user-defined subroutine
integrated into a process simulator.

4.3.1. Aspen plate fin exchanger
�

ASPENTech [9] offers this commercial software for simulation of
PFHE, that can be integrated into its proprietary process simulator.
Some relevant features include:

� Pressure drop is evaluated in detail, including the localized
effects in distributors, headers and nozzles. However, its conse-
quences on heat transfer are not considered, since it is com-
puted a posteriori.

� Flow maldistribution can be considered to a certain extent in a
layer-by-layer simulation mode. The evolution of each layer is
modeled individually, given an imposed flow distribution pro-
file, that can be either linear or parabolic. However, it should
be noticed that the usual flow distribution for plate-type geom-
etries are cosine or hyperbolic cosine profiles, as reported by
Bassiouny and Martin [16], Bassiouny and Martin [17]. In addi-
tion, this approach does not consider interaction between
layers.

This code represents a powerful tool for the modeling of PFHE,
with the advantage of its integration to a process simulator.
Although it considers several effects, a complete description of
the HE is not achieved, as discussed in Section 4.4 and Table 2.
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4.3.2. GENIUS, by Linde AG
This program, presented by Steinbauer and Hecht [103], was

developed an tested by Linde AG to model CWHE. Although this
program is not commercially available, it is used by one of the only
two manufacturers of CWHE. Some important features include:

� Local heat transfer coefficients (HTC) and pressure gradients are
used, evaluated with the local fluid properties. However, the
HTC is only dependent on the local enthalpy and the wall tem-
perature, neglecting the effects of changes in pressure (inlet
value is assumed).

� Heat losses and heat feed can be considered. To our knowledge,
this is the only code that includes heat exchange with the ambi-
ent. However, no details in geometrical location of the heat
source/sink can be incorporated. In cryogenic systems, this
exchange occurs in the outer part of the HE, producing temper-
ature and densities heterogeneities in the shell-side flow that
lead to some degree of flow mixing.

� Cross-sectional averaged temperatures are used. In addition, a
mean fluid velocity is considered. This means that the HE is
modeled at a stream-by-stream level, and not layer-by-layer.

The first version was released in 1993 and since then large ef-
forts were focused on developing and testing correlations against
reported literature and measurements performed in Linde AG lab-
oratories. Although this gives an extensive level of validation to the
code, it implies that all the physical effects that are not considered
by the model, are implicitly taken into account by the correlations.

4.4. Summary. Features for cryogenic applications

Table 2 summarizes the HE models introduced in this section
and their consideration of physical effects relevant for cryogenic
applications. Some important conclusions can be extracted from
this table:

1. All models are capable of modeling complete flow mixing. This
can be simply done by using averaged values in a one-dimen-
sional analysis. However, flow mixing is not always complete,
and a partial mixing analysis would require a two- or three-
dimensional model, which none of them considers. In the case
of multi-component mixtures, this situation may lead to mass
concentration profiles that affect the heat transfer performance.

2. The consequences of pressure drop on heat transfer is neglected
in all cases. The importance of this effect is discussed in Section
6.

3. The most advanced models (stream evolution category) are pro-
prietary. Furthermore, some of them are not commercially
available.

4. The model given by ASPENTech [9] is the only one that consid-
ers flow maldistribution in a layer-by-layer approach. All layers
are considered to be identical except for the mass flow rate. This
allows to evaluate the consequence of a given distribution pro-
file and cannot be used for predicting the existence of flow
maldistribution.

In summary, present heat exchanger models are not capable of
considering all physical effects relevant for cryogenic and LNG
applications.

5. Other effects reported in literature

Section 4.4 highlights the limitations of the available models to
consider all relevant effects. This situation has been noticed by sev-
eral authors. The present section reviews the available literature on

improvements to these models. This research has been focused in
the main effects that should not be neglected, as described in Sec-
tion 2.2, that is:

1. Changes in fluid properties.
2. Flow maldistribution in parallel channels.
3. Longitudinal thermal conduction.
4. Heat exchange with the surroundings (heat leakage).

The following subsections cover the state-of-the-art on these ef-
fects. Section 5.5 describes the literature on combination of these
four effects. Finally, the review described in this section is summa-
rized in Tables 3–8.

5.1. Changes in fluid properties

Distributed parameters and stream-evolution models, dis-
cussed in Sections 4.2 and 4.3, deal with this effect in a discretized
approach. Some other approaches have been reported in literature,
for example the use of averaged or effective values, and are re-
viewed in this section.

For single-phase flow HE design, the most relevant effects are
given by the specific heat capacity and the overall heat transfer
coefficient (HTC). Most research has been focused on their separate
effect. The combination of both effects has been studied by Roetzel
[90]. He recommended the use of suitable averaged values based
on the calculation at two points. Following this work, Peters [77]
included the variation of HTC in length due to laminar flow devel-
opment. However, this author recognized that no reasonably sim-
ple procedure is successful when large variations are present.
While most published works were limited to co-current and coun-
ter-current flow arrangements, Roetzel [91] extended this study to
crossflow HE, considering both length and temperature effects.

5.1.1. Specific heat capacity
Kays and London [55] suggested the use of constant values for

the fluid properties in a recuperator, evaluated at the mean tem-
perature. This approach is valid when the variation is limited to a
factor of 2. However, this is usually not the case in cryogenic sys-
tems. Chowdhury and Sarangi [24] studied the case of supercritical
hydrogen in the temperature range 300–80 K and 300–40 K, where
the specific heat varies by a factor 4. They observed that the use of
a harmonic mean specific heat gives good results for balanced flow
HE, but present some deviations for unbalanced, high NTU cases.
The same approach (harmonic mean) was proposed by Sahoo
and Sarangi [94] for the analyisis of regenerators. They observed
that the overall effectiveness is correctly calculated, however this
method does not satisfactorily predict the temperature profiles.

Kumar and Sarangi [57] noted that the use of averaged constant
properties fails to predict the location of points with minimum
temperature difference (pinch points). This pinch points occur
when the heat capacity flow ratio Ch/Cc varies from a value of less
than unity to one larger than unity, or vice versa. This situation is
likely to occur in cryogenic systems with a close-to-balanced de-
sign. In this case, the authors recommend a finite-difference solu-
tion. The considered working fluids were both normal- and para-
hydrogen.

Soyars [101] studied a cryogenic helium HE using discretized
e � NTU and LMTDmodels. The author noticed that the e � NTU ap-
proach relies on the estimation of the heat capacity flow. In close-
to-balanced design condition, a poor estimation of the heat capac-
ity may lead to sections of the HE with a value of e larger than
unity. This situation is not physical, and leads to an erroneous siz-
ing of the HE. For this reason, the author recomended the use of a
discretized LMTD method.
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5.1.2. Heat transfer coefficient (HTC)
This effect has been studied as early as 1933 by Colburn and de

du Pont [28]. They presented an analytical solution for the counter-
current flow case where the overall HTC varies linearly with the
temperature of one of the fluids, keeping all other fluid properties

constant. This approach uses a logarithmic mean combined func-
tion of HTC and temperature difference. This means that the aver-
age HTC is calculated on the basis of the extreme values.

Gardner and Taborek [41] presented an up-to-date review of HE
models with variable HTC. For counter-current flow, the model

Table 3
Summary of available literature on the effects of variations in specific heat capacity.

Method Observations Reference(s)

Use cp at mean temperature Up to a factor 2 variation [55]
Harmonic mean (recuperators) Up to a factor 4 variation. Misleading results for unbalanced, high NTU cases [26]
Harmonic mean (regenerators) Predicts well e, but the temperature profiles are incorrect [94]
Distributed parameters LMTD preferred over e � NTU [101]
Finite-difference Identifies pinch points [57]

Table 4
Summary of available literature on the effects of variations in heat transfer coefficient.

Method Observations Reference(s)

Review (1977) Widely studied for single-phase [41]
Logarithmic mean of U � DT For linear functions U(Tc,Th) in counter-flow arrangement [28]
Arithmetic mean of U � DT For linear functions U(Tc,Th) in multipass flow arrangements [18,40,110]
Four-points integration For polynomial or power-law functions U(DT), 1% uncertainty [100]
Non-linear energy equations General functions U(T,DT) [54]

Table 5
Summary of available literature on the effects of flow maldistribution.

Method Observations Reference(s)

Divide the HE in two sections, step profile Flow mixing improves performance [36]
Heat transfer coefficient depends on fluid velocity 2% change in e compared to [36] [82]
Axial dispersion Transient analysis [92,95]
Plate condensers Optimum number of plates [84–87]
Transverse heat conduction Similar effect to flow mixing in [36] [51]
Equal pressure drop constraint Secondary maldistribution further reduces performance [76]

Table 6
Summary of available literature on the effects of longitudinal heat conduction.

Method Observations Reference(s)

Review (1994) Most relevant in counter-current [98]
Pioneer work, non-dimensional Maximum effect for balanced, high NTU. [56]
Conduction in outer wall Less severe than in inner wall [115]
Regenerators (conduction in fluid) Only significant for high reduced length HE [96]
Regenerators (conduction in matrix) Gives optimum value for charging time [32]

Table 7
Summary of available literature on the effect of heat exchange to the surroundings.

Method Observations Reference(s)

Heat exchange to only one stream Some graphical results. For cryogenics, heat exchange to the cold fluid is more severe [12,24,78,97]
Heat exchange to both streams Counter-current flow arrangement is less affected [6,5]
Uniform heat source Analytical solution, useful as a guideline [72,3]
P-NTU method If Cc < Ch, an optimum NTU exists [62–64]

Table 8
Summary of available literature on combined effects.

Method Observations Reference(s)

Flow maldistribution and LHC Tend to eliminate each other for high NTU, and augment each other for low NTU [21,81]
Heat exchange to surroundings at one end, and LHC An optimum value for NTU is found to exist [44,71]
Changes in fluid properties, LHC and heat exchange to

surroundings
Computing their effect simultaneously or separated gives similar results, within
±10%

[43,72]
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given by Colburn and de du Pont [28] is recommended. The use of
an arithmetic mean of product of HTC and temperature difference
have been suggested by Bowman et al. [18] for a general multipass
flow arrangement, assuming a linear dependence of the HTC on
temperature. Its use has been found to be satisfactory by later
authors [40,110] within an accuracy range of ±10%. For general
functional dependencies of the HTC, the method of Kao [54], based
on solving simultaneous non-linear energy balance equations, is
recommended.

Recently, Sharqawy and Zubair [100] presented numerical and
analytical solutions for more complex variations of the HTC. They
studied polynomial and power-law dependences on the local tem-
perature difference and compared the results with experimental
data available in the literature. These authors recommend the
use of a four-points numerical integration which predicts the
required surface area within a 1% uncertainty.

5.2. Flow maldistribution in parallel channels

Extensive research on this field was focused on modeling and
design of distribution headers to improve the flow distribution.
However, flow maldistribution can occur for several reasons other
than header performance, summarized by Mueller and Chiou [68].
Since maldistribution occurs in most practical cases, its effect on
HE performance must be quantified. In general, most authors agree
that this effect is negligible for low-effectiveness HE.

The effects on high-effectiveness HE, as used in cryogenics, was
first studied by Fleming [36]. In particular, he studied a counter-
flow HE where one side is uniformly distributed and the other
one is not. This latter stream with maldistribution is modeled as
a fraction FL of the channels with lower-than-average flow and a
fraction 1 � FL with higher-than-average flow. The model assump-
tions include a constant HTC, independent of the velocity, which is
reasonably valid only for fully developed laminar flow. He pre-
sented results in terms of e and an effective value of NTU, which
can be reduced to less than half of the design value. The situation
is improved if the uniform side is completely and continuously
mixed, as an idealization of shell-and-tube or coil-wound geome-
tries. The main conclusion of this work is that, for high-effective-
ness cryogenic applications, there is very little to be gained from
increasing the design NTU of a HE, but rather the flow distribution
should be improved.

Rao and coworkers studied the effect on plate-type HE in sev-
eral articles [84–87]. They considered the flow distribution profile
suggested by Bassiouny and Martin [16], Bassiouny and Martin
[17]. Their study includes the dependence of HTC on velocity,
and the analysis of single- and multi-pass HE for single-phase lam-
inar flow as well as condensers. Their results indicate that the
Z-type exchangers are more severely affected by maldistribution.
In addition, they noticed that increasing the number of plates
improves the performance only up to certain optimum point. Fur-
ther increase produces a higher extent of maldistribution, which
result in a reduction of performance.

Roetzel and Ranong [92] introduced an hyperbolic axial disper-
sion for the steady-state analysis of HE with flow maldistribution.
In this framework, they studied the response to imposed distribu-
tion profiles. The selected profiles were linear and quadratic. The
existence of back-flow in some channels was also considered. This
model was later extended to transient analysis [95].

A cross-flow arrangement was considered by Ranganayakulu
[82]. They investigated the influence of changes in the HTC as a
consequence of the variations in the velocity. According to their re-
sults, this influence is limited to a 2% effect on the effectiveness e,
compared to a simpler model, asumming constant HTC. The dete-
rioration of thermal performance was studied considering four dif-
ferent flow distribution profiles.

Jung and Jeong [51] studied the effect of transverse heat con-
duction in single-body HE for counter-current single-phase flow.
This condition provides some extent of thermal coupling between
the different channels. The consequence is similar to that of flow
mixing, that is, provides a more homogeneous temperature profile,
thus reducing the effect of flow maldistribution in performance.
This situation is interesting for the design of anisotropic equip-
ment, such as perforated-plate HE.

Recently, Pacio and Dorao [76] presented a numerical analysis
including the momentum equation for two-phase flow. They
concluded that the pressure-drop coupling between channels is
expected to produce a secondary maldistribution that further
reduces the HE performance.

5.3. Longitudinal heat conduction (LHC)

The work by Hennecke [45] indicates that LHC in a single-phase
fluid can usually be neglected, except when the Prandtl number is
very low, which is the case for liquid metals. In cryogenic systems,
then, LHC is only considered to occur in the wall. The effect of finite
LHC is to flatten the wall temperature distribution, thus reducing
the performance of a given HE.

A comprehensive review on this subject is given by Shah [98]. In
this work, the author stated that the effect of LHC is negligible for
co-current flow, since in this case the temperature gradient in the
wall is small. In addition, this effect is the largest for cross-flow HE,
given the two-dimensional profiles. For this reason, the research
list on cross-flow arrangement is long [22,47,83,117,118]. How-
ever, this type of exchangers is frequently used for applications
within a lower range of effectiveness, usually e < 0.8. The consider-
ation of this effect is most relevant for counter-current flow.

In this scenario, the work by Kroeger [56] stands out as a com-
prehensive analysis for a wide range of operating conditions. The
effect of LHC on HE performance is more important with increasing
number of thermal units, and it is maximum for a balanced opera-
tion, that is Ch = Cc. Results were obtained numerically and pre-
sented graphically and by means of approximate expressions.
These results were later confirmed by Chowdhury and Sarangi
[23] and Narayanan and Venkatarathnam [70].

Following the work by Kroeger, Venkatarathnam [113] consid-
ered LHC in perforated-plate HE. In this case, an axial conduction
parameter is defined as a function of the number of spacers and
their thermal conductivity.

Venkatarathnam and Narayanan [115] studied the LHC in the
outer wall of a tube-in-tube HE. In general, they concluded that
the degradation of performance is lower as compared to the LHC
occurring in the inner wall. This result is a consequence of the low-
er temperature gradients. Finally, they recommended the use of
the model given by Kroeger if the conduction in the inner wall is
much higher than in the outer wall.

The effects of LHC have also been investigated in regenerators.
Sarangi and Baral [96] considered the axial conduction in the fluid.
In this case, this effect is relevant because of the eddy thermal con-
duction given by the flow through porous media. Solving transitory
energy balances, the authors concluded that the consequences in
performance are significant for high reduced-length HE. In their
study case, the expected ineffectiveness was doubled by the effect
of LHC.

The heat conduction in the matrix was considered by Das and
Sahoo [32], using a similar procedure. Performing an optimization
based on the second law of thermodynamics, the authors observed
that, in order to improve the performance, the charging time
should be increased to an optimum value. Cryogenic regenerators,
however, are usually designed to operate at high frequency, thus
resulting in a short charging period.
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5.4. Heat exchange with the surroundings (heat leakage)

This effect might be beneficial if the objective is to cool down
hot fluids (heat rejection) or heat up a cold stream, such as in rega-
sification of LNG. However, in most cryogenic processes, the main
goal is refrigeration below ambient temperature, and in these cases
heat leakage has a negative effect.

The physical effect of heat-in-leakage depends on which stream
is being heated. On the one hand, if the cold stream receives heat
from the surroundings, the temperature difference (and heat ex-
change) between streams is reduced, and even temperature cross
may occur. On the other hand the opposite situation occurs if heat
is transfered from the environment to the warm stream, and the
heat duty is increased. However, keeping in mind that the objec-
tive is to refrigerate the warm stream, its outlet temperature is
higher than predicted by an adiabatic model. This situation reflects
that the total heat duty (or, in dimensionless form, the HE effec-
tiveness e) is not sufficient to rate the performance.

The available literature on this subject is limited to single phase
applications. Barron [12] studied a counter-current HE assuming
constant fluid properties. In this framework, he presented non-
dimensional heat transfer equations for the external heat transfer
to the cold and hot fluids separately. His results showed that when
the environmental temperature is greater than the temperature of
the inlet hot fluid temperature, as in cryogenic applications, the
heat transfer to cold fluid has a more pronounced effect on the
HE performance.

Chowdhury and Sarangi [25] studied a double-pipe for cryo-
genic applications from a design perspective. In this geometry, only
the stream flowing in the annulus interacts with the surroundings.
They presented analytical solutions and an estimation of the
reduction in the effective number of thermal units. This situation
was later studied by Prasad [78] for high-temperature applications.

In some occasions, such as microminiature exchangers with
thin insulations layers on both sides, both streams are subjected
to simultaneous external heating. This situation was investigated
by Ameel and Vitharana [6], Ameel [5] in co-current and coun-
ter-current flow arrangement. They presented analytical results
considering non-dimensional conductance ratios and concluded
that, when considering this effect, the counter-current arrange-
ment gives a higher performance.

Seetharamu et al. [97] incorporated the effect of heat leakage in
a tube-in-tube HE as a three-fluid exchanger where the third
stream is ambient air at a constant temperature. Changes in fluid
properties were also considered in a finite-element formulation.
The author observed reduction of performance in all cases, and
temperature cross when the hot fluid is cooled by heat transfer
to the ambient.

Nellis and Pfotenhauer [73] presented analytical results for a
counterflow HE with uniformly distributed heat load applied to
one or both sides. However, this situation is not representative of
cryogenic HE, that can be better represented by a constant ambient
temperature scenario. Nevertheless, the analytical non-dimen-
sional solutions are useful guidelines for the numerical analysis
of arbitrary heat load profiles. A similar study was performed by
Al-Dini and Zubair [3] for co-current flow arrangement.

Recently, Mathew and Hegab [62], Mathew and Hegab [63],
Mathew and Hegab [64] studied microchannel HE in co- and coun-
ter-current flow with heat-in-leakage. Considering individual tem-
perature effectiveness for each fluid, they concluded that the cold-
side effectiveness is increased,while the hot-side effectiveness is re-
duced. For unbalanced flows, the results depend on which fluid has
the lowest heat capacity rate. If this is the warm stream, the effec-
tiveness is always increased with larger NTU. On the other hand,
when the cold fluid has the lowest heat capacity flow rate, there is
an optimum value of NTU that gives a peakmaximumeffectiveness.

5.5. Combined effects

The vast majority of the available literature is focused in only
one of the four effects mentioned above. There are, however, some
reported articles on the analysis of the combination of two or more
of them. In all cases, they include the modeling of longitudinal heat
conduction (LHC).

Chiou [21] attempted the combined effects of LHC and flow
maldistribution for specific imposed distribution profiles. Rang-
anayakulu and Seetharamu [81] incorporated the effects of non-
uniform inlet temperatures in the modeling of cross-flow HE. An
interesting observation is that these three (LHC, flow maldistribu-
tion and temperature non-uniformities) combined effects on the
deterioration of HE performance tend to eliminate each other in
the regions of higher NTU, but tend to augment each other in the
regions of lower NTU. Nevertheless, in all cases the performance
is reduced, ranging from a few percent up to 30%.

Mehrabian et al. [66] studied the performance of a plate-HE
with a finite-difference model that includes axial conduction in
plates and flow channels and the dependence of viscosity on tem-
perature. Their results show that LHC in the plates reduces the per-
formance of the exchanger, while LHC in the flow channels
improves it.

The most extensive research is dedicated to the combination of
LHC and heat leakage. This can be divided in two categories. First,
some authors assume constant physical properties and simulate
the HE in a non-dimensional analysis. The second category is based
on discretized energy balances that allow for the variation of fluid
properties.

Included in the first category, the work by Narayanan and Venk-
atarathnam [71] investigated the performance of a Joule–Thomp-
son recuperator with heat losses at the cold end due to its
proximity to a low-temperature sink. In this scenario, the bound-
ary condition at the wall is changed from adiabatic to conductive.
Their results indicate that the hot fluid exits at a lower tempera-
ture. Gupta and Atrey [44] studied both effects, however without
drawing general conclusions on their coupling. Their study con-
cluded that increasing NTU can cause more degradation due to
heat in leak and an optimum value of NTU is found to exist.

The second category is based in a discretized solution. Nellis
[72] applied a finite-difference numerical approach to the model-
ing of axial conduction, parasitic heat loads, and property varia-
tions in a HE. The accuracy of separately calculating the
important loss mechanisms in a high-effectiveness HE was found
to give reasonable (within 10%) results as compared with the full
model. Ghosh et al. [43] extended a simulation algorithm for mul-
tistream plate-fin HE presented earlier [42] to include LHC, heat
exchange to the surrounding, and variable fluid properties.

6. Discussion on the state-of-the-art

Section 5 described the available literature on HE modeling.
These can be considered advanced models, since they incorporate
effects that are ignored by current models used for HE design, de-
scribed in Section 4. In general, they can be divided in two catego-
ries: non-dimensional analysis and discretized equations.

The first category (non-dimensional analysis) consists of the
analytical or numerical solution of dimensionless energy balances.
They include the definition of axial conduction parameters and
flow distribution profiles. Although this analysis is useful in a first
stage of design, it is only applicable for simple cases with single-
phase flow.

On the other hand, the vast majority of these models belong to
the second category, namely the numerical solution of discretized
energy balances. This approach can easily accommodate for
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variation in fluid properties and heat transfer coefficients. In addi-
tion, more effects can be included with the consideration of energy
balances in the wall. Following the same trend as in Table 2, more
effects can be considered within this framework. The computa-
tional costs, however, are more demanding and for this reason ad-
vanced numerical methods, more efficient than the traditional
finite-differences, will be needed. Examples of advanced methods
used by some authors for the solution of HE include: first-order fi-
nite-element [81,83,88,97], spectral Galerkin [7,50], and colloca-
tion schemes [107,108]. In addition, the least-squares spectral
elements method presents some potential advantages for its appli-
cation to this problem.

Some general comments on the performance of available mod-
els for HE design were presented in Section 4.4 and Table 2, con-
cluding that they fail to take into account all relevant effects.
This situation is improved with the advanced models presented
in Section 5. However, two points are not considered: first, the ef-
fects of pressure drop on heat transfer and second, partial flow
mixing. Some remarks on these two points are presented next.

Changes in theworking pressure affect the fluid physical proper-
ties and consequently, the heat transfer performance. While single-
phase fluid properties are mainly dependent on the temperature,
that is not always the case for two-phase flow. Of special interest
for boiling and condensation applications are the variations in the
saturation temperature. This situation can bring the temperature
curves closer, thus reducing the total heat duty.

Flow mixing is neglected by some authors, while others assume
a complete and continuous mixing. The practical case is an inter-
mediate situation, producing temperature non-uniformities. The
reason why this condition was not considered is because it cannot
be successfully modeled by a one-dimensional formulation. Never-
theless, this effect is interesting for large shell-type HE, given that
it affects the performance. In the case of multicomponent mixtures,
partial mixing can also produce non-uniformities in the mass con-
centration profiles.

7. Summary

1. HE are key equipment in cryogenic systems. Thermodynamic
and economic considerations set high-efficiency requirements
which result in the need for accurate models. The state of the
art on HE modeling for cryogenic applications is reviewed in
this article.

2. Cryogenic systems involve two main challenges for the model-
ing of HE: complex processes and non-negligible physical
effects. The complexity of the processes include large tempera-
ture ranges, multiple streams, two-phase flow and the use of
multicomponent mixtures. The required accuracy is such that
physical effects like changes in fluid properties, axial conduc-
tion, flow maldistribution and heat-in-leakage cannot be
neglected.

3. The geometries used in cryogenic applications are summarized
in Fig. 2 and Table 1. The selection of the HE type depends on
the particular application. In this work, they were presented
from a design-challenges perspective.

4. Present HE models used for design were reviewed. In general,
they can be divided in three categories: lumped-parameters,
distributed-parameters and stream-evolution. Their ability to
consider relevant effect is summarized in Table 2. While the
stream-evolution models are the most advanced, they are pro-
prietary and, nevertheless, do not take all physical effects into
account.

5. Extensive research covering the four above mentioned non-neg-
ligible effects is available in the open literature, resulting in
state-of-the-art advanced models. In general, they can be

divided into two categories: non-dimensional analysis and dis-
cretized energy equations. While most works were focused in
only one of these effects, there are some published reports on
their combination, indicating that no significant error is intro-
duced by considering them separately.

6. The advanced models include more effects than those used for
design. Nevertheless, two points are not considered: the effects
of pressure drop on heat transfer and partial flow mixing. The
variation on operating pressure is particularly important for
two-phase flow, since it affects the saturation temperature.
Flow mixing is neglected by some authors, while others assume
a complete a continuous mixing. The practical case is an inter-
mediate situation, producing temperature non-uniformities.
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ABSTRACT

Two-phase flow heat exchangers are main components in refrigeration, cryogenic and liquefaction processes,
since thermo-economic considerations make low-temperature processes very sensitive to their performance. 
Current models used for design, based on integrated or discretized energy balances, fail to take into account 
all the relevant physical effects. In this work, a tube-in-tube exchanger is studied on the base of differential 
mass, momentum and energy balances, thus accounting for changes in pressure which affect the saturation 
temperature. Three numerical examples are presented, involving evaporators and condensers. The present 
model predicts up to larger area than traditional discretized models for condensers, and smaller for 
evaporators. These results can be explained by observing the temperature profiles. In addition, the reduction 
of performance if the heat exchanger is under-sized is evaluated. Finally, co-current and counter-current flow 
arrangements are compared.

1. INTRODUCTION

Heat exchangers (HE) are main components in refrigeration, cryogenic and liquefaction processes. Thermo-
economic considerations make low-temperature processes very sensitive to the HE performance. For 
example, Kanoglu et al. (2008) predicted a reduction of 22% in the liquefaction rate of air if the HE 
effectiveness (�) departs from the ideal value of 100% to a more practical one of 96.5%. In the case of 
liquefaction of helium, Atrey (1998) calculated that 12% less liquid is obtained if � is reduced from 97% to 
95%. In general, no liquid is produced if � < 85% (Barron, 1985). In order to compensate for this drop in 
liquefaction rates, some modifications to the refrigeration cycle might be necessary, such as an increase in 
the working pressures ratio, thus increasing the overall power consumption.  

In short, HEs for low-temperature applications have high-effectiveness requirements. This situation leads to 
the design of large and expensive equipment, which, in the case of Liquefaction of Natural Gas (LNG) 
plants, can represent up to 20-30% of the investment costs (Fredheim and Heiersted, 1996). In addition, the 
heat transfer process affects the sizing of other major equipments, namely compressors and drivers.
Therefore a proper sizing of the high performance HE plays a major role in the capital investments of the 
process, setting the need for more accurate predicting models.

Two-phase flow HEs are widely used in refrigeration cycles for both boiling and condensation purposes. For 
example, in LNG processes, hydrocarbon mixtures are used as boiling refrigerant in the main cryogenic HE 
in which the condensation of natural gas takes place. In air conditioning and heat pump systems, the low 
pressure heat transfer occurs in the evaporator, and the heat rejection stage at low pressure takes place in the 
condenser, as shown in Fig. 1a.   

An accurate description of high-effectiveness heat transfer equipment is limited, in particular for two-phase 
flow applications, and their sizing is a challenging task due to two main reasons. First, the determination of a 
two-phase heat transfer coefficient is a complex task depending on semi-empirical models. In boiling flows, 
bubble nucleation and forced convection must be accounted for, and large variations of the heat transfer 
coefficient occur within the two-phase region.  Second, for the required degree of accuracy, some physical 
effects should not be neglected. In the case of high-effectiveness HE, in the order of � > 90 % the 
performance is dominated by other mechanisms (Venkatarathnam and Sarangi, 1990) including heat 



exchange with the surroundings, axial conduction, flow maldistribution in parallel channels, and variations in 
the fluid properties. 

Current models used for HE design are based on integrated energy balances, expressed in terms of 
dimensionless parameters such as effectiveness and number of thermal units which are only recommended 
for single phase flow. In the case of two-phase flow, these models can be improved by dividing the 
exchanger in smaller sections where the model assumptions are more valid. Nevertheless these models fail to 
take into account all the relevant physical effects. 

The objective of this work is to investigate the performance of current HE models for the sizing of high-
effectiveness equipment. An advanced model is presented that incorporates the coupled momentum balance 
equation. This allows to account for pressure drop and its effect on heat transfer. Three cases are considered 
and the sizing of different models is compared. On the base of these results, the consequences of undersizing 
in the performance are studied. Finally, optimal geometrical and physical design characteristics are 
investigated.

In general, several types of geometries can be selected for HE design, including plate-type, shell-and-tube 
and coil-wounded (Kakaç and Liu, 2002). Without loss of generality, a simple geometry was selected for this 
work, in particular a double-pipe HE, as sketched in Fig. 1b. This type of HE is especially suitable for small 
heat-transfer area applications, because of their simple cleaning and maintenance. The present analysis can 
be extended to other geometries.

       
Figure 1. a) Vapour compression refrigeration cycle. b) Double-pipe heat exchanger geometry 

2. THE TWO-PHASE HEAT EXCHANGER PROBLEM AND PRESENT MODELS 

The HE problem consists on analyzing the thermal evolution of interacting streams within a given geometry.
It involves the solution of two problems: rating and sizing (Shah and Sekulic, 2003). Rating consists on 
evaluating the performance of an existing HE. Since all the relevant information is given (geometry, flow 
conditions) detailed models can be used. Sizing refers to the opposite problem, that is, to select the proper 
HE geometry, flow arrangement and size to meet the specified performance within some given constraints. 
The geometry is still unknown, and for that reason simpler models are required.

Present HE models used for thermal design can be divided into three broad categories: lumped parameters 
(zero-dimensional), distributed parameters (nodal approach) and stream evolution (one-dimensional).

2.1. Lumped parameters models (LPM)
The basic design theory for HEs is given by this type of models. Examples of this category are the classic 
Mean Temperature Difference and �-NTU methods, which can be found in most textbooks on heat transfer.
They are based on integrated energy balances for steady-state condition and with the assumption of constant 
fluid properties. The HE is considered as a single unit with bulk parameters, and inputs and outputs are 
related in a zero-dimensional approach. Finally, the HE is represented with two parameters: one for the 
physical size and another for the thermal performance.
Considering that all lumped parameters models involve the solution of the same equation with equal 



assumptions, they all yield the same results. The �-NTU model is considered in this work. In this case, the 
number of thermal units (NTU) represents the physical size and the effectiveness (�) gives the thermal 
performance as the ratio of the actual heat transferred and the maximum achievable with the given inlet 
conditions. The application of this method to an evaporator yields the relation given by Eq. 1. The required 
physical area A to fit the performance � can be straightforwardly obtained from Eq. 1, where U is the overall 
heat transfer coefficient and Cmin the heat capacity flow of the single-phase stream.  

� = 1 – exp(-NTU), with NTU = U A/Cmin  (1)

2.2. Distributed parameters models (DPM)
These models consist on a nodal approach: the exchanger is divided into smaller units and a lumped 
parameter model is used in each of them, thus fulfilling better the LPM assumptions. These methods allow 
considering the variations in fluid properties and heating transfer coefficient in an iterative procedure, at the 
extent of a larger computational cost.

This discretization can be done at two different levels (Iu et al., 2007): into zones according to the refrigerant 
phase state or elements of a given physical size. Orth et al. (1995) further divided each zone into elements. 
This last approach is considered in this work, applying a �-NTU method in each element. 

2.3. Stream evolution models (SEM)
In general, one-dimensional models can be considered as an extension of nodal formulations. For this reason, 
SEMs are sometimes referred as fully distributed models. The main difference in this last category is the 
inclusion of the continuity and momentum, thus accounting for changes in velocity and pressure. This 
formulation has been applied to transient analysis of heat pump systems (Jia et al., 1995; Junge and 
Radermacher, 1997; Nyers and Stoyan, 1994). However, no application was reported for steady-state 
analysis and design. In other words, they were applied for the rating of existing equipment, and not for the 
sizing problem. The reason for this situation is probably that these more complex formulations require an 
established geometry, flow arrangement and size

In this work, a steady-state SEM is applied to the sizing problem. Geometry and flow arrangements are
established first, and the required size to fit the target performance is obtained in an iterative approach. The 
governing equations are steady-state mass, momentum and energy balances for both cold and hot streams.
However, the mass balance has a trivial solution, i.e. constant flux G=�V, where � is the fluid density and V
its velocity. Therefore, it is only implicitly considered to account for the changes in velocity as a 
consequence of the variations in density. The problem is then governed by the momentum (Eq. 2) and energy 
(Eq. 3) balances for the cold and hot fluid as follows
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where z is the axial position, g the gravity in the axial direction, p the fluid pressure, Dh the hydraulic 
diameter, � the frictional shear stress, h the fluid enthalpy, Deq the equivalent diameter, U the overall heat 
transfer coefficient, h the fluid enthalpy and T its temperature. The ± allows to account for both co-current 
(+) and counter-current (-) flow arrangements. All fluid physical properties, e.g. density, and local 
temperature for each fluid are given by the local thermodynamic state (p,h).

In addition, shear stress (�) and heat transfer coefficient (U) are modeled on the base of semi-empirical 



correlations that are further developed in the following subsections. Finally, the governing equations are 
solved with proper inlet boundary conditions.

2.4. Pressure drop models
In order to accommodate the effects of multiphase flow, a two-phase multiplier �L

2=�/�L is introduced for 
modeling the shear stress, and �L is computed on the base of a friction factor fL, which is obtained according 
to the Haaland formula for smooth tubes (White, 1986), where the subindex L indicates liquid properties.  
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For single-phase liquid �L
2=1 and for single-phase vapor �L

2= (fG�L)/(fL�G). The Friedel correlation
(Whalley, 1987) is used for �L

2 in the two-phase region. 

2.5. Heat transfer models
In a steady-state analysis, the heat transfer coefficient (U) is computed on the basis of thermal resistances: 
shell-side and tube-side convective heat transfer, and thermal conduction in the wall, i.e.:
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Different correlations were used for computing the local inner and outer heat transfer coefficients, depending 
on the enthalpy range. In general, the formulas recommended by Collier and Thome (1994) were used, 
namely Gnielinsky, and Pethukov-Popov for single phase flow (depending on Reynolds number range), Shah 
for boiling flow, and Akers for condensation. In addition, the three-region subcooled boiling model by 
Kandlikar (1997) was incorporated. For all of them, see Ghiaasiaan (2007).

3. NUMERICAL EXAMPLES. SIZING OF THREE CASES

The predictions of the three models introduced in the previous section (DPM, LPM and SEM) are compared 
for three numerical examples. First, a water-cooling evaporator is considered where the cold fluid is boiling 
and the hot stream is single-phase liquid. Second, a water-cooled condenser is studied. In this case, the hot 
fluid is condensing and the cold stream is single-phase liquid. Finally, a more complex case is analyzed, 
where the cold stream is evaporating and the hot one is condensing.

In all three cases, the geometry is established as a counterflow double-pipe HE, sketched in Fig. 1b. The 
inner diameter is set at Din = 5 mm, and the outer one at Dout = 10 mm. The tube material is copper (high 
thermal conductivity, kW = 410 W m-1 K-1) and the wall thickness is t = 0.5 mm. Taking into account that this 
geometry is usually employed for small-capacity applications, the mass flow rates in the following examples 
are small, in the order of a few grams per second.

3.1. Water-cooling evaporator
In this type of equipment, the objective is to cool down water by means of evaporating a refrigerant. In 
particular, the horizontal counter-flow of evaporating R134a inside the tube (entering at 275 K and 3.5 bar,
saturation temperature 278K) and liquid water outside (303K, 1 bar) is studied. The mass flow rates are 5.0 
and 20.0 g/s, respectively; resulting in mass fluxes of roughly Gcold = 250 kg m-2 s-1 and Ghot = 400 kg m-2 s-1. 

The required tube length to obtain a given target effectiveness for this case as predicted by the three different 
models is presented in Fig. 2. As could be expected, the required length L increases with the desired 
effectiveness �. In fact, a sharp increase is noticed for ��> 0.9, which corresponds to the point when the 
refrigerant is fully evaporated. Further heat transfer occurs in single-phase gas region, which has a lower heat 
transfer coefficient, and thus a larger area (tube length) is required. Both DPM and SEM models account for 
this situation, however this is not reflected in the prediction of the LPM. Lumped parameter models (LPM) 
consider a constant averaged value for the heat transfer coefficient, thus do not reflect this sharp change. 



Observing that LLPM > LDPM, it seems that LPM underestimates the average heat transfer coefficient, thus 
over predicting the required length up to more than double the one given by the DPM. 

It is also observed in Fig. 2a that in all cases DPM predicts a slightly larger tube length than SEM. Although 
this difference can be negligible for lower effectiveness, the highlighted results for � = 0.99 indicate that it 
can be up as high as 15%. The main difference between these two models is that SEM includes the 
momentum equation. Pressure drop affects all fluid saturated properties, among them its saturation 
temperature. This means that there is a temperature glide in the phase-change region, as observed in Fig. 2b,
which indicates the temperature profiles for the extreme case �=0.99. The cold temperature decline due to 
pressure drop gives a larger temperature difference, thus increasing the heat transfer performance. As a 
consequence, a smaller length is required to fulfill a required efficiency. Given the exponential-type 
dependence of � on L (see Eq. 1), this effect is larger for high values of �, close to unity.

       
Figure 2. Results for the water-cooler evaporator case a) Sizing predictions. Highlighted results for �=0.99 b) 

Temperature profiles for �=0.99. Axial position is measured from the cold fluid inlet.  

3.2. Water-cooled condenser
The objective in this type of HE is to condensate a gas flow by means of exchanging heat to cooling water.
In particular, the horizontal counter-flow of condensing R134a inside the tube (entering at 303 K and 6.7 bar, 
saturation temperature 298K) and liquid water outside (283K, 1 bar) is studied. The mass flow rates are the 
same as in the previous case, that is 5.0 and 20.0 g/s for R134a and water, respectively; resulting in mass 
fluxes of roughly Gcold = 250 kg m-2 s-1 and Ghot = 400 kg m-2 s-1. The results are presented in Figs. 3a and 3b.

       
Figure 3. Results for the water-cooled condenser case a) Sizing predictions. Highlighted results for �=0.99 b) 

Temperature profiles for �=0.99. Axial position is measured from the cold fluid inlet. 

As in the previous case, LPM over predict the required length compared to the other two models, more than



doubling their predictions for high values of �. It is also observed in Fig. 3a that in all cases DPM predicts a 
smaller tube length than SEM, resulting is the opposite behavior as the previous case. This difference, that 
cab can be up to 20% for the highlighted results, is once again a consequence of pressure drop, which affects 
saturations temperature. In this case (see Fig. 3b), the temperature of the hot fluid declines as a consequence 
of pressure drop giving a lower temperature difference, thus reducing the heat transfer performance and 
predicting a larger required tube length.

3.3. Evaporation and condensation on the same unit
The previous two examples indicate that pressure drop can increase the heat transfer performance when 
considered in an evaporating flow, or decreasing in the case of a condenser. In this section, a mixed case is 
studied, where the hot fluid is condensing and the cold one is boiling. In particular, the vertical counter-flow 
of evaporating R134a inside the tube (entering at 280 K and 4.0 bar, saturation temperature 282) and 
condensing propane outside (293K, 7 bar, sat. temp. 286.5 K) is analyzed. The mass flow rates are 2.0 and 
1.1 g/s, respectively; resulting in mass fluxes of roughly Gcold = 100 kg m-2 s-1 and Ghot = 16 kg m-2 s-1. 

Two flow configurations are considered: cold stream flowing upwards and hot downwards (Fig. 4a), and vice 
versa (4b). Gravitational effects produce a pressure increase for the stream flowing downwards, and a 
decrease for the one flowing upward. Since both LPM and DPM do not account for pressure drop, their 
predictions are equal for both cases. The prediction of SEM, however, indicates that the performance of case 
a (cold up, hot down) is increased by effects of pressure drop and a smaller tube length is required. The 
opposite behavior is noticed for case b (cold down, hot up). In short, making good or bad use of the available 
pressure drop, there can be up to 1 meter difference (roughly 20%) on the required length.

   
Figure 4. Sizing predictions for the third case: vertical counterflow of evaporating R134a and condensing 
propane. Highlighted results for �=0.99  a) Cold upward, Hot downward. b) Cold downward, hot upward. 

4. CONSEQUENCES OF UNDERSIZING

It is observed from the numerical examples presented in the previous section that different models predict 
different tube lengths. On the one hand, if the selected model predicts a larger value of L than actually 
required, the target performance is fulfilled and the use of this model is a conservative assumption. This is 
the case of Lumped Parameter Models (LPM), which overpredicts the required length in almost all cases 
(except for low efficiency cases in example 3.3). Although this overprediction is conservative, it can have a 
dramatic effect on the costs, since it exceeds the predictions of SEM by more than 100% and up to 400%. 

On the other hand, if the selected model predicts a lower value of L, the required performance is not 
achieved. This is the case of the DPM model for the example 3.2. (condenser), where, by not considering the 
effects of pressure drop, it predicts a smaller length than SEM. Then, for example, a HE sized using the DPM 
model for operating at a target efficiency of � = 0.99, will have an actual value of � = 0.968, according to 
SEM. Or, if designed for � = 0.90 using DPM, it will operate at � = 0.853. Further numerical values can be 
obtained directly from Fig. 3a.



Although these differences may seem small, it should be reminded that for low temperature applications, 
high-effectiveness equipment is required, and a small degree of underperformance can have a large effect in 
overall system behavior, negatively affecting the power consumption, or liquefaction rate. 

5. DESIGN CHARACTHERISTICS: FLOW ARRANGEMENT

It is well established that, for single phase flow, the counter-current flow arrangement gives the highest heat 
transfer performance (Incropera and DeWitt, 1996). In addition, the flow arrangement is considered 
irrelevant for evaporators and condensers. However, this might not always be the case if the effects of 
pressure drop are taken into account. Observing the temperature profiles for the evaporator example (Fig. 
2b), it is noticed that in the phase-change region, the cold fluid temperature is decreasing while its enthalpy 
is increasing. This situation can be understood as a negative heat capacity (although the changes in 
temperature are not strictly related to those in enthalpy, but to the pressure drop), and in this region the 
temperature profiles are similar to those characteristic of co-current flow.

Figure 5 presents results for the evaporator example from section 3.1, comparing the performance of co-
current (solid lines) and counter-current (dashed) flow arrangements. The sizing predictions using the SEM 
model, see Fig. 5a, indicate that, over a wide range of �, the co-current flow arrangement requires a smaller 
tube length L, which means that has a higher performance. 

Once again, this result can be explained by analyzing the temperature profiles, as shown in Fig. 5b. In the co-
current flow arrangement, the temperature difference is initially large, and thus also the heat transfer rate. For 
this reason, the vapor content in the cold fluid increases rapidly, producing larger pressure drop, and 
consequently larger reduction of the saturation temperature (the cold fluid reaches its inlet temperature again 
at 1.5 m for co-current, and at 1.8 m for counter-current). In addition, the heat transfer rate to the liquid phase 
is larger, thus producing evaporation earlier and increasing the average heat transfer coefficient. Finally, 
observing both profiles it is noticed that full evaporation is not achieved in the counter-current flow 
arrangement, while overheated vapor is obtained using the co-current scheme.

     

Figure 5. Comparison of co-current and counter-current flow for the evaporator example a) Sizing 
predictions with SEM. b) Temperature profiles for L=1.8 m.

However, in the high-effectiveness region � > 0.93, the situation is reversed, and higher performance is 
obtained with the counter-current flow. The reason for this is that, after full evaporation of cold fluid, the 
problem becomes one of a single-phase HE, and then this well-known result is recovered. In a co-current 
flow arrangement, the maximum performance is achieved when both fluids exit at the same temperature, and 
then 100% effectiveness cannot be achieved. In fact, the plot in Fig. 5a indicates an asymptotic approach 
towards a final value of � = 0.955. If a higher effectiveness is required, a counter-current flow arrangement is 
necessary.



6. CONCLUSIONS

Three different models for the sizing of two-phase heat exchangers are considered in this work: lumped and 
distributed parameters (LPM and DPM), and stream-evolution models (SEM). While the two first ones are 
based on energy balances, the last one includes the momentum balance equations, and thus it accounts for 
pressure drop and its effect on heat transfer, mainly through the changes in saturation temperature. In this 
framework three numerical examples are studied: a water-cooler evaporator, a water-cooled condenser and a 
mixed evaporator/condenser where both types of phase change are present. 

In all cases, a double-pipe geometry was considered. The LPM, which considers only an average heat 
transfer coefficient that is in fact underestimated, predicts a too large tube length. This value can be up to 
four or five times the value predicted by SEM. 

In the case of the evaporator, the DPM overpredicts the required tube length when compared to the SEM by 
up to 15%. Consequently, their use is conservative since there is no danger of undersizing. The opposite 
behavior is noticed for the condenser, with underpredictions of up to 20%. The consequences of undersizing 
can result in a reduction of efficiency than can be relevant for low-temperature applications

Finally, the characteristics of different flow arrangements for design are analyzed. Contrary to single-phase 
HE experience, the co-current flow arrangement can give higher performance in a wide range of target 
efficiency. Nevertheless, it has an asymptotic value of efficiency lower than unity, and counter-current flow 
arrangement is preferred for higher effectiveness equipment.
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[220] Mikhailov, M. D. and M. N. Özişik (1981). Finite element analysis of heat
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Wasser bei erzwungener Strömung im Gebiet des kritischen Druckes unter hohen
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