


matching can begin. The image matching itself is resource-intensive. For the area in this
study, which is relatively limited in size, the matching process of the different softwares
took between 10 and 20 hours to complete. With LIDAR data, the data is already in point
cloud format and ready for further analysis.

The LIDAR beams penetrates vegetation and the LAS format [33] has the capability of
storing multiple returns of each laser beam. Usually the first return represents the surface,
including treetops. The last return typically represents the ground points in areas covered
by vegetation. This can be useful in forestry analysis and gives the possibility to process a
DTM (Digital Terrain Model) from the data in addition to a DSM (Digital Surface Model).
Photogrammetric point clouds obviously does not have this capability, as the image sensor
only has one “return”.

For projects that already need aerial imagery, e.g. for orthophoto production, these
new applications can provide further value to the already captured data at little extra cost.

6.4 Effect of aerotriangulation
Shedding light on the effect of the aerotriangulation (AT) is a part of the problem descrip-
tion of this study. As AT is a standard process within the image processing workflow
(Section 3.2.1), this and bundle adjustment was performed within the UltraMap frame-
work. The nature of the image processing workflow and the time constraints of this study
meant that the AT was performed once and not revisited. The result of the AT was exported
to a BINGO project. All three softwares in this study supports BINGO, so this ensured
that they could be compared on equal terms.

A potential source of error in the AT result is that only two ground control points
(GCP) were available in the study area. The GCPs, seen in Figure 6.2, were provided by
Oslo Municipality and there are no more points available within the study area.

Ideally, there should be at least one more point in order to complete the absolute orien-
tation [34]. The lack of a third point can lead to height errors, the effect of which is higher
further away from the GCPs. To amend this, surveying more GCPs could have been done.
Due to time constraints, and since the analysis were between the different softwares, and
they all had equal basis, this was not done.
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Figure 6.2: Ground Control Points in the study area, marked in yellow.
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Chapter 7
Conclusions and further work

7.1 Conclusions
This study consisted of studying and comparing different algorithms and software pack-
ages that perform image matching on aerial photography to generate point clouds. The
results showed that the point clouds from modern image matching software are compara-
ble to those of a LIDAR survey.

The comparative analysis revealed that the point cloud from Socet Set NGATE, despite
discarding uncertain height values in its matching process, contained more gross errors
than the others. UltraMap’s point cloud performed most stable of the three softwares,
with decent (compared to the others) mean difference and standard deviation value in all
the study areas. Match-T DSM performed well in the urban areas (Oslo S and Urtegata),
and after filtering out gross errors in the subtraction datasets, it had a significantly better
mean value than the others. The standard deviation was still about the same as the others,
indicating a high accuracy and medium precision.

With regards to the visual characteristics of the point clouds, it was found that Socet
Set and Match-T have similar traits. Both of these softwares perform a filtering algorithm
when generating the point clouds, making the point clouds visually pleasing with a low
noise-rate. The points are placed over the terrain like a blanket, and neighboring point’s
height values influence each other. This can lead to certain artifacts, like difficulty in
representing flat terrain. UltraMap does not perform this filtering algorithm on export, and
its point cloud is a more raw representation of the image matching process. This leads to
more noise in the output, and more post-processing may be required for a more pleasing
visual result.
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7.2 Further work

Absolute comparison of photogrammetric point clouds
In this study, the point clouds from different softwares were compared, using LIDAR
data as reference. For the purpose of this study, this was convenient, but ideally more
absolute reference points would have been preferable. The results in Chapter 4 showed
that the output of the image matching softwares were comparable to that of the LIDAR
scan. Comparing to absolute reference points or planes would allow for a comparison of
quality between LIDAR and image matching.

Closer analyses of each software package
Due to time constraints and time spent learning each software in this study, a close analysis
of all the parameter settings was difficult. UltraMap allows for only a few settings to tweak,
but Socet Set and Match-T allows the user to decide more of the parameters. The results
of the comparative analysis in this study showed that the terrain type affected Match-T and
Socet Set’s performance significantly. Finding exactly the right settings for optimal results
in different types of areas could be an interesting topic of further investigation.

Developing prototypes for the algorithms
Chapter 2 presents different algorithms for image matching. There are few open source
alternatives to the software packages in this study, but some are starting to show up [35, 36,
37, 38]. Implementing prototypes of the different algorithms and testing their performance
would be an interesting further topic of research.

Point cloud filtering techniques
UltraMap’s output consisted of the raw height data from image matching process. Match-
T had problems with representing the flat areas on the surface. Another research topic
could be to explore filtering techniques to accurately display the urban surface.
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Appendix

The following MATLAB scripts for low-pass, high-pass and edge-detection filters
were used to create the images in Figure 2.2, 2.3, and 2.4, respectively.

Low-pass filter

1 clear all;
2

3 I = imread('spektrum_crop.jpg');
4 smoothKernel = [1,1,1;1,1,1;1,1,1]/9;
5 imSmooth = imfilter(I,smoothKernel);
6

7 figure
8 subplot(1,2,1);
9 imshow(I); title('Input image');

10

11 subplot(1,2,2);
12 imshow(imSmooth); title('Smoothed image');

Sharpening filter

1 function [sharpImage] = highpass(image)
2 %Function takes a graphics file as input
3 %and returns a sharpened version
4

5 %Define sharpening filter:
6 highPassKernel = [-1,-1,-1;-1,9,-1;-1,-1,-1]/8;
7 %Apply filter to image:
8 highPassImage = imfilter(image, highPassKernel);
9

10 %adding the high pass image to the original yields a sharpened image
11 sharpImage = image + highPassImage;
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Edge detection filter

1 function [imEdge, smoothImEdge] = edgedet(image)
2

3 %circular, laplacian edge detection filter:
4 edgeKernel = [0,-1,0;-1,4,-1;0,-1,0];
5

6 %Only edge detection:
7 imEdge = imfilter(image, edgeKernel);
8

9

10 %First blur, then edge detection
11 smoothKernel = [1,1,1;1,1,1;1,1,1]/9;
12 smoothImage = imfilter(image,smoothKernel);
13 smoothImEdge = imfilter(smoothImage, edgeKernel);
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Raster statistics
MATLAB script for calculating raster statistics, used on the subtraction datasets in the
comparative analysis in Chapter 5.

1 function [meanA,meanB,sdA,sdB] = meanImage (image)
2 %function takes subtraction raster as input and calculates ...

statistics on it
3

4 num=0;
5 sum=0;
6

7 hits=0;
8 sum2=0;
9

10 a = [];
11 b = [];
12

13 largerthan05 = 0;
14

15 for n=1:size(image,1)
16 for m=1:size(image,2)
17 if(image(n,m)>-100)%nodata values
18 num=num+1;
19 sum=sum+image(n,m);
20 a=[a image(n,m)];
21 end
22

23 if(abs(image(n,m))<1)%gross errors
24 hits=hits+1;
25 sum2=sum2+image(n,m);
26 b=[b image(n,m)];
27 if(abs(image(n,m))>0.5)
28 largerthan05=largerthan05+1;
29 end
30 end
31 end
32 end
33

34 sdA = std(a);
35 minA = min(a);
36 maxA = max(a);
37 meanA = mean(a);
38

39 sdB = std(b);
40 minB = min(b);
41 maxB = max(b);
42 meanB = mean(b);
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