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Abstract

This dissertation describes using theory, computer simulations and labora-
tory measurements a new class of real time reconfigurable UV-programmable
floating-gate circuits operating with current levels typically in the pA to
µA range, implemented in a standard double-poly CMOS technology. A
new design method based on using the same basic two-MOSFET circuits
extensively is proposed, meant for improving the opportunities to make
larger FGUVMOS circuitry than previously reported. By using the same
basic circuitry extensively, instead of different circuitry for basic digital
functions, the goal is to ease UV-programming and test and save circuitry
on chip and I/O-pads. Matching of circuitry should also be improved by
using this approach.

Compact circuitry can be made, reducing wiring and active components.
Compared to earlier FGUVMOS approaches the number of transistors for
implementing the CARRY’ of a FULL-ADDER is reduced from 22 to 2. A
complete FULL-ADDER can be implemented using only 8 transistors. 2-
MOSFET circuits able to implement CARRY’, NOR, NAND and INVERT
functions are demonstrated by measurements on chip, working with power
supply voltages ranging from 800 mV down to 93 mV. An 8-transistor
FULL-ADDER might use 2500 times less energy than a FULL-ADDER
implemented using standard cells in the same 0.6 µm CMOS technology
while running at 1 MHz. The circuits are also shown to be a new class
of linear threshold elements, which is the basic building blocks of neural
networks. Theory is developed as a help in the design of floating-gate
circuits.
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Chapter 1

Introduction

1.1 The neuron-MOS and FGUVMOS circuit con-
cepts

This work might be perceived as having it’s startingpoint from two basic
ideas, namely the multiple-input floating-gate transistor concept [ShOh91],
and UV-programmable floating-gate circuits [LaWi96], [BeLa97], using the
”FGUVMOS” UV-programming approach from [BeLa97].
A few important characteristics in a few words: In [ShOh91] multiple-input
floating-gate circuits working in the classical above threshold regime are in-
troduced. The device in [ShOh91] turns on when the weighted sum of all
input signals exceeds a threshold. The number of transistors and intercon-
nections can be drastically reduced by using multiple-input floating-gate
devices in [ShOh91], a method that could entirely alter the way of con-
structing logic circuits, according to the authors of [ShOh91].
Dynamic power consumption depends linearly on the physical capacitance
being switched [RaPe96]. Therefore, using fewer wires and fewer active
elements for a given function may be attractive for minimizing power con-
sumption.
FGUVMOS circuits utilize the multiple-input floating-gate transistor prin-

ciple. A goal of FGUVMOS circuits has been to be able to reduce the sup-
ply voltage and adjust the effective threshold voltages of standard CMOS
circuits at the same time [BeLa97], [BeWi98]. Voltage reduction offers
the most direct and dramatic means of minimizing energy consumption
[RaPe96]. By being able to adjust the current levels at the same time, the
reduced performance following from a Vdd reduction can be counteracted.
Supply voltages for FGUVMOS circuits have typically been in the 300 mV

1
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Figure 1.1: Schematic of the UV-programming mode and the normal opera-
tive mode, based on [BeLa97]. The extra circles in the MOSFET symbols
indicate UV-conductances. In operative mode the equilibrium current is
the drain current at the switching point, when all inputs and the output
equal Vdd/2.

to 800 mV range. This, in combination with currents typically in the pA
to µA range provide a significant low-power potential.
A shift in the effective threshold voltages, or current levels, is set during
a UV-programming procedure. The UV-programming ensures a certain
equilibrium current, Ibeq, at the switching point of every basic FGUVMOS
circuit element under normal operation. This switching point is ideal when
the input voltages and output voltage are equal for all input voltages hav-
ing a voltage of Vdd/2 under normal operation, shown to the right in figure
1.1. The equilibrium current, Ibeq, might typically be in the nA to µA
range for circuits implemented in an AMS 0.6 µm technology [AMS98].
UV-activated conductances between the power supply rails (Vdd and Vss)
are used to program the desired Ibeq levels, as illustrated in figure 1.1. In
a ”reverse-biased” mode [BeLa97] during UV-programming the program-
ming voltages, V+ and V−, on the power lines are used to control charge
transport to and from the floating-gates, through the UV-activated con-
ductances. The chosen pair of programming voltages (V+, V−) determines
the equilibrium current level under normal operation, after the UV-light is
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turned off. The shift in equilibrium currents means that a change in the
effective threshold voltages, seen from the driving nodes, is done simulta-
neously. The circuits can be reprogrammed.
A future goal could be to program all transistors on a chip, or even a wafer,
without using any additional programming circuitry [BeWi98].

Floating-gate digital circuitry like EXOR, NAND2, NOR2, INVERT,

Figure 1.2: c©1999 IEEE. Reprinted, with permission, from IEEE Transac-
tions on Circuits and Systems II, analog and digital signal processing, Vol.
46, Issue 7, July 1999.

a D-flip-flop, a FULL-ADDER and a pad-driver were published in 1999
[BeWi99]. Publications describing digital FGUVMOS circuits prior to work
described in this thesis can be found in [LaWi96], [BeLa97b], [BeWi97],
[BeWi98], [BeWi99]. The paper [BeWi99] demonstrated the ultra-low
power potential of FGUVMOS circuits working with supply voltages far
below 1 V and equilibrium currents in the 4 nA to 200 nA range. A FULL-
ADDER presented is shown in figure 1.2.
FGUVMOS circuits are not restricted to digital use, and some recent re-
search results can be found in [BeLa01b], [BeLa01a]. An introduction to
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SUM’

CARRY ‘

Figure 1.3: Schematics for FGUVMOS FULL-ADDER from [BeWi99] for
producing SUM’ and CARRY’.

the floating-gate research field can be found in a special issue of the IEEE
Transactions on Circuits and Systems II, on floating gate devices, circuits
and systems, from 2001 [HaLa01].
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1.2 New real time reconfigurable floating-gate cir-

cuits

The digital functions in [BeWi99] used different basic circuitry for different
functions like NAND, NOR and INVERT, resembling the standard concept
of using the transistor as a switch only.
The real time reconfigurable circuit concepts presented in this thesis have
undergone some evolution. It started with the idea of using three input cir-
cuits for the CARRY’ function, which has the 2-input NAND, 2-input NOR
and INVERT functionality embedded [AuBe01b]. This led to an attempt
to utilize a FULL-ADDER concept from [KoSh92] to make a 4-transistor
circuit able to generate SUM’ and CARRY’ for the FULL-ADDER func-
tion. This, together with inherent capabilities of the circuit to generate
Boolean functions like NAND, NOR, INVERT, XOR and XNOR were dis-
covered [AuBe01a]. The circuits in [AuBe01a] were both composed from
two different basic building blocks.
Added to this is a universal threshold circuit concept [AuBe01d], which
became used for a static memory and an adder in [AuBe01e]. The idea of
building FGUVMOS circuitry using only one type of basic block was used
here. Later measurements from chip confirmed the function of some basic
building blocks.
It has been stated earlier that ”previous experience with UV-programmable
floating-gates suggested the only ”proof of the pudding is the eating””
[LaWi96]. Even if the techniques and experience have been developed
since that, some efforts have been done towards prototyping and laboratory
measurements here as well. The AMS 0.6 µm technology have been used
throughout this work, due to the experience gained from using it at the
University of Oslo. Unless otherwise mentioned, the simulations are based
on netlists extracted from layout. Test circuits in a 0.35 µm technology
from another producer of integrated circuits have also been produced, but
no laboratory measurements have been done yet.
The added functionality per active device compared to earlier approaches

enables a reduction in the transistor count and amount of wiring, for im-
plementation of many digital functions. The approach from [BeWi99] used
the circuitry shown in figure 1.3 to compute SUM’ and CARRY’. An im-
plementation using one of the new circuits [AuBe01d] is shown in figure
1.4. The two schematics both implement the same functions. For example
is the number of transistors used for implementation of the CARRY’ func-
tion reduced from 22 to 2, or more than 90% [AuBe01b] by using the new
approach. Also an 8-transistor FULL-ADDER is presented, built from 4
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Figure 1.4: Schematic for circuit generating SUM’ and CARRY’ using two
P5N5 elements.

of the elements shown in figure 1.4 [AuBe01d]. This is among the lowest
numbers of active elements for FULL-ADDER circuits that are known from
litterature. An even simpler version is shown in figure 1.5
A widespread use of identical basic building blocks on the gate level in-
creases matching properties when circuits are implemented in CMOS, since
MOS technology is well suited for fabrication of circuits where accuracy
is determined by precision of ratio between elements, while absolute toler-
ances are much poorer [Sæth91].
Among contributions of the work presented here is that it is based on an
approach using as little diversity among building blocks as possible. It is
argued that it may ease UV-programming of FGUVMOS circuits a lot, as
well as reduce wiring and transistor count. This might improve the low-
power potential of digital FGUVMOS circuits.
Subthreshold circuits have been shown to consume orders of magnitude
less power than the regular strong-inversion circuit at the same operating
frequency [SoRo01]. FGUVMOS circuits using the standard program-
ming scheme have always two transistors ”stacked” between Vss=0 V, and
Vdd ≤ 0.8 V. The current Ibeq levels of the transistors can be set to the
desired level, typically in the 1nA to 1µA range according to experience
with the AMS 0.8 and 0.6 µm CMOS processes. This means that the cir-
cuits might work entirely in subthreshold in some cases, or in weak and
moderate inversion. Moderate inversion means higher Ibeq levels than weak
inversion, and can be a useful region of operation to attain a relatively high
operational speed of FGUVMOS circuits. For the FULL-ADDER func-
tion running at 1 MHz operational speed, it is argued that an 8-transistor
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FGUVMOS FULL-ADDER uses about 2500 times less energy than a cir-
cuit based on standard library cells in the same technology.
The basic building blocks proposed all consist of 2 transistors and a number
of drawn capacitances between inputs and the floating gates of the PMOS
and the NMOS transistors. Chosen restrictions for the capacitances have
been that all drawn capacitances were of equal size and shape, and that
the sum of the drawn capacitances connected to the floating gate of the
PMOS transistor equals the sum of the drawn capacitances connected to
the floating gate of the NMOS transistor, of a basic circuit. The number
of inputs to the PMOS and NMOS, respectively, are used for naming the
circuits. P1N3 means a circuit with one capacitively weighted input to the
PMOS, and three capacitively weigthed inputs to the NMOS.
For the inverter functionality is demonstrated by chip measurements with
a Vdd of only 93 mV, which is amongst the lowest supply voltages reported
in litterature.
Among recent work on subthreshold digital logic, work like [SvMa00] and
[SoRo01] can be mentioned. Subthreshold digital logic in most cases rely
on some substrate bias stabilization, as shown in [SvMa00], [SoRo01].
Subthreshold operation is common with most FGUVMOS circuits, but the
multiple-input floating-gate MOSFET capabilities leading to real time re-
configurable logic functions might be unique.
As an example, the P1N3 element used twice in 1.5 may be used as a cir-
cuit producing each and every of the CARRY’, NAND3, NAND2, NOR3,
NOR2 and INVERT functions, depending on voltage on one or several con-
trol inputs.
A ”P7N7” building block is also used in making a 3-bit analog-to-digital
converter containg only 6 transistors.
In addition the new circuits were recognized as belonging to the class of
circuits called linear threshold elements, the name of basic computational
units in neural networks [AuBe02a].
Building blocks presented here are also currently under investigation as
building blocks for systems based on evolvable hardware [Eske02] These
are examples that the circuits proposed may find use in other areas than a
pure digital context.

During the work on this thesis, several of the results have been published
at international conferences with peer review: [AuBe01a], [AuBe01b],
[AuBe01d], [AuBe01e], [AuBe02a], [AuBe01c], [BeAu01a], [BeAu01b],
[BeAu01c], [BeAu01d], [BeAu01e], [YtAu02], [BeAu02], [BeNa02b],
[BeNa02c], [BeNa02d]. The first five publications mentioned form the core
of this thesis.
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Figure 1.5: Two P1N3 elements used for implementing CARRY’ and SUM’.
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1.3 Thesis outline

In chapter 2.1 important properties of the multiple-input floating-gate MOS-
FET operating with current levels in the pA to µA range are explored, from
an ordinary MOS transistor up to behavior in a circuit. At the end some
parameters are pointed out that can provide insight in how transconduc-
tance and output resistance of these devices might be adjusted. Then some
widely used equations for the universal FGUVMOS element is introduced
with an inverter as example, in chapter 2.2. One of our circuit building
blocks are briefly introduced in chapter 2.3.
In chapters 3, 4, 5, 6 and 7 there are descriptions regarding the function
and implementation of the different circuitry in each chapter, and results
and discussion following . This have been done to sum up the discussion in
portions, and later add them up in a hierarchical manner.
Chapter 3 describes PMOS and NMOS transistors in the above mentioned
manner.
In chapter 4 these elements are combined for inverters, with the chapter
including simulations, IC layouts, UV- programming and test setup, results
and discussion.
Chapter 5 deals with 2-MOSFET floating-gate elements with identically
weighted inputs to both PMOS and NMOS, with a structure having much
in common with chapter 4.
Chapter 6 is made basically like chapter 5, but this time the circuits have
the signals used as ordinary signals, and not control inputs, connected to
the NMOS floating gate only.
Chapter 7 introduces circuits made from the previously described building
blocks. Another layer in the ”discussion hierarchy” is added for each of
them, making connections back to the basic inverter in chapter 4, and the
transistors from chapter 3. FGUVMOS ”Inverter-only” based logic is intro-
duced. Linear threshold functions and implementation using FGUVMOS
are discussed. New possibilities regarding UV-programming and testing are
also discussed in 7.7.
Chapter 8 describes the overall results and major contributions, as well as
suggestions for further work.
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Chapter 2

Multiple-input
UV-programmable
MOSFETs and
two-MOSFET circuits

2.1 MOSFETs

2.1.1 MOSFETs in weak inversion

For an NMOS transistor operating in subthreshold, or more precisely weak
inversion, the drain current, Ids, is given by [AnBo91]:

Ids,n = I0exp{κVgs

Ut
}exp{(1 − κ)Vbs

Ut
}(1 − exp{−Vds

Ut
} +

Vds

V0
). (2.1)

For gate voltages well below the threshold voltage, Vt, of the transistor,
the transistor may be said to work in subthreshold [Mead89], instead of
the classical above threshold region.

Other names for operating regions of the MOSFET are ”leakage-affected
region”, ”weak inversion”, ”moderate inversion” and ”strong inversion”
[Tsiv99]. If taken in the above mentioned order they mean different nonover-
lapping regions with increasing drain currents, if they were to be plotted in
figure 2.1, as can be seen from in [Tsiv99] p. 45. For practical purposes Ids

is exponentially related to Vgs in weak inversion. In weak inversion, diffusion
contributes to the larger part of the drain current, while drift dominates

11
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in strong inversion. In moderate inversion, both drift and diffusion con-
tribute significantly to the value of the drain current. Weak and moderate
inversion are the areas used for practical implementations of FGUVMOS
circuits in this thesis.

I0 is the zero-bias current for the current for the given device [AnBo91],
a constant where all preexponential constants have been absorbed [Mead89].
This includes W and L, the channel width and length of the MOSFET
structure, respectively. Vgs is the gate-to-source potential, Vds is the drain-
to-source potential and Vbs the substrate-to-source potential. V0 is the
Early voltage, which is proportional to the channel length. κ measures the
effectiveness for which the gate potential is controlling the channel current.
It is often around 0.7 - 0.75 [Mead89], [AnBo91]. Boltzmann’s constant,
k = 1.38 · 10−23 J/K, and elementary charge, q = 1.602 · 1019 Coulomb. At
room temperature T = 300 degrees Kelvin, and thus Ut = 25.8mV .

For devices in saturation within weak inversion, when Vds ≥ 4Ut, ne-
glecting the early effect and the body effect [AnBo91]:

Ids,n = I0exp{κVgs

Ut
} (2.2)

In figure 2.1 the drain current of an NMOS transistor as a function of
the gate-source voltage for different drain-source voltages is simulated. For
FGUVMOS circuits we have a maximum equilibrium current, Ibeq, which
often is in the microampere to nanoampere range, for the AMS 0.8 CMOS
technology [BeWi99]. The voltage between drain and source, Vds, adjusts
the current level, but it is mainly dependent on Vgs. Sometimes only Vgs is
taken into account, like in [KoGo01].

The factor κ < 1 reduces the impact of the changing of the gate voltage.
If the exponential dependence of Vgs on the drain current is taken into
account, some of the effect of κ can be shown. The exponential function,
exp(ax), for a = 0.1, 0.2, ..., 1.0, is shown in figure 2.2. When κ decreases
the effect of a change in Vgs is reduced, analog to this figure. Simulating a
transistor using for example the BSIM3V3 model displays a more complex
behavior. The drain current depends on several additional parameters.

An approximated κ has been extracted from figure 2.1. In the case
when Ids varies between 1µA and 1 nA, Vgs must change in average about
89 mV to change the current by a factor of 10. κ is relatively constant in
the 10 pA to 1 µA range. For the ideal exponential function this would
only have to be 60 mV. If Ut = 25.8 mV is used as unity voltage, and an
89 mV change in Vgs for a 10-fold change in Ids is needed:
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Ids

Vgs

Vgs=Vt

Figure 2.1: Ids is shown as a function of Vgs for Vds = 0.1, 0.2, ..., 1.0[V ].
The size of the NMOS transistor is W/L=20.8µm/1.2µm. The threshold
voltage is approximately 0.85 V [AMS98]. The actual W/L ratio is used
for several of the circuit structures realized.

κ
89

25.8
= ln(10) (2.3)

This gives κ = 0.67, compared to the κ value of 0.7 mentioned in
[Mead89] p. 38. In figure 2.3 simulation results are shown where Vgs

differs by 100 mV for each curve. When Vds is above about 100 mV it is
easy to see that the current level increases drastically for these increases
in Vgs, while it is less dependent on the Vds level. When Vds > 4kT/q the
transistor is in saturation [AnBo91]. The small-signal transconductance in
saturation is [AnBo91], [IsFi94]:

gm =
∆Ids

∆Vgs
=

κIds

Ut
(2.4)
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Figure 2.2: exp(ax), for a = 0.1, 0.2, ..., 1.0. ln(10)=2.302 is how much
the exponent must increase in order to increase the functional value by 10
times.
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4Ut

Vgs=0.8 V

Vgs=0.7 V

Vgs=0.3 V

Vds

Ids

Figure 2.3: Ids is shown as as a function of Vds, for Vgs = 0.1, 0.2, ..., 0.8[V ].
The current increases when Vgs increases. W/L = 20.8µm/1.2µm. The
NMOS netlist used for simulation is extracted from layout.

Simulated transconductances for an NMOS transistor with W/L =
20.8µm/1.2µm are shown in figure 2.4. The output conductance is given
by [AnBo91]:

gds =
∆Ids

∆Vds
(2.5)

For Vds greater than or equal to 4Ut, the output conductance may be
written [AnBo91]:

gds =
Ids

Vo
(2.6)

The conductance is proportional to the drain current, Ids, for a given tran-
sistor.
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Vgs=0.1 V

Vgs=0.8 V

Vgs=0.7 V

Gm

Vds

Figure 2.4: Transconductance, gm, is simulated as a function of Vds for
Vgs = 0.1, 0.2, ..., 0.8[V ]. In the saturation region, gm increases proportion-
ally to Ids.
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Figure 2.5: Output resistance is simulated as a function of Vds for Vgs =
0.1, 0.2, ..., 0.8[V ]. The output resistance decreases for an increase in Vgs.

rout =
1

gds
(2.7)

Output resistance is depicted in figure 2.5. The output resistance
decreases proportionally with an increasing Vgs, which at the same time
means a growing current level.

In the common-source mode the transistor can be used as an inverting
amplifier with voltage gain

A =
gm

gds
=

κVo

Ut
(2.8)

which is constant for a given temperature, and for a Vo of 15 V gave a gain
of 430 in [AnBo91].
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2.1.2 Floating-gate CMOS transistors

From practical reasons the floating-gate UV-programmable circuits are
most often modeled in the weak inversion region, even if the operation might
be partly in moderate and strong inversion. This is also used throughout
this thesis.
If an input signal to the gate of a MOSFET is connected via a capacitor,
Cn, we have a floating-gate transistor, like in figure 2.6. For practical
purposes, the gate has no DC path to ground. The charge on the float-
ing gates, and thereby the effective threshold voltages, can be changed by
Fowler-Nordheim tunneling, Hot Electron Injection or UV-light, in differ-
ent ways [HaLa01], [KoGo01]. To illustrate the behavior we make the
assumption that the NMOS floating gate ”sees” a total load capacitance,
Cl, between the floating gate and the source [LaWi96]. This Cl is not con-
stant in reality, but is treated as such in this simple model, illustrated in
figure 2.6. The poly layer forming the floating gate does contribute to Cl as
well, so that increasing Cn leads to an increase in Cl. Cl also incorporates
parasitic capacitances from the transistor, seen from the floating gate.

Vin Vfgn

Cn

Cl

Figure 2.6: Simple model of floating-gate transistor.
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Figure 2.7: Cn
Cn+Cl

, capacitive division involving the drawn capacitance be-
tween input and floating gate and parasitics.

∆Vfgn =
Cn

Cn + Cl
∆Vin (2.9)

The amount of the signal Vin in figure 2.6 that slips through to the
floating gate, Vfgn, depending on the ratio between the coupling capacitor
and the load capacitor; Cn/(Cn +Cl), is depicted in figure 2.7. In the AMS
0.8 CMOS process a coupling capacitance, Cn, of twice the size of the load
capacitance, Cl was implementable without any area penalty [LaWi96].
As can be seen from figure 2.7 that case would allow approximately two
thirds of the signal perturbation on the input through to the floating gate,
while equally sized Cn and Cl would let 50% through.

In figure 2.8 it is demonstrated, with our 20.8µm/1.2µm MOSFET
and for a κ of 0.67, how much signal is needed on the floating gate to make
the current change a certain amount, assuming that it follows a simple
exponential function. The second curve from the top shows the function
for κ = 0.67, and the uppermost curve the unrealistic case (for standard
CMOS) when κ = 1.0. For equally sized Cn and Cl, letting 50% of the input
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Figure 2.8: exp(0.67ax), for a = 0.1, 0.2, ..., 1.0, and the case exp(x)

signal perturbation through to the floating gate, and a κ of approximately
0.67, the relevant line in figure 2.8 is the 5th one counted from the bottom
(of 11). From that curve a change of 7 units along the horizontal axis would
lead to a little bit more than 10 times change in the output value. If this
is translated to an NMOS transistor with Ut =26 mV as unity, this would
correspond to a ∆Vgs of 7 times 26 mV, or 182 mV, needed to change the
magnitude of the drain-current, or output conductance of a single transistor
roughly a factor of 10. In comparison an ideal MOSFET with κ = 1.0 and
Cn/(Cn + Cl) ≈ 1 would require a ∆Vgs of 60 mV to produce the same
change in the output current under the same circumstances. Taking such
damping of the input into account gives the following form of the equation
for the current in saturation

Ids,n = I0exp{
κVgs( Cn

Cn+Cl
)

Ut
} (2.10)

Using more than one capacitively coupled input signal to the floating
gate of a transistor adds properties to floating-gate transistors, as will be
treated later in this thesis.
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2.1.3 Single-input floating-gate MOSFETs

Since the sizes of the capacitances between one or several input signals rela-
tive to parasitics determines how much of the input signal that gets through
to the floating gate, and thereby the transconductance and output resis-
tance of a device, this is examined somewhat further. Firstly a very simple
model is mentioned, thereafter one slightly more advanced. SPICE-based
simulations using a basic floating-gate inverter are used to illustrate some
of the behavior of the relevant capacitances associated with the floating
gate. Cox per area of a large area capacitor is calculated from [AlHo87]

Cox =
εox

tox
(2.11)

where εox=34.515 pF/m, and the thickness of the gate insulator, tox, is typ-
ically 12.5 nm [AMS98]. The value of integrated circuit capacitors can be
approximated by C = CoxA, where A is the area of the capacitor [AlHo87].
Using a simple model for manual analysis, the gate capacitance, Cg, equals
CoxWL, and can be decomposed in a number of elements with different
behavior, including parts solely dependent on the topological structure of
the device, and other nonlinear capacitances depending on applied voltages
on the MOSFET terminals [Raba96]. For a device with W=20.8µm and
L=1.2µm, Cg is estimated to 68.9fF using our technology of choice.

In reality, both source and drain tend to extend somewhat below the
oxide by an amount xd, called the lateral diffusion. This means that the
effective channel length of the produced transistor, Leff becomes shorter
than the drawn length, or the length the transistor originally was designed
for, and also leads to parasitic capacitances between the gate and the source
and drain terminals. These are called overlap capacitances [Raba96], and
have have fixed values.

Some slightly more complex view on the parasitic capacitances are
briefly mentioned here, in an attempt to provide a brief view of factors
providing a little bit more realistic picture. Different models take into
account different approaches or parameters influencing the floating gate,
like in [WoLi92], [YaAn93], [ChKi94], [FuAr01]. Figure 2.9 is taken
from [YaAn93], and it shows that the floating gate voltage, Vfgn, is de-
pendent on the voltage on the input(s) as well as voltages coupled from
source, substrate and drain. The subthreshold capacitance models used
in [FuOm98], [YaAn93] take 4 parasitic capacitances into account. Ca-
pacitances Cgs, Cgd, and Cgb are parasitic capacitances from the (floating-)
gate to the source, drain and bulk, respectively. Cox is the oxide capaci-
tance. If there is one drawn capacitance, Cn, between the only input, Vin,
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Cn

Vin

Cgs
Cfsub

Cd

Vfgn

Cb
Cgd

Vs Vb Vb Vd

Figure 2.9: Capacitor model of a floating-gate MOSFET [YaAn93]. Vcg,
Vs, Vb, Vd denote voltages on the input, source, bulk and drain, in that
order.

and the floating gate, we can denote the sum of capacitances ”seen from”
the floating gate as:

Csum = Cn + Cgs + Cgd + Cgb + Cox (2.12)

The weighted sum of voltages coupled via capacitances is in many cases
not the only factor determining the voltage on a particular floating gate.
A charge Qg can be left after production of the chips, or it can be set
by Fowler-Nordheim tunneling, hot-electron injection or UV-illumination.
UV-illumination might also be used to remove all charge from the floating
gate, so that Qfg = 0 [FuOm98]. After production the floating gate volt-
ages are somewhat random, even for identically drawn structures [BeWi99].
The voltage on the floating gate of the NMOS, Vfgn, can be written

Vfgn =
CnVin + CgsVs + CgdVd + CgbVb + CoxVsur + Qfg

Csum
(2.13)

where Vsur is the surface potential [YaAn93], [FuOm98]. The parasitic
capacitances may be nonlinearly dependent on applied voltages. Some
parasitics in the subthreshold capacitance model [FuOm98], [WoLi92],
[YaAn93] have been simulated using the Eldo simulator , for supply voltages
of 200 mV and 800 mV, and Ibeq-levels in the 1nA to 1000 nA range. The cir-
cuit is an inverter and the netlist extracted from layout (CHIP5 capall netlist)
[Aune02]. They are extracted from a transient simulation like the one in
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OUTPUTINPUT

Figure 2.10: Capacitances related to the 20.8µm/1.2µm PMOS and NMOS
are shown. ”CGS(M2401)”, for example, means the capacitance between
gate and source for the NMOS in the inverter.
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Vdd[V ] Ibeq[nA] Cgsp

[fF]
Cgdp[fF] Cgsn[fF] Cgdn[fF] Cgbp[fF] Cgbn

[fF]
0.2 1 6.9 7.3 4.7 7.3 16 24.5
0.2 10 7.0 7.3 4.7 7.3 15.9 24
0.2 100 8.5 7.3 5.0 7.3 15.1 23.3
0.2 1000 27.3 7.7 9.4 7.4 10.2 21.4
0.8 1 6.9 7.3 4.7 7.3 16.7 24
0.8 10 7.0 7.3 4.7 7.3 16 24
0.8 100 8.4 8.4 5.1 7.3 15 23.4
0.8 1000 27 6.7 9.6 6.7 10 21

Figure 2.11: MOSFET average channel capacitances for different operation
regions have been simulated. The ”n” in Cgsn, for example, means the
capacitance between gate and the source of an NMOS transistor. The
unexpected relation Cgd > Cgs may come from a misbehaviour in the netlist
extraction tool.

figure 2.10. The values used are taken from the time of the simulation
where the output voltage, V(C1NC), changes from 0.8 V to 0 V (figure
2.10), around a time of 0.26-0.27 ms. V(X1C) means the input signal
and VGS(M2345) and VGS(M2401) (figure 2.10) mean the gate-to-source
voltages of the PMOS and NMOS respectively. Results can be found in fig-
ure 2.11. The parasitic capacitances are relatively constant until the Ibeq

changes from 100 nA to 1000 nA. The parasitic capacitances influence a
range of important parameters such as voltage gain and transconductance.
This makes them interesting to model, for example for the switching region
of subcircuits, where voltage gain might be especially important.

To illustrate the effect of sizing of drawn capacitances between the input
and a floating gate, some simulations relevant to circuitry integrated on
chip have been done. The input to an inverter were changed abruptly
in steps, and the resulting steps on each of the two floating gates were
measured, close to the switching point. Simulations as depicted in figure
2.12 were done, using capacitances of 74.6 and 122.7 fF, and an Ibeq of 10 nA,
measured at about 0.4 ms. Results are shown in figure 2.13, demonstrating
that the bigger capacitance out of the two let more of the changing input
signals through to the floating gate than the smaller one.

In figure 2.14 the inverter function of a P5N5 element is both simulated
and measured on chip. The total change of the drain current of the inverting
element spans between two and three decades of magnitude both for the
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Figure 2.12: The input signal, V(IINC) is changed in 100 mV steps, and
the floating gate voltages, V(FGN8) and V(FGP8), for NMOS and PMOS
respectively, are shown. V(IOUTC) is the output voltage of the inverter.
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Cn[fF ] ∆Vfgp8/∆Viinc[%] ∆Vfgn8/∆Viinc[%]
73.6 54.1 52.5
122.7 59.4 57.9

Figure 2.13: Larger capacitances between the input and the floating gates
let more of the input signal through to the floating gates than do the smaller
ones. In this case the voltage change on the floating gate of the PMOS and
NMOS increased by 5.3% and 5.4%, due to Cn increasing from 73.6 fF to
122.7 fF.

simulations and the measurements, and seem to be in reasonable agreement.
The inverter function was made by using a multiple-input floating-gate
circuit as an inverter, though the same type of building block could also be
used as a generator of the inverted carry, 3-input NAND, 2-input NAND,
3-input NOR or 2-input NOR [AuBe01e].

Though some simple capacitance models are briefly mentioned in this
chapter, computer tools have been widely used in this work to model dif-
ferent capacitances, since trying to take all relevant effects into account
into a manual, first-order analysis results in intractable and opaque circuit
models, according to p. 51 in [Raba96]. Computer simulations have been
done for devices with similar dimensions as on later produced on chips, in
an attempt to find out some of what could be expected from later chip
measurements. In figure 2.14 there seems to be a reasonably good agree-
ment between simulations and measurements, as in a similar comparison in
[AuBe01c].
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Figure 2.14: Measurements and simulations of current through the P5N5
circuit, as a function of input voltage, are demonstrated. The circuit is
used as an inverter in this case.



28Multiple-input UV-programmable MOSFETs and two-MOSFET circuits

2.1.4 Multiple-input floating-gate CMOS transistors

Each floating gate can have one or several capacitively weighted inputs,
illustrated for two inputs in figure 2.15.

V1

V2

Vf

C1

C2

Figure 2.15: Capacitive voltage divider.

If voltages V1, V2 and Vf in figure 2.15 initially are zero, and V1 and
V2 are applied afterwards, the voltage at node Vf becomes [KoGo01]

Vf =
C1V1 + C2V2

C1 + C2
(2.14)

The voltage, Vf , is a linearly weighted sum of the input voltages. This is
utilized. Parasitics can also be taken into account, in addition, as mentioned
previously.

If equations from [YaAn93] are used, and there are n inputs, V1,
V2,...,Vn, weighted by equally sized capacitances,Cn, the following equa-
tion results:

Ids,n = I0exp{κCn(V1 + V2 + ... + Vn)
C ′

sumUt
}

exp{κ(CgsVsb + CgdVdb)
C ′

sumUt
}

(exp{−Vsb

Ut
} − exp{−Vdb

Ut
} +

Vds

V0
)

(2.15)

C ′
sum = Csum − κCox = Cn + Cgs + Cgd + Cgb + Cox(1 − κ) (2.16)

I0, the preexponential constant, is proportional to the W/L-ratio of the
transistor. Some of the above terms are not included in the floating-gate



2.1 MOSFETs 29

MOSFET model in [YaAn93]. When this fact is taken into account the
equation can be rewritten, for source and substrate connected together:

Ids,n = I0exp{κCn(V1 + V2 + ... + Vn)
C ′

sumUt
}exp{κCgdVds

C ′
sumUt

}(1 +
Vds

V0
) (2.17)

gm in saturation, for the multiple-input floating-gate MOSFET, is given
by [YaAn93]:

gm =
κ′Ids

Ut
(2.18)

The effective gate effeciency [YaAn93] of a floating-gate MOSFET is

κ′ =
κCn

C ′
sum

(2.19)

, and the output conductance, gds, in saturation for the multiple-input
floating-gate MOSFET is given by [YaAn93]:

gds � Ids

Vo
+

κ′′Ids

Ut
(2.20)

Here

κ′′ =
κCgd

C ′
sum

. (2.21)

The two components of the output conductance, gds, can be split into
gds1 and gds2:

gds1 =
Ids

Vo
(2.22)

gds2 =
κCgdIds

Csum′Ut
(2.23)

The conductances gd1 and gd2 are not linear, since Ids increases expo-
nentially with Vds. The gd2 conductance is due to the capacitive coupling
between the floating gate and the drain, and is usually much larger than
gd1, and the greater part the output conductance [YaAn93]. V0, the Early
voltage, is proportional to the channel length [YaAn93]. Therefore, an
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increase in the gate langth of the device can decrease the gds1 part of the
output conductance, and increase the output resistance simultaneously.

If the goal is to reduce the output conductance while increasing the
transconductance, the coupling capacitance(s) between the input and the
floating gate should be increased. This increases the ratio of Cn/Csum while
decreasing the ratio Cgd/Csum.

If the saturation region is considered, we might find the gain in common-
source mode: A=gm/gdsat [AnBo91]. Then

A =
κCnIds
Csum′Ut

Ids
Vo

+ κCgdIds

Csum′Ut

=
κCnV0

Csum′Ut + κCgdV0
(2.24)

According to this simple 1st order model, the voltage gain does not
depend on the drain current level. Experience with simulations as well as
practical measurements contradict this. Since there is a continuous transis-
tion between the regions where the FGUVMOS circuits operate, the inverse
slope factor κ (=1/n) will decrease in the transition between weak inversion
and moderate inversion. Therefore a dependency on the current level might
be observed. Some simulations illustrating this can be found in figure 2.20.
For the current range where we want our circuits to operate, the depen-
dency of voltage gain from input to output is rather limited compared to
sizing of capacitances between the input(s) and the floating gate(s).

The impacts on important parameters, like gm and rout for floating-gate
transistors, from other dimensions, are depicted in the table in figure 2.16.
It can be read like, for example: To increase rout one could decrease Cgd.
Also, an increase in the dimension of Cn will increase both gm and rout.

Cn C ′
sum Cgd

gm ↑ ⇑ ⇓ ⇓
gds ↓ ⇓ ⇓ ⇑
rout ↑ ⇑ ⇑ ⇓
A ↑ ⇑ ⇓ ⇓

Figure 2.16: Parameters such as transconductance and output resistance
for a floating-gate transistor as a function of some other parameters are
shown.
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2.2 UV-programmable inverters

For a simple analysis, of behavior of digital FGUVMOS circuits, less com-
plicated equations than the current-voltage relationships for multiple-input
floating-gate transistors given in [YaAn93] are used. From the form of the
equations in [BeWi99] we can use the following for the drain currents of
PMOS and NMOS transistors:

Ids,p = Ibeq

l∏

j=1

exp{ 1
nUt

(Vdd/2 − Vj)kj} (2.25)

Ids,n = Ibeq

m∏

i=1

exp{ 1
nUt

(Vi − Vdd/2)ki} (2.26)

It is assumed that the sum of capacitances between the input and the
floating gate of the PMOS equals the sum of capacitances between the
input and the floating gate of the NMOS, and that the total capacitance
seen from the floating gate of the PMOS equals the total capacitance seen
from the floating gate of the NMOS. Then kj = ki, and ki = Cn/Ctot.

For simplicity, the assumption is made that both the PMOS and the
NMOS transistors have the same intrinsic slope factors, n = 1/κ. According
to the equations the PMOS has a number of l capacitively coupled inputs
to the floating gate, while this number is m for the NMOS.
If all inputs to the universal FGUVMOS element (figure 2.17) are short
circuited the element ends up as a basic inverter. In that case, and assuming
that practically 100% of the input signal gets through to the floating-gates,
the equations may be rewritten:

Ids,p = Ibeqexp{ 1
nUt

(Vdd/2 − Vin)} (2.27)

Ids,n = Ibeqexp{ 1
nUt

(Vin − Vdd/2)} (2.28)

The equilibrium current Ibeq, for a certain produced circuit adjustable by
UV-programming. In the above equations the only parts of the equations
differing as a function of applied voltages are the parts of the exponents
containing Vdd and Vin. Here they are expressed:
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ep = (Vdd/2 − Vin) (2.29)

en = (Vin − Vdd/2) (2.30)

If we choose to follow a UV-programming procedure letting all driven
nodes stabilize at Vdd/2, like in [BeWi97], ep = en = 0, then the circuit is at
the switching point, with maximum currents, Ibeq, through both transistors:

Ids,p = Ibeq (2.31)

Ids,n = Ibeq (2.32)

For a given Vdd the changes in ep and en change the level of the output
voltage. When the size of the capacitances between the actual input(s)
and the floating gate(s), relative to the total capacitance seen from the
floating gate, is large enough, the voltage perturbation on the floating gate
is sufficient for proper operation. The drain currents for the PMOS and
NMOS transistors, as well as their output resistances, then change. The
drain currents are reduced when the circuit leaves the equilibrium state.
When the inverter has reached a steady state with the input constantly
at Vdd or Vss, the output resistances, of the PMOS relative to the NMOS,
determined if the output moved towards Vdd / ”high” / ”1”-level, or Vss /
”low” / ”0”-level.

A simulation of an FGUVMOS inverter is shown in figure 2.18, and
a truth table in figure 2.19. The behavior of inverters can be extended
to explain the behavior of more complex gates as NAND, NOR or XOR,
which in turn might be used for modules like multipliers and processors
[Raba96]. The characteristics in figure 2.18 resemble the voltage-transfer-
characteristic, sometimes called the DC transfer characteristic, which plots
the Vout = f(Vin). Actually it is a transient simulation where the in-
verter switches at a relatively low speed so that if the horizontal time axis
is changed with that of a corresponding input voltage the characteristics
approach a DC characteristic for the purposes here. The ideal DC charac-
teristic in this case (figure 2.18) would have Vout/Vin = −∞ [Raba96] and
Vin = Vout ⇔ Vin = Vdd/2.

Increasing the size of the drawn capacitances between the input and the
floating gates increases the amount of the input signal getting through to
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the floating gates, as illustrated in figures 2.7, 2.13 and 2.16, and thereby
the voltage gain. The bigger the ”0” and ”1” intervals, the better the noise
margin, as defined in [Raba96] p. 112. A digital gate also needs to have a
transient region where the gain is greater than 1, in absolute value, to be
regenerative [Raba96].

The voltage might degree on the current level, to some extent, as can
be seen in figure 2.20. The curves were simulated for equilibrium currents
of 1 nA, 10 nA and 100 nA, on a netlist extracted from layout. Dynamic
behavior, such as maximum operating speed of the gates also depends on
the sizing of the capacitances. For an FGUVMOS gate implemented in
CMOS, some relevant parasitic capacitances do not change much with the
current level, in the 1 to 100 nA range, an attractive Ibeq range for our
purposes, as shown in figure 2.11.

A switching current which might be (re-)adjusted by UV-programming
over several orders of magnitude will have a great impact on dynamic prop-
erties like switching speed and power dissipation. The output of each FGU-
VMOS element is, for practical purposes, regarded as driving a purely ca-
pacitive load. The capacitances store charge, and the currents are the rate
of change of charge. The higher the current levels, as a function of Ibeq, the
faster the operating speeds of the circuits.

A more general equation is:

dV

dt
=

I

C
(2.33)

If the capacitance C is treated like a constant, the value of the current I
determines the maximum change of the voltage per time unit.

Another variant of the inverter is the ”analog inverter” [ShKo93], which
has also been implemented using the FGUVMOS technique [BeNa99a],
[BeNa99b], [NaBe99]. A schematic is shown in figure 2.21. Ideally, the
analog inverter converts the input voltage to the voltage of Vdd minus the
input voltage. An analog inverter has been simulated in figure 2.22. This
building block has been used in an analog multiplier [BeNa99a] and differ-
ent transconductance amplifiers [NaBe99], [BeLa01a].
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Figure 2.17: Schematic for universal FGUVMOS element.



2.2 UV-programmable inverters 35

122.7 fF

73.6 fF

Figure 2.18: Output voltages are simulated for an increasing input voltage,
for two different drawn capacitances between input and floating gates.

IN ep en OUT
0 Vdd/2 -Vdd/2 1
1 −Vdd/2 Vdd/2 0

Figure 2.19: Truth table for FGUVMOS inverter.



36Multiple-input UV-programmable MOSFETs and two-MOSFET circuits

1nA 10nA

100nA

Figure 2.20: Output voltages, for a decreasing input voltage (not shown)
are simulated for an inverter at different equilibrium current levels. The
lower the current level, the steeper the slope, and the higher the voltage
gain. Input voltage shrank linearly from 0.8 to 0 V.
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IN OUT

VSS

VDD

Cip

Cin

Crp

Crn

Figure 2.21: Analog inverter. Cip = Crp = Cin = Crn. Additional inputs
may be used.
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INPUT
VOLTAGE

OUTPUT
VOLTAGE

Figure 2.22: An analog inverter is simulated. The output voltage,
V(A1OUTC) is ideally Vdd minus the input voltage, V(AIINC). (Netlist:
CHIP5 capall netlist [Aune02])
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2.3 A 2-MOSFET 3-input reconfigurable ”single-

ended” circuit

To illustrate some traits of the reconfigurable floating-gate circuits, the
”P1N3” circuit in figure 2.23, from [AuBe01b] is used here. The capaci-
tances between X,Y and Z are all designed for equal size. Also the sum of
capacitances coupled to the NMOS (figure 2.23) equals the capacitances
connected to the PMOS. (Cx2 + Cy2 + Cz2 = Cy1). That is common for all
new circuits presented here, unless otherwise mentioned. The numbers of
capacitively weighted inputs have been used to name the circuits, counting
ordinary inputs and other inputs used for control of behavior to each two-
MOSFET element. The circuit in figure 2.23 gets the name P1N3 due to
this naming system. The most used inverter may be called P1N1.

The circuit has previously been presented as a stand-alone circuit or
building block [AuBe01b], [AuBe01c], [AuBe01a]. Basic assumptions are
similar as for the previous inverter analysis.

fgnV

X

Y

Z

P

OUT

1.2
20.8

1.2
20.8

Cz2

Cy2

Cx2

V

Cy1

fgp

Figure 2.23: A CARRY’-,NAND-,NOR and INVERT-circuit [AuBe01b].

Using a similar approach as was used for the inverter gives:

Ids,p = Ibeqexp{( 1
nUt

(
Vdd

2
− Vp)} (2.34)

Ids,n = Ibeqexp{ 1
nUt

(
1
3
Vx +

1
3
Vy +

1
3
Vz − Vdd

2
)} (2.35)

Vp, for example, means the voltage on the capacitively weighted input
to the PMOS transistor in figure 2.23. If the voltages Vp, Vx, Vy or Vz
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Vdd 1 HIGH
Vss 0 LOW

Figure 2.24: Meanings of the 3 columns in each row are treated as synony-
mous

X Y Z ep en OUT
0 0 0 0 -3Vdd/6 1
0 0 1 0 -Vdd/6 1
0 1 0 0 -Vdd/6 1
0 1 1 0 Vdd/6 0
1 0 0 0 -Vdd/6 1
1 0 1 0 Vdd/6 0
1 1 0 0 Vdd/6 0
1 1 1 0 3Vdd/6 0

Figure 2.25: The table shows parts of the exponentials, ep, en, and out-
put values, for all possible binary values of inputs X,Y,Z when Vp=Vdd/2.
”OUT” provides the CARRY’ function for a FULL-ADDER.

are all equal to Vdd/2 the exponentials in the above equations equal 0, and
we have the equilibrium condition with Ids,p=Ids,n=Ibeq. To see how the
circuit functions logically, a truth table is used here. As part of the truth
table, ep and en are used; these are the parts of the exponentials directly
dependent on input signals or the supply voltage, Vdd. For this particular
circuit that means

ep = (
Vdd

2
− Vp) (2.36)

en = (
1
3
Vx +

1
3
Vy +

1
3
Vz − Vdd

2
). (2.37)

When parasitic capacitances are not accounted for, each of the inputs
at nodes X,Y and Z are weighted by 1/3, a more optimistic estimate than
would have resulted from including parasitics. When Vp = Vdd/2 and X, Y
and Z are allowed to have the binary values according to the table in figure
2.24, figure 2.25 is the result. When ep > en the output approaches the
Vdd level. In the opposite case it goes low.
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By inspecting the truth table (figure 2.25) it is clear that the value
of the output depends on the number of 1’s and 0’s on the inputs only.
Inspecting the truth table (figure 2.25), just counting 1’s and 0’s in the
input vector, makes it possible to get enough information out from a table
with a simpler form, as in figure 2.26.

P number of
”1”’s

ep en OUT

Vdd/2 0 0 -3Vdd/6 1
Vdd/2 1 0 -Vdd/6 1
Vdd/2 2 0 Vdd/6 0
Vdd/2 3 0 3Vdd/6 0

Figure 2.26: The table shows parts of the exponentials, ep, en, and output
values, for VP = Vdd/2 and different numbers of ”1’s” on ordinary inputs
X,Y,Z. Inputs can be either ”0” or ”1”.

Used this way (figure 2.25, figure 2.26) the circuit computes the in-
verted carry for a FULL-ADDER:

OUT = CARRY ′ = (XY + XZ + Y Z)′ (2.38)

From the truth table, in figure 2.25, one can see that by letting any
one input be ”0”, the output is ”0” if, and only if, both other inputs are
”1”. Then the circuit implements the 2-input NAND function. If any
one input is 1, the output is ”1” if and only if both other inputs are ”0”.
Then the circuit works as a 2-input NOR gate. Connecting one input to
Vdd or Vss and short-circuiting the other two gives an INVERTER. A 2-
input inverting-structure like NAND or NOR is essentially the only function
needed to implement any digital function. In figure 2.27 the equilibrium
state is when ep and en both are 0, for Vdd/2 on all inputs. If, and only if,
the number of 1’s in the input vector [X,Y,Z] is 2 or more, en > ep, which
forces the output low.

If the ep values is changed, the ”threshold” for when, and if, en > ep

changes. In the ideal case depicted in figure 2.27, setting ep = −2Vdd/6
makes it necessary to have only 1 binary input at ”1” (Vdd) to make
en = −Vdd/6, which is greater than ep, and should give a low output.
Changing the ep value to 2Vdd/6 makes it necessary to have all inputs X,Y,Z
high, when restricted to Boolean inputs, in order to produce a low output.
When perceiving the circuit as digital it is possible to make a table like in
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Ep

En

-Vdd/2 Vdd/2-Vdd/6 Vdd/6

(3Vdd/6)(-3Vdd/6)

# 1’s in
input0 1 2 3

Figure 2.27: An illustration of en as a function of the number of 1’s in the
inputs X,Y,Z for the P1N5 circuit. (Ep = ep, En = en).
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ep digital functionality
−2Vdd/6 NOR3, NOR2, INVERT
0 CARRY’, NOR2, NAND2, IN-

VERT
2Vdd/6 NAND3, NAND2, INVERT

Figure 2.28: The table shows part of the exponentials, ep, en, and output
values, for VP = Vdd/2 and different numbers of ”1’s” on ordinary inputs
X,Y,Z. Inputs can be either ”0” or ”1”.

figure 2.28. Changing the threshold by adjusting the value of the input
capacitively coupled to the PMOS can provide a real-time reconfigurable
digital circuit.

The inherent functionality for ep = 0, demonstrated by simulation, can
be seen in figure 2.29. The voltage on the output goes low if, and only if, 2
or 3 of the inputs X,Y,Z goes high at the same time. Else the output stays
high, which in this case is Vdd = 0.3 V.

The functionality and performance of such circuits will depend on the
implementation technology of choice. The number of inputs, their capaci-
tive weights, if an input is coupled both to the PMOS and NMOS are among
other factors that can be varied, as seen in, for example [BeWi99], [AuBe01a].
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Figure 2.29: The CARRY’ function of P1N3 (figure 2.23) is simulated.
The curves represent the voltages on X,Y,Z and OUT. ep = 0. If V(X)=0,
V(Y) NAND V(Z) is computed. If, and only if, one of the inputs X,Y,Z is
held at Vdd, the circuit implements the 2-input NOR function. (V(X)=Vx)



Chapter 3

Floating-Gate
UV-programmable
MOSFETs

3.1 Implementation and layout of FGUVMOS tran-
sistors

The first chip contained several different ”donut” NMOS and PMOS tran-
sistors, laid out in two blocks called ”nmos− rekke” and ”pmos− rekke”,
as in figure 3.1, and dimensioned according to figure 3.4. The chip in AMS
0.6 CMOS [AMS98] was submitted through the EuroPractice MPW ser-
vice in July 2000. A small plot can be seen in figure 3.3. 10 bonded chips
in a ceramic 64 pin package with taped lid were received 3-4 months later.
The purposes were to make basic building blocks for use on later chips, as
well as to produce experimental data.

The reason for choosing the donut shape was to get a relatively low
gate-drain parasitic capacitance (Drain is in the center, and source on the
outside of the ”donut” gate). A transistor of W=10.4µm/L=0.6µm was the
minimum transistor of this kind that could be made without breaking layout
rules in [AMS9X]. Capacitors were made in poly1 and poly2 layers, and
the dependence between the drawn square poly2 layer size and estimated
capacitance values is depicted in figure 3.7.

NMOS transistors, N1, N2,...,N9 shared a common control gate cou-
pled from an I/O-pad to the drawn poly1-poly2 capacitor, where the poly
1 plate forms the floating gate. N1 to N5 had coupling capacitors with an
estimated value growing linearly from 10.2 fF to 53 fF. N6, N7, N8 and

45
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P1 P2 P3 P4 P5 P6 P7 P8 P9

N1 N2 N3 N4 N5 N6 N7 N8 N9

Cp1 Cp2 Cp3 Cp4 Cp5 Cp6 Cp7 Cp8

Cn1 Cn2 Cn3 Cn4 Cn5 Cn6 Cn7 Cn8

PGATES

PSOURCES

PDRAIN1 PDRAIN2 PDRAIN3 PDRAIN4 PDRAIN5 PDRAIN6 PDRAIN7 PDRAIN8 PDRAIN9

NDRAIN1 NDRAIN2 NDRAIN3 NDRAIN4 NDRAIN5 NDRAIN6 NDRAIN7 NDRAIN8 NDRAIN9

NGATES

PSOURCES

Figure 3.1: PMOS and NMOS transistors. All except P9 and M9 are
directly UV-programmable.

Figure 3.2: 3 transistors are shown. The rightmost one lacks a ”UV-hole”
in the passivation W/L=20.8µm / 1.2µm.
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“NMOSREKKE”

“ARCSINH”

“ANALOG INVERTERS TYPE 2”

“ANALOG INVERTERS TYPE 1”

INVERTERS

VREF

“PMOSREKKE”

Figure 3.3: Picture of the first 68 pin chip. Pads have been numbered
counterclockwise, starting with pad 1 in the middle of the left side.
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device P1 P2 P3 P4 P5 P6 P7 P8 P9
W[µm] 10.4 15.6 20.8 26 52 20.8 20.8 20.8 20.8
L[µm] 0.6 0.9 1.2 1.5 3.0 1.2 1.2 1.2 1.2
C
[fF]

10.2 15.5 20.2 25.5 53.0 10.2 10.2 10.2 10.2

Drain
to
pin
no.

19 20 21 22 23 24 25 26 27

device N1 N2 N3 N4 N5 N6 N7 N8 N9
W[µm] 10.4 15.6 20.8 26 52 20.8 20.8 20.8 20.8
L[µm] 0.6 0.9 1.2 1.5 3.0 1.2 1.2 1.2 1.2
C
[fF]

10.2 15.5 20.2 25.5 53.0 10.2 10.2 10.2 10.2

Drain
to
pin
no.

9 10 11 12 13 14 15 16 17

Figure 3.4: Dimensions of PMOS, NMOS and capacitances.Cp8 and Cn8

are each shared among two MOSFETs.



3.1 Implementation and layout of FGUVMOS transistors 49

Figure 3.5: NMOS20812 layout, top view. Upper left (UL): All layers
switched on. UR: metal 2, contact and poly 1. LL: metal 2, contact and
metal 1. LR: contact and poly 1.
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Metal 1Poly 1

Metal 2

Figure 3.6: Seen from top all PMOS and NMOS transistors had a distance
of 0.3 µm from the center, square, metal 1 layer to the outer edge of the
poly 1 layer gate, and a distance of minimum 0.8 µm between the four sides
of center metal 1 (drain node under regular use) to surrounding metal 2
”shield” (source).
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Figure 3.7: The estimated values of square poly1-poly2 capacitors can be
found as a function of the side lengths in µm.
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N9 had W/L=20.8µ/m1.2µm. N6 was identical to N3. N6 and N7 had
identically drawn coupling capacitances of 20.22 fF, but the latter had a
slightly bigger active gate area, and hence a slightly bigger total capaci-
tance at its floating gate. N8 and N9 shared a drawn poly1-poly2 capacitor
between a common floating gate and the control gate. N9 was identical
to all other transistors with the exception that it was covered with passi-
vation, and should therefore be only indirectly UV-programmable. Every
transistor had its own drain terminal isolated from the others. The 9 PMOS
transistors had a very similar layout, since it was made by taking a copy
of the cluster of NMOS transistors and changing NMOS with PMOS but
keeping the metal wiring and capacitance dimensions. Transistors with
W/L=20.8µm/1.2µm have been used in several of the other circuits.

The layout of such a device showing all drawn layers is shown in the
upper left corner of figure 3.5. The hole (”UV-hole”) in the passivation
layer is here the rather grey shaded area from the center of the picture
reaching halfway through 18 of the contacts. In the upper left corner metal
2 is shown, enclosing the L=1.2µm poly 1 gate. The distance from the
”donut part” of the gate to metal 2, seen from top, is 0.3 µm. In the lower
left picture the metal 2, contact and metal 1 layers are shown, with the
distance between the center square part of metal 1 and the surrounding
metal 2 layer being 0.8 µm. The lower right part shows only contact- and
poly 1- layers. Additional information regarding layout of transistors can
be found in figure 3.6.
The dimensioning of the UV-holes was done based on earlier experience at
the University of Oslo, as well as assumptions about what could be expected
to work, though the design rules were broken. Firstly, we draw UV-holes of
lesser size than recommended. Secondly, the Design Rule Check reported
between 12000 and 15000 ”faults” when the hole in the passivation layer
was placed on top of transistors. Placement of UV-holes was therefore
among the last changes done to the layout, so that the DRC (Design Rule
Check) should not produce too many superfluos warnings.
A die photo shows three different W/L=20.8µm/1.2µm transistors (figure
3.2). The rightmost one differs from the two others because it has no
opening in the pad layer on top. The two other transistors have openings,
and metal 1 can be seen in the center. The center metal 1 is part of the
drain node of the transistor. Outside this metal 1 there is the gap that lets
the UV-light between metal layers, and then metal 2 surrounding.
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3.2 Laboratory setup and UV-programming

The laboratory measurement setup for UV-programming of the transis-
tors is shown in figures 3.8, 3.9 and 3.10. UV photoinjection of elec-
trons through SiO2 provides a simple method for programming analog,
nonvolatile memories in CMOS circuits [BeKe93]. The first figure shows
a simplified setup showing two examples from UV-programming experi-
ments that were done. The applied voltages on the 4-terminal PMOS and
NMOS transistors are shown, as well as the corresponding pin numbers
of the chip, under UV-exposure. A ”reverse-biased mode” was then used
[BeLa97], [BeLa99a]. Voltages on what under normal use are the source
terminals are different. The voltage on the source node of the NMOS is
higher than on the gate, while it is lower than the gate voltage for the
PMOS transistor [BeLa97]. The two latter schematics show further details
concerning instrumentation for UV-programming and testing of the devices
(figures 3.9 and 3.10). Measurement instruments shared ground / zero
voltage with the chip and test PCB. Running the programming and test
could all be done via the computer terminal after the initial setup.

The photograph in figure 3.11 shows a setup for UV-programming.
The test PCB with the chip and the UV-lamp on top can be seen in the
lower center part of the picture. The 68 pin chip, in a ceramic package,
was mounted in a socket on the test PCB, as shown in 3.12. The package
had a removable lid on top, that was taken off for UV-programming. The
substrate of the chip was coupled to common ground reference via a wire
from pad number 58. During UV-programming the ”reverse-mode” was
used. A consequence of this was a higher voltage level on what is the source
compared to the drain of the NMOS transistors under normal operation of
the circuits while under UV-exposure. A similar scheme was used for the
PMOS transistors. The Keithley 236 Source-Measure unit was used to
apply a voltage of 0.4 Volts for UV-programming, connected to one of the
drain terminals. What is normally the source was driven to 0.8, 0.9 or 1.0
V for our experiments, by channel 2 from the Keithley 213 Quad Voltage
Source. The Thurlby Thandar Power Supply was connected to pin. no 35,
the positive power pad, with a voltage of 4.5 V, and 0 V to pin number
36, the negative / VSS power pad. The HP33120 signal generator was
connected to the common control gate of the transistor for measurement
purposes while the transistors were in normal ”computational mode”.

The Matlab script ”ProgUVmin.m” run on a Sun Sparc computer was
used to control the measurement setup, with chosen parameters in each
case. Matlab scripts are shown in Appendix. During the UV-programming
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254 nm UV

0.4 V (PIN 19)

0.1 V (PIN 60)

0.8 V (PIN 58)
0.2 V (PIN 18)

0.2 V (PIN 7)
0 V (PIN 36)

0.4 V (PIN 11)

0.8 V (PIN 8)

Figure 3.8: Voltages shown are applied under UV-programming of PMOS
and NMOS devices. The circle between gate and what in standard comput-
ing mode is the source indicates where the wanted UV-activated conduc-
tances appear. The voltages on PIN 8 and PIN 60 are the voltages called
”programming voltages” in this chapter.
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Quad Voltage Source

UV

1234

BUS

Keithley

SUN

Sparc 20

IEEE-488 - SCSI-controller

Keithley 236 Source-Measure Unit

THURLBY THANDAR dual Power Supply

HP 33120 signal generator

NGATES

NSOURCES

Psub

PadVdd

PadVss

NDRAIN1

NDRAIN2

NDRAIN9
Nmos_rekke

Figure 3.9: Laboratory setup for doing UV-programming of NMOS tran-
sistors is drawn.



3.2 Laboratory setup and UV-programming 55

Quad Voltage Source

UV

1234

BUS

Keithley

SUN

Sparc 20

IEEE-488 - SCSI-controller

Keithley 236 Source-Measure Unit

THURLBY THANDAR dual Power Supply

HP 33120 signal generator

PadVdd

PadVss

PDRAIN1

PDRAIN2

PDRAIN3

Nwell
PGATES

DVDD

Pmos_rekke

Figure 3.10: Laboratory setup for doing UV-programming of PMOS tran-
sistors is sketched.
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Figure 3.11: VLSI laboratory at the Department of Informatics, University
of Oslo.
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Figure 3.12: First chip at laboratory.
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conditions of the measurement instruments were observed via plots on the
computer screen. Scripts were also used to save chosen measurement data
such as stimulus to devices under test, measured currents and voltages
and time periods of UV-exposure of the chip. For testing the different
transistors, the UV-programming period was run for less than an hour,
just to check that a change in current levels due to UV exposure did occur.
Such adaption may take up to the order of 24 hours, according to results
published in [BeWi97].

To measure characteristics like drain current dependency on input volt-
ages another piece of Matlab code ”InvSweep.m” was used. The connections
between the instrument measuring the drain currents and the test PCB were
changed for each measurement, as the transistors had their drains connected
to individual I/O-cells (pads) on the chip. Source and bulk nodes were set
to 0 V, and the drain voltage to Vdd/2 using the Keithley 236 instrument.
The HP33120 signal generator swept the control voltage between ”Vin-
start” and ”Vinstop” values, in a number of steps given by ”Vinstep”. Vdd

was the additional input parameter. Relevant data were saved for later use,
and figures created and written to the computer screen in real time. PMOS
transistors were UV-programmed and measured basically the same way.
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3.3 Measurement Results

Drain currents for NMOS transistors in ”nmos-rekke” are shown in figure
3.13. N5 lacked proper contact between drain and its dedicated pad, due to
a forgotten via contact, therefore measurements for N5 were not included.
For N4 there seemed to be no correct measurement result for the drain
current as a function of the control voltage, as seen in the above mentioned
figure. Since only one of the ten chips was used for this kind of measure-
ments it has not been concluded whether the N4 NMOS was destroyed on
this particular chip only. The N7 transistor, which has W/L=20.8µm / 1.2
µm had roughly 2-3 decades higher current levels for the stimuli applied for
the measurements in figure 3.13. The slope of a floating-gate transistor’s
current voltage characteristic plotted on semilog axes is directly propor-
tional to the capacitance of the floating gate [Minc00]. Devices N8 and N9
which shared a common capacitor between the control voltage and their
shorted floating gates had a larger total capacitance seen from the floating
gate. The needed change in the applied control voltage to change the cur-
rent one order of magnitude for N8 and N9 is roughly twice the required
change in control voltage to produce a similar change in the drain currents
of for example N3 and N6, who have the same W/L ratio (figure 3.13).

Measured characteristics for all 9 PMOS transistors in ”pmosrekke” are
shown in figure 3.14. Smallest measured currents are in the tens of fA
range. The range of measured currents spans almost 10 orders of magni-
tude. Drain currents as a function of the programming voltage for N3 are
depicted in figure 3.15. The current level increased under regular use, for
an increase in what was the programming voltage under UV-exposure. 0.8,
0.9 and 1.0 V were used as programming voltages (figure 3.8) on what
was the source node under regular use. Similar measurements for the P6
transistor are shown in figure 3.16 for logarithmic currents, and for linear
currents in figure 3.17.

The current levels for a particular Vgs increased for a decrease in the
programming voltage for the PMOS, while they grew for a given Vgs for the
NMOS for an increase in the programming voltage. This is illustrated in
figure 3.18. Programming voltages and current levels for control voltages
of 0.4 V for NMOS in figure 3.15, and 1.25 V for PMOS in figure 3.16 are
shown.

N3 and N6 were identically drawn NMOS transistors. N8 and N9 shared
a one piece poly 1 floating gate, but only N8 had a hole in the passivation
layer to let UV-light through. N9 was UV-programmed indirectly, through
N8’s UV-hole. Ideally they should all have been of similar magnitude, which
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Figure 3.13: Drain currents for transistors N1,N2,N3,N4,N6,N7,N8 and N9
from the first chip. Programming voltage was 0.8 V.
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Figure 3.14: Drain currents for transistors P1,P2,P3,P4,P5,P6,P7,P8 and
P9 from the first chip. Programming voltage was 0.1 V.
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Figure 3.15: Current voltage characteristics for N3 were measured after
UV-programming with 0.8, 0.9 and 1.0 V at what was the source node
under regular operation.
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Figure 3.16: Current voltage characteristics for P3 after UV-programming
with 0.6, 0.1 and 0.0 V at what was the source node under regular operation.
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Figure 3.17: Current voltage characteristics for P3 after UV-programming
with 0.6, 0.1 and 0.0 V at what is the source node under regular operation.
Linear current.
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Figure 3.18: Programming voltages and drain currents, for PMOS (”*”),
and NMOS (”o”). Measurements for the PMOS current were taken for a
voltage of 0.4 V along the horizontal axis in figure 3.15, and for 1.25 V in
figure 3.16.
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Figure 3.19: NMOS drain currents for a programming voltage of 0.8 V.

is not the case, as can be seen from figures 3.19, 3.20, 3.21.
P3 and P6 were identically drawn PMOS transistors, and P8 and P9 had

the same dimensions as well, with P9 only indirectly UV-programmable.
The matching of the PMOS transistors, according to these measurements,
are generally much worse than with the NMOS (figures 3.19, 3.20, 3.21),
as can be seen from figures 3.22, 3.23 and 3.24.

It can also be seen from figure 3.24 that P8 and P9, which shared a
common floating gate, did not match well.
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Figure 3.20: NMOS drain currents for a programming voltage of 0.9 V.
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Figure 3.21: NMOS drain currents for a programming voltage of 1.0 V.
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Figure 3.22: PMOS drain currents for a programming voltage of 0.0 V.
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Figure 3.23: PMOS drain currents for a programming voltage of 0.1 V.
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Figure 3.24: PMOS drain currents for a programming voltage of 0.6 V.
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3.4 MOSFET discussion

NMOS

PMOS

Ids

|Vgs|

Figure 3.25: Simulated characteristics for PMOS and NMOS transistors
with W/L=20.8µm /1.2µm. Uppermost curve is for the NMOS. Floating
gate voltage on horizontal axis.

9 new ”donut-shaped” floating-gate NMOS and 9 floating-gate PMOS
transistors were designed and tested. The majority seemed to be functional.

Among NMOS transistors measurements depicted in figure 3.13, all
MOSFETs except N4 showed a clear increase in the drain current for an
increase in the control-gate voltage, and thereby the gate voltage. Only
one chip was tested. Among reasons for the atypical behavior of N4, a
fault in the test-setup, or a damaged device is believed to be among prime
candidates. Another possibility might be that the voltage offset on the
floating gate after production was too large to allow the limited time for
UV-programming to make this test produce an IV-curve similar to the other
transistors.

N7 had 2-3 orders of magnitude higher current levels than most other
NMOS devices (figure 3.13). N7 had a slightly larger gate area than N3 and
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N6, and should normally be expected to behave very similar to N3 and N6,
except for steeper maximum slope for the two former. After production,
the devices have a rather random charge on their individual floating gates.
This might lead to very different characteristics, even for working identically
drawn devices, if the UV-exposure continues until the UV-light no longer
changes the effective threshold voltages for a given programming setup with
fixed voltages to the drain, gate, source and bulk terminals. The UV-
adaption might take several times as long as the UV-programming were
going on in this case. UV-programming has been shown to last for up
till about 24 hours before the process has converged, as demonstrated by
measurements in [BeWi97]. Since the UV-programming lasted for some
tens of minutes only, there might be a chance that a similar phenomenon
was the reason for this somewhat odd result. Or, something else, such as a
defect in the circuit may have influenced the measured behavior of the N7
device.

Measurements indicated that all different PMOS transistors seemed to
work, though P1 did not demonstrate much of a change in its drain current
due to a change in the control voltage, as can be seen in figure 3.14.

The slope of the current- voltage relationship as a straight line when
plotted on a semilog axis, can be seen in measurements in figures 3.13
and 3.14, and simulations in figure 3.25. We also saw that N7 and N8, as
well as P7 and P8, which had roughly twice the total capacitance at their
floating gates showed less dependence on the control voltage than other
transistors like, for example, N3 and P3. This was expected. From the
equations [BeLa99b]

Ids,p = Ibeq

m∏

i=1

exp{ 1
nUt

(Vdd/2 − Vi)ki} (3.1)

Ids,n = Ibeq

m∏

i=1

exp{ 1
nUt

(Vi − Vdd/2)ki} (3.2)

with, ki = Ci/Ctot as the capacitive division factor of the ith input capac-
itor, Ci, and Ctot as the total capacitance seen from the floating gate, it
can be seen that ki determines how much of the signal that gets through
to the gate of a floating-gate transistor. In figure 3.25 PMOS and NMOS
transistors were simulated, with the voltage along the horizontal axis con-
nected directly to the gate, with no ”damping” of the control voltage via a
capacitive network.
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Both the NMOS and PMOS FGUVMOS devices showed adaptability to
UV-light exposure, which is clearly shown by measurements in figures 3.15
and 3.16. For the NMOS, N3, an increase in the programming voltage from
0.8 via 0.9 to 1.0 V increased the current level for a given control voltage
with more than an order of magnitude. The PMOS, P3, a similar increase
in the current level comes for a decrease in the programming voltage from
0.6 via 0.1 to 0.0 V (figures 3.16, 3.17). This is in accordance with previous
measurements published in [BeLa99a], [Gund00].

PMOS transistors generally did not match as well as NMOS transistors
according to these measurements. In [MiKa00] a row of PMOS transistors
were exposed to UV, and the conclusion was that the threshold voltage
matching was very good, approaching the matching measured for the de-
vices as they came from foundry. Possibly a longer period of UV-period
would change these relationships. More empirical data should be made re-
garding the matching of PMOS vs NMOS if conclusions can be made. If
PMOS should be shown to have worse matching capabilities than NMOS
counterparts, like as in [AnBo91], this might influence the role of PMOS
versus NMOS in FGUVMOS circuitry.

The donut shape of these transistors might lead to reduced parasitics
[BeLa01b]. To change important parameters like gm and rout, the size of
capacitances, transistor widths and lengths are among factors the designer
can vary. An attempt to treat some aspects of this is summed up in figure
2.16.
In conclusion: Using the transistor building blocks described here we have
succesfully made a different type of circuitry. This fact, along with the
measurements in this chapter, suggests that these new, unique FGUVMOS
transistors are fully functional.



Chapter 4

Floating-gate
UV-programmable inverters

4.1 Implementation and layout of inverter

4.1.1 Simulation of the the FGUVMOS inverter

A floating-gate FGUVMOS inverter [BeLa97] is shown in figure 4.1. The
floating gates for the PMOS and NMOS are denoted FGP and FGN, re-
spectively.

The inverter function is illustrated by simulation, based on a netlist
extracted from the layout ( [Aune02]), in figure 4.6. In this case the decision
was made to have a Vdd of 0.8 Volts and an equilibrium current of 10 nA.
Initially in this transient simulation the situation when UV-programming is
finished and the circuit is ready for normal operation, is simulated. Initially
the circuit must be in the equilibrium state. To get V dd/2 on the input
and the output for an Ibeq of 10 nA particular voltages on each of the two
floating gates are needed. This pair of voltages depend on transistor sizing
and layout, as well as the desired Ibeq.

A possible way to find this set of voltages is to find them from the IV-
curves, for a Vds of Vdd/2, in our experience this is rather time-consuming.
A more automated and significantly quicker method might be illustrated
by the schematic depicted in figure 4.2 [AuBe01c]. Using this scheme, one
manually finds the voltage that is needed to produce the desired equilib-
rium current on only one of the floating gates. After the voltage level for
one of the floating gate nodes has been determined, for a given Ibeq, the
simulator may be used. This may be done using a piece of code as input to
the simulator as in figure 4.3. For a given Vdd and one floating-gate voltage

75
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IN OUT

Cp

Cn

FGP

FGN

Figure 4.1: Floating-gate inverter. The additional circles in the MOSFET
symbols indicate the UV-programmability.

the other floating gate is automatically computed for a given equilibrium
current, Ibeq, similar to the scheme in figure 4.2. Afterwards the pair of
floating-gate voltages resulting is used as initial conditions in the simula-
tion, as for example in figure 4.4, which has resulted in the simulation
trace depicted in figure 4.5.

The older approach used included manually adjusting the floating-gate
voltages most times within a mV, or fractions of a mV so that the driven
nodes were within Vdd/2 + 1 mV. This was used as a ”rule of thumb”,
based on practical experience with SPICE-based simulators, and could take
several minutes for each NMOS and PMOS pair.

When simulating an FGUVMOS circuit, the initial conditions put the
circuit in the equilibrium condition initially, before inputs start to change.
For about the first 1/8 of the time period, the voltage on the floating
gate of the PMOS, V(FGP8), as well as for the NMOS, V(FGN8) were
kept constant, for an Ibeq of 10 nA (figure 4.5). After this period the
input voltage, V(IINC), started increasing from Vdd/2 towards Vdd=0.8
V. V(FGN8) and V(FGP8) both increased, which meant that the voltage
between gate and source of the NMOS grew, while the voltage between
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Vdd/2

VFGP

Figure 4.2: Schematic illustrating parts of method used in balancing of the
circuit [AuBe01c].

* "inv2_20812_bal". Snorre Aunet, 010315
**** MOS parameters = tm / typical mean:
.LIB /dak2/ams/eldo/cux/cmos53tm.mod
****************************************
***** Supply voltage = 0.8V:
.temp=25.8
.param vdd=0.8V
.option ITOL=0.1e-15 RELTOL=1.e-7 RELTRUNC=1.e-6
.option VNTOL=10.e-6 NGTOL=0.1e-3 FLXTOL=10.e-12
.option CHGTOL=1.0e-15
.option GMIN =1e-50

vfgp fgp 0 dc 0.1310
vdd avdd 0 dc vdd
vdd2 vdd2 0 dc {vdd/2}
vss avss 0 dc 0
*cn fgn in 7.36e-14
*cp fgp in 7.36e-14
mp out fgp avdd avdd modp w=21.6u l=1.2u
mn out fgn avss avss modn w=21.6u l=1.2u

e1 fgn 0 out vdd2 10000000
.op
.plot dc v(fgn)
.extract dc v(fgn)

Figure 4.3: Input to the Eldo simulator for generating a pair of voltages on
PMOS and NMOS floating gates for the initial equilibrium condition.
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source and gate of the PMOS decreased.
As Vgs for the NMOS increases for a given drain current, the output

resistance decreases. When at the same time the Vsg voltage decreases for
the PMOS its output resistance increases. The voltage at the output of the
inverter stems from the voltage division. In the mentioned simulation it
went low (figure 4.5). The PMOS limited the current level as the output
voltage, V(IOUT1C), moved towards Vss = 0 V.



4.1 Implementation and layout of inverter 79

* "CHIP5_INV2_20812_sweep.cir". Snorre Aunet, 010502
**** MOS parameters = tm / typical mean:
.LIB /dak2/ams/eldo/cux/cmos53tm.mod
*****************************************
**** Supply voltage = 0.8V:
.param _vdd=0.8v
.param vdd=0.8v
***********************************
**** Temperature =27 degr. Celsius:
.temp=27
***********************************
.option ITOL=0.1e-15 RELTOL=1.e-7 RELTRUNC=1.e-6
.option VNTOL=10.e-6 NGTOL=0.1e-3 FLXTOL=10.e-12
.option CHGTOL=1.0e-15
*.option GMIN =1e-50
.LIB profile_SA.opt
*ut
.IC V(iout3)=0.400
.IC V(iout2c)=0.400
.IC V(iout1c)=0.400
*inn

.IC V(iinc)=0.400

.op
*10 nA
.IC V(FGN8)=0.60882
.IC V(FGP8)=0.1310
.IC V(FGN9)=0.60882
.IC V(FGP9)=0.1310
.IC V(FGN10)=0.60882
.IC V(FGP10)=0.1310
.connect VDD PADVDD2
.connect VSS 2
.connect nwell2 ivdd
.connect VDD ivdd

VVDD vdd 0 _VDD
VVSS AVSS 0 0
.connect vdd AVDD
.connect VSS ivss1
.connect ivss1 ivss2
.connect 0 VSS

* FOR INITIAL BALANCING OF CIRCUIT:
V1 N1 0 PWL(0 {VDD/2}100n 0)
V4 iinc N1 PWL(0n 0 100n {VDD/2}100U {VDD/2}800U {VDD}1600U 0)
*V6 IN2 N1 PWL(100n 0 150n {VDD/2}800U 0 1600U {VDD})
.include CHIP5_capall_netlist
*.include CHIP5_netlist
.tran 800us 1600.2us 0us UIC
.plot tran V(vdd) V(iout1c) V(iinc) V(FGN8) V(FGP8)
.plot tran I(M2371.D) I(M2309.S)

.end

Figure 4.4: Input to the Eldo simulator for transient simulation. Initial
conditions (.IC commands) are used for floating gates and driven nodes.
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V(VDD)

V(FGN8)

V(FGP8)
V(IOUT1C)

V(IINC)

I(M2371.D)

I(M2309.S)

Figure 4.5: Simulated inverter with W/L=20.8µm/1.2µm and Cp =
Cn=73.6fF. The node names correspond directly to the names in the netlist,
”CHIP5 capall netlist” [Aune02]. M2309 is the same as the PMOS.
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4.1.2 Layout of the FGUVMOS inverter

The layouts for the inverters were made using the W/L=20.8 µm/1.2µm
PMOS and NMOS transistors described in chapter 2 where the MOSFET
building blocks are presented.

Both capacitances between the input and the floating gates are of poly1-
poly2 type and 73.6 fF by design. The greyish areas in the centers of the two
transistors are the ”UV-windows”, or holes in the passivation layer. The
greater part of the horizontal metal lines are made from the 2nd metal layer,
”metal 2”. Metal 2 is used for protecting selected parts of the transistor
from UV-light, as well as for wiring.

There is a limit in the design rules regarding the maximum size of the
plate of the drawn capacitances that is shared with the active gate poly
[AMS9X]. If it is exceeded it may damage the circuits under production.
In some cases it set upper limits for the sizing of poly1-poly2 capacitances.

Figure 4.6: Layout for single inverter, including W/L= 20.8 µm / 1.2 µm
PMOS and NMOS elements. Drawn capacitances between the input and
both floating gates are 73.6 fF.
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Figure 4.7: Chip photograph for inverters, including W/L= 20.8 µm / 1.2
µm PMOS and NMOS elements.
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4.2 UV-programming and test setup

4.2.1 Basic information regarding UV-programming and test
setup

Important goals of the UV-programming are to ensure that the subcircuits
operate with the desired equilibrium current(s) for a chosen Vdd.

The equilibrium current, Ibeq, of a general FGUVMOS element, when
all inputs and driven nodes are at Vdd/2, can be varied over several decades
[BeLa99a]. The circuits might be reprogrammed for different Ibeqs , which
correspond to different pairs of threshold voltages for PMOS and NMOS
transistors, ”seen” from their driving nodes. The most commonly used
programming method [BeLa99a], [BeLa01b], which was also the basic one
for this work, will be briefly described here.

In figure 4.8 an FGUVMOS inverter is shown in both the ”compu-
tational” and ”UV-programming” modes. The circuit will always have a
potential at the floating gates, FGN and FGP, determining the effective
threshold voltages of the PMOS and NMOS seen from the driving input(s).

In the UV-programming mode a ”reverse biasing” scheme is used to
make use of UV-actived conductances to let charges flow to the floating
gates. For an input voltage of Vdd/2, the voltage levels on the power rails
and substrates are adjusted so that the driven node approaches Vdd/2, for
a certain equilibrium current. When the UV-light is removed, the normal
biasing can be used.

The programming technique has been described by the following steps
[BeLa99a], and used in several later works [Gund00], [Bahr01], [Dani01],
[Flat01].

The main steps are [BeLa99a]:
1. Decide the operative (normal biasing) supply voltage, Vdd.
2. Apply Vdd/2 to all external inputs.
3. Apply the programming voltages at the supply rails, V− at Vdd and

V+ at gnd/vss.
4. Terminate the programming by removing the UV-light source when

an (any) output (external) converges to Vdd/2.
5. Set the biasing voltages to normal values.
In reality there might be some differences, such as running point 2

to 4 several times, before the output has converged towards Vdd/2. By
observing one of the output voltages and/or the current flowing through
the circuit in real time, the UV-programming can be corrected. If, for
example, the output voltage (step 4) seems to converge towards a value
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Figure 4.8: FGUVMOS circuit under operative mode and UV-programming
mode [BeLa99a].

different from Vdd/2, the programming voltages can be changed. By making
such a correction the UV-programming process can be speeded up.

Different sets of programming voltages applied to power rails and sub-
strates can give equilibrium currents varying over several decades, as demon-
strated by measurements in [BeLa99a], [BeLa01b].

Sometimes the nwell voltage level has been used to adjust the DC trans-
fer characteristics after some UV-programming, to force the switching volt-
age point of the FGUVMOS element(s) towards Vdd/2.

The UV-programming process and data acquisition are controlled from
a computer terminal after the initial instrument setup, as illustrated in
figure 4.9. Figure 4.10 shows an inverter tested, with node names from
netlists from [Aune02]. More details regarding instruments used can be
found in figure A.2, under the ”inverter” column. The test chip and test
PCB were the same as in figure 3.12.

Important parameters could be observed on the computer screen in real
time, as in figure 4.11. The first one displayed the output voltage of an
inverter under UV-programming and normal operation, as a function of
time. Here the Vdd was 0.8 V, so they should both approach Vdd/2=0.4 V.
The second one (”Figure No. 106”) showed a measurement of the current
through the inverter as a function of the input voltage, with an Ibeq about
20 µA. ”Figure No. 105” showed the output voltage as a function of the
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input voltage. ”Figure No. 121” displayed the derivatives of the curves
in the first picture, while ”Figure No. 102” provided a closer look at the
output while the devices were UV-radiated. The final one, ”Figure No.
162” displayed the voltage gain of the inverter.

4.2.2 UV-programming taking from tens of minutes to many
hours for a few transistors

UV-programming for the circuitry demonstrated in this work took about
half an hour or more, after suitful programming voltages have been found.
That in itself might take much more time. Often the nwell voltage were
adjusted instead of letting the UV-programming converge, which was done
to speed up the production of data.

4.2.3 Additional information regarding UV-programming and
test setup

Additional details regarding measurement setups can be found in pieces
of matlab code that were used. Matlab codes very similar to ProgUVmin
(figures B.1, B.2, B.3), were used in the UV-programming, while InvSweep
(figure B.4) was the main code used for measurements on the programmed
chip. Other minor code parts are also used as routines, for example acti-
vated by ProgUVmin. This includes code in figures B.5 and B.6.

UV-programming was run several times before the final measurements
were taken. Saved data from those runs are listed in figure 4.12. This
UV-programming was done prior to the inverter measurements presented
later. There are several abbreviations (figure 4.12). PVdd and PVss mean
V − and V + in figure 4.8, while Pwell is the applied voltage to the well
under UV- programming. TVdd and Twell denote the applied voltages on
Vdd and the well while doing a measurement in operative mode (figure
4.8). Vinstop is the final applied voltage to the input during test. The
rest of the parameters affected number of measurements or programming
time. Programming these circuits seemed to take a normal amount time
from experience with the AMS 0.6 CMOS process, expressed as ”from 10-15
minutes to hours” [Loms02].
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Quad Voltage Source

UV
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BUS

Keithley

SUN

Sparc 20

IEEE-488 - SCSI-controller

IIN IOUT1

NwellAvdd

Iavss1 Psub

PadVdd

PadVss

INVREKKE_20812

Keithley 236 Source-Measure Unit

THURLBY THANDAR dual Power Supply

FLUKE 45 multimeter

HP 33120 signal generator

Figure 4.9: Laboratory setup for inverter measurements from chip no. 1
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IOUT1
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Figure 4.10: The first out of 10 inverters in ”INV REKKE 20812” from
figure 4.9.
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Figure 4.11: Data that were displayed on the computer screen during UV-
programming.

matlab TVdd Twell TStep PVdd PVss VinstopPwell PTid
P1-
P5

0.8 V 1.5 V 10 0.38
V

1.0 V 0.8 V 0.8 V 50min.

P6 0.8 V 1.2 V 20 0.49
V

1.2 V 0.8 V 1.6 V 20min.

Figure 4.12: Different applied voltages for UV-programming and test for
inverters on the 68 pin chip. Programming was run 5 times with the values
in the ”P1-P5” row and, finally, once with the values in the ”P6” row.
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4.3 Inverter measurement results

Figures 4.13, 4.14, 4.15 and 4.16 present measurement results for the
inverter after UV-programming for a Vdd of 0.8 V, for programming and test
setup as in figures 4.9, and stimulus as in first line in figure 4.12. The input
voltages can be seen along the horizontal axis. Without reprogramming the
circuit, the supply voltage was lowered in steps to 95 mV for the results in
figure 4.13.

The voltage gain, from input to output, was less than -1 for a Vdd down
to 95 mV, and up to 800 mV (figure 4.14). Currents for different supply
voltages and as a function of input voltage are plotted on linear scales in
figure 4.15, while a logarithmic scale for the current, for Vdd = 0.8V , is
used in figure 4.16.

For figure 4.17 the 2nd, ”P6”, line was used (figure 4.12). 93 mV is
the lowest Vdd for which we have measured a minimum voltage gain less
than -1. Results were published in [AuBe01a].

In figure 4.18 the same inverter was programmed differently, once with
the P6 scheme in figure 4.12, and once with P1 (figure 4.12). The highest
current level and lowest voltage gain is correlated with P6 (figure 4.12).
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Figure 4.13: Measured voltage transfer curves for power supply voltages of
95 mV, 100 mV, 150 mV, 200 mV, 300 mV and 800 mV.
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Figure 4.14: Voltage gain based on measurements, for power supply voltages
of 95 mV, 100 mV, 150 mV, 200 mV, 300 mV and 800 mV.
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Figure 4.15: Measured currents through Vss, for power supply voltages of
95 mV, 100 mV, 150 mV, 200 mV, and 300 mV.
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Figure 4.16: Measured current through Vss for a power supply voltage of
800 mV.
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Figure 4.17: Voltage gain based on measurements for a power supply volt-
age of 93 mV.
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Figure 4.18: Measurements of current levels and voltage transfer character-
istics for the same inverter after two UV-programming for different current
levels / threshold voltages.



96 Floating-gate UV-programmable inverters

4.4 Simulations of capacitors between inputs and

floating gates, and operational speed

In order to find the effect of the sizing of capacitances between inputs and
floating gates has on the operational speed of the circuits, some simula-
tions were done for the inverter, using drawn capacitances of 73.6 fF and
122.7 fF and W/L=20.8µm / 1,2µm (figures 4.19 and 4.20). The simula-
tions were based on a netlist extracted from layout (CHIP5 capall netlist
[Aune02]), hopefully to give more realistic results than if a netlist extracted
from schematics had been used.

tr and tf are rise-time and fall-time, respectively, measured on the out-
put of the 2nd inverter for three identically drawn inverters in series. The
inverters can be seen in the photo in figure 6.7.

Vdd [V] Ibeq [nA] tr[ns] tf [ns] (tr + tf ) / 2[ns]
0.2 1 17616 19148 18421
0.2 10 2016 2119 2072
0.2 100 269 270 270
0.4 1 5933 7011 6496
0.4 10 799 871 838
0.4 100 134 131 133
0.8 1 751 907 834
0.8 10 161 161 162
0.8 100 51 41 46

Figure 4.19: Layout-based simulation, for 73.6 fF (Cn) capacitances be-
tween input and floating gates.

As can be seen (figures 4.19 and 4.20), the size of the capacitor seems
to be important regarding the potential maximum operational speed of the
inverters.

An optimum value for the sizing of capacitances regarding speed could
be expected, since when the load capacitance for a certain current level
increases, at some point the speed will decrease because the current level
is too low to be able to keep up the speed of charging and decharging the
capacitance (dV/dt = I/C).

In search for a kind of optimum capacitance size, with regard to op-
erating speed, the rise-times were simulated like before, but capacitances
varied. For simplicity, the capacitances between the input and the floating
gates were increased while capacitances extracted from layout, between the
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Vdd [V] Ibeq [nA] tr[ns] tf [ns] (tr + tf ) / 2[ns]
0.2 1 15819 18801 18421
0.2 10 1893 2054 2072
0.2 100 259 248 270
0.4 1 5185 6987 6496
0.4 10 765 853 838
0.4 100 138 122 133
0.8 1 577 745 834
0.8 10 149 132 162
0.8 100 51 31 46

Figure 4.20: Layout-based simulation for 122.7 fF capacitances between
input and floating gates.

Vdd [V] Ibeq [nA] tr[ns] tf [ns] (tr + tf ) / 2[ns]
0.2 1 17646 19195 18421
0.2 10 2019 2124 2072
0.2 100 269 271 270
0.4 1 5949 7042 6496
0.4 10 801 874 838
0.4 100 134 132 133
0.8 1 754 914 834
0.8 10 162 162 162
0.8 100 51 41 46

Figure 4.21: Layout-based simulation for inverter for Cn=74 fF. ”Parame-
trized” capacitances between floating gates and substrate.
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floating- gate and substrate, were scaled to 28% of the ”input capacitance”
for the NMOS and 27% for the PMOS, based on relationships in the netlist
[Aune02]. The results of such a simulation for a capacitance between input
and floating gates of 74 fF are reported in figure 4.21. They might be
compared to those of figure 4.19.

For the simulation results in figures 4.22 and 4.23, the capacitances
were varied for different supply voltages, Vdd and equilibrium currents, Ibeq.
Cn refers to the capacitance between input and the floating gates. Results
can be viewed graphically in figures 4.24, 4.25 and 4.26.

For all supply voltages and the capacitance values of this simulation
there is a relatively rapid decrease in the fall time when the capacitance
values are increased up to roughly 100 to 200 fF. Afterwards there is little
or nothing to earn regarding operational speed of the circuit, for an increase
in the values of the capacitances. This is common for the current levels of
1 nA, 10 nA or 100 nA. From figure 4.26 it appears that the optimum
capacitance value for a minimal fall-time is slightly lower for a Vdd of 0.2
V, than for 0.4 V or 0.8 V.
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Vdd [V] Ibeq [nA] Cn [fF] tf [ns]
0.8 1 41 2949
0.8 1 74 914
0.8 1 204 286
0.8 1 409 221
0.8 1 1000 246
0.8 10 41 439
0.8 10 74 162
0.8 10 204 64
0.8 10 409 54
0.8 10 1000 63
0.8 100 41 87
0.8 100 74 41
0.8 100 204 21
0.8 100 409 19
0.8 100 1000 24

0.4 1 41 13417
0.4 1 74 7042
0.4 1 204 3716
0.4 1 409 3379
0.4 1 1000 4171
0.4 10 41 1565
0.4 10 74 874
0.4 10 204 461
0.4 10 409 439
0.4 10 1000 593
0.4 100 41 215
0.4 100 74 132
0.4 100 204 84
0.4 100 409 82
0.4 100 1000 105

Figure 4.22: Fall-time, tf , as a function of power supply voltage, equilibrium
current and capacitance between input and floating gates.
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Vdd [V] Ibeq [nA] Cn [fF] tf [ns]
0.2 1 41 29123
0.2 1 74 19195
0.2 1 204 13886
0.2 1 409 14182
0.2 1 1000 18938
0.2 10 41 3089
0.2 10 74 2124
0.2 10 204 1580
0.2 10 409 1631
0.2 10 1000 2194
0.2 100 41 386
0.2 100 74 271
0.2 100 204 209
0.2 100 409 220
0.2 100 1000 299

Figure 4.23: Fall-time, tf , as a function of power supply voltage, equilibrium
current and capacitance between input and floating gates.



4.4 Simulation of maximum operational frequency as a function of Cn 101

0 100 200 300 400 500 600 700 800 900 1000
10

1

10
2

10
3

10
4

Fall time as a function of capacitance, for equilibrium cur rents of 1, 10 and 100 nA.

Cp=Cn [fF]

fa
ll 

tim
e 

[n
s]

* : 1 nA, o: 10 nA, +: 100 nA 

Figure 4.24: Fall time as a function of capacitance, for different equilibrium
currents and Vdd=0.8 V.
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Figure 4.25: Fall time as a function of capacitance, for different equilibrium
currents and Vdd=0.4 V.
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Figure 4.26: Fall time as a function of capacitance, for different equilibrium
currents and Vdd=0.2 V.
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4.5 Inverter discussion

Measurements have shown that the inverters were functional. It was possi-
ble to UV-program the inverters initially for a Vdd of 0.8 V and then adjust
it in steps down to 95 mV and still maintain voltage gain ≤ -1, about the
switching point of Vdd/2. The lowest Vdd measured here while maintaining
the above mentioned gain was 93 mV [AuBe01a].

The reprogrammability of these inverters, showing that they can be
programmed for different current levels, is illustrated in figure 4.18.

The DC-leakage current is minimum in the 10 nA range (figure 4.18).
DC-leakage currents should be reduced only if the circuits are doing no
work, according to [BuCh96]. If there should ever happen to be very many
FGUVMOS transistors on the same die, there might be reasons to reduce
these currents. In [BeLa99a] the lowest DC currents are down in the pA
to 10 pA range.

Other published inverter measurement results are published in figure
4.27. These data from 2001 and onwards were produced using a 0.6 µm
CMOS technology, while the previous data came from a similar technology,
from AMS, with 0.8 µm minimum gate length.

Vdd [V] Ibeq [nA] Gain,
Vout/Vin

Ibeq vari-
ation
[nA]

Vddmin
[V] reference

0.8 600 - - 0.8 [BeWi97]
0.5 - - - 0.5 [BeWi98]
0.3 4 - 4 - 200 0.3 [BeLa99a]
0.8 90 - 90-1700 0.3 [Gund00]
0.8 200 -15 - 0.3 [Bahr01]
0.3 5 -9 3-500 0.3 [Bahr01]
0.8 5500 -10 1.3k-5.5k 0.3 [Dani01]
0.3 17 -6 17-122 0.3 [Dani01]
0.8 1000 - 0.8 [Flat01]
0.8 1500 - 1.5k-10k 0.093 [AuBe01a]
0.2 600 - - 0.2 [AuBe01c]
0.8 100 -4.2 - 0.8 [Jens02]
0.8 2000 -15 - 0.8 [Loms02]

Figure 4.27: Some published results for FGUVMOS inverters.

The measured data presented here may be regarded as typical compared
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to other work (figure 4.27 ).
As seen from the table (figure 4.27) the Ibeq range is in the nA to µA

range. Seen from the same table, the voltage gain is relatively low compared
to most classic amplifiers, with a maximum reported gain of -15.

Variation in the Ibeq has been shown to be up to 50 times for one and
the same element for a given Vdd [BeLa99a]. The inherent possibilities
for Ibeq variation might have been larger in most cases, but might not
have been tested out due to relatively time-consuming UV-programming
procedures from this test environment. To test out some circuit concepts
quicker, a method used in [Loms02] may be used. With the method briefly
described, a pair of dedicated additional NMOS charging transistors are
used to place the voltage of the floating gates at a desired level, however
unwanted leakage from the floating gates may occur by using this scheme,
according to [Loms02]. A similar programming scheme is published in
[HøWi01].

The minimum Vdd required to obtain a certain maximum gain for an
inverter is given by [Sven97]:

Vdd = 2
kT

q
ln(1 + nGmax) (4.1)

The parameters here are in accordance with those used in earlier treat-
ment of single transistors. Gmax is the absolute value of the maximum DC
gain of the inverter |dVout/dVin|, which must be well above 1 to have a good
inverter function, according to [Sven97].

The absolute lower bound for the supply voltage, based on idealized
transistors is then, at room temperature

Vdd = 2
kT

q
ln(1 + 1 · 1) = 2

kT

q
ln2 = 36mV (4.2)

This number of 36 mV is in accordance with the absolute lower bound
for Vdd, not achievable by any technology, calculated in [ScPi96]. According
to [Sven97] one can argue that in terms of the steepest voltage dependence,
the subthreshold characteristic is the best that can be obtained in an elec-
tronic device at a given temperature, with n=1. The limit is very general
and applies to bipolar, HEMT and other technologies as well [Sven97].
With a more realistic n=1.5 [Sven97] the minimum Vdd under the same
conditions as the above equation would be 47 mV. Minimum Vdds for an
inverter, as a function of gain and slope factors, n, of 1, 1.5 and 2 are shown
in figure 4.28.
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Figure 4.28: Minimum theoretical power supply voltage at room tempera-
ture, as a function of the absolute value of the voltage gain, for a standard
inverter. Of the three values, n=1.5 is the most typical for CMOS.

To make a quick comparison between measured data and what could be
expected from measurements, we can try to develop a simple model directly
from the equation for minimum Vdd. For the FGUVMOS circuit and a Cn

of 73.6 fF, about 53% of the signal would be expected to get through to
the floating gate, according to chapter 2, while 100% would be the case for
a standard CMOS inverter. Then the value counted from the the simple
model should be multiplied by (100/53) in this case, and the n=1/κ=1.5
be used. This gives a minimum Vdd for a gain of -1 of:

Vdd =
100
53

2
kT

q
ln(1 + 1.5 · 1) = 89mV (4.3)

The minimum gain of -1 found by measurements were 93 mV, as com-
pared to the 89 mV calculated. Increasing the size of capacitances between
the input and floating gates would allow a larger percentage of the signal
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on the inputs to pass through to the floating gates. If the simple model
in figure 2.7 holds, an increase of Cn of 10 times would increase the per-
centage of 53 to more than 90. In that case the minimum Vdd based on the
assumptions above might be reduced to

Vdd =
100
90

2
kT

q
ln(1 + 1.5 · 1) = 2

kT

q
ln2 = 53mV (4.4)

These models are simple, and only measurements should be regarded
as proofs. Anyway, it might not be impossible to run FGUVMOS inverters
with a supply voltage down to about 50 mW, while voltage gain from input
to output still remains ≤ -1. In theory, that could be enough of a Vdd

to run ring-oscillators, for example. In practice there could be problems
regarding mismatch, noise and other phenomena, not considered here. The
lower voltage bound for the FGUVMOS inverters might be close to the
fundamental limits for the technology, which is around 47 mV at room
temperature due to limitations in the gate voltage’s ability to control the
voltage in the channel, and the ”ultimate” 36 mV limit, not likely to be
reached by any technology [Sven97].

The inverters measured here all had the same W/L-ratio and drawn
capacitances between input and floating gates of 73.6 fF. Gain could be
increased by increasing the size of these capacitances, as illustrated in figure
2.18, thereby increasing the transconductance seen from the input as well as
the output resistance. Other parameters that can be important are listed in
2.16. Transconductance and output resistance determines the voltage gain,
and the lower limit for the power supply voltage, Vdd, which affects most
static and dynamic parameters. To enhance important static and dynamic
parameters of the circuits the capacitances of 73.6 fF could be increased.

A complete UV-programming of an FGUVMOS inverter could take
hours, to our experience. It has been shown that settling of the UV-
programming process, for an inverter, have taken up to about 24 hours,
reported in [BeWi97]. UV-programming of minimum-sized donut transis-
tors in [Dani01] took up to 4 hours [Flat01], while very similar transistors
were programmed for 15 to 20 minutes for results reported in [Flat01].
This can partly come from random charge left on the floating gates after
production. The UV-programming for the works in [Dani01] and [Bahr01]
was done over a period of about 6 months. The measurements serving as
a background for this work were done during three or four visits to the
University of Oslo, lasting two to three weeks alltogether. Making simi-
lar measurements for standard circuitry could in many cases probably have
been done using only a few hours. To speed up the process the layouts could
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be optimized [BeLa01b]. It is also expected to take significantly less time
with more modern CMOS processes, since the programming time is said
to be proportional to the floating-gate capacitance [BeLa01b]. The UV-
source energy density is also important, as the UV-activeted conductances
varies nearly linearly with it [BeKe93]. Distance to the chip and strength
of the UV-source are thus among factors that determine the programming
time.

The low-voltage potential has been demonstrated, and might be com-
pared to other low-voltage approaches than FGUVMOS, reported. CMOS
chips working at 0.2 V supply voltage have been reported in [Sven97], while
an inverter functioning at a Vdd of 70 mV at room temperature has been
made [Burr95]. An inverter optimized for such experiments, especially by
having larger drawn capacitances, could probably work with a significantly
lower Vdd than the 93 mV proved by measurements in this work, as has
been discussed.



Chapter 5

2-MOSFET floating-gate
elements with identically
weighted inputs to both
PMOS and NMOS;
”PMNM”

5.1 Implementation and layout of ”PMNM” ele-
ments

5.1.1 P3N3 element

All capacitances shown in figure 5.1 have the same values. Starting again
with

Ids,p = Ibeq

l∏

j=1

exp{ 1
nUt

(Vdd/2 − Vj)kj} (5.1)

Ids,n = Ibeq

m∏

i=1

exp{ 1
nUt

(Vi − Vdd/2)ki} (5.2)

, and using the same approach as for figure 2.23 results in the truth table
in figure 5.2. Here
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V1

V2

V3

Cp1

Cp2

Cp3

Cn1

Cn2

Cn3

Vdd

Vss

OUT

Bp

Bn

Figure 5.1: Schematic for real time reconfigurable floating-gate circuit with
3 equally weighted inputs to both PMOS and NMOS (P3N3).

ep = (
Vdd

2
− 1

3
Vx − 1

3
Vy − 1

3
Vz) (5.3)

en = (
1
3
Vx +

1
3
Vy +

1
3
Vz − Vdd

2
). (5.4)

Simplifying the table, counting 1s in the binary input vector gives figure
5.3. This circuit does not have the possibility to change its function in real
time unless one or more of the ordinary inputs, Vx,Vy,Vz are used as control
inputs. The circuit can compute NAND2, NOR2 and INVERT in addition
to CARRY’ for a FULL-ADDER [AuBe01b]. This is seen from figure 5.2.
If one of the inputs is tied to 0, the circuit will compute the 2-input NAND
function of the two inputs left. If one input is held at 1, the circuit is able
to compute the 2-input NOR function.
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X Y Z ep en OUT
0 0 0 3Vdd/6 -3Vdd/6 1
0 0 1 Vdd/6 -Vdd/6 1
0 1 0 Vdd/6 -Vdd/6 1
0 1 1 -Vdd/6 Vdd/6 0
1 0 0 Vdd/6 -Vdd/6 1
1 0 1 -Vdd/6 Vdd/6 0
1 1 0 -Vdd/6 Vdd/6 0
1 1 1 -3Vdd/6 3Vdd/6 0

Figure 5.2: The table shows parts of the exponentials, ep, en, and output
values, for all possible binary values of inputs X,Y,Z. (X=1 if, and only if,
Vx = Vdd.)

number of
”1”’s

ep en OUT

0 0 -3Vdd/6 1
1 0 -Vdd/6 1
2 0 Vdd/6 0
3 0 3Vdd/6 0

Figure 5.3: Truth table for circuit with same [X,Y,Z] binary inputs coupled
to both PMOS and NMOS.
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5.1.2 P5N5 element

In1
In2
In3
In4
In5

Cp1
Cp2
Cp3
Cp4
Cp5

FGP

FGN

Cn1
Cn2
Cn3
Cn4
Cn5

Figure 5.4: 5 P/N-input universal element. All capacitances in the
schematic are of equal size.

Using the same approach for the circuit in figure 5.4 as for P3N3, and
a binary input vector [U,V,X,Y,Z] leads to:

Ids,p = Ibeqexp{ 1
nUt

(
Vdd

2
− 1

5
Vu − 1

5
Vv − 1

5
Vx − 1

5
Vy − 1

5
Vz)} (5.5)

Ids,n = Ibeqexp{ 1
nUt

(
1
5
Vu +

1
5
Vv +

1
5
Vx +

1
5
Vy +

1
5
Vz − Vdd

2
)} (5.6)

and

ep = (
Vdd

2
− 1

5
Vu − 1

5
Vv − 1

5
Vx − 1

5
Vy − 1

5
Vz) (5.7)

en = (
1
5
Vu +

1
5
Vv +

1
5
Vx +

1
5
Vy +

1
5
Vz − Vdd

2
). (5.8)

This circuit ideally produces a low output if, and only if, there are 3 or
more binary inputs at high level. In [AuBe01a], inspired by [KoSh92], two
of the inputs were treated as always having the same input voltage. When
two of the inputs are connected together and the resulting input denoted
”W”, as in figure 5.6, ep and ep changes to:
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number of
”1”’s

ep en OUT

0 5Vdd/10 -5Vdd/10 1
1 3Vdd/10 -3Vdd/10 1
2 Vdd/10 -Vdd/10 1
3 -Vdd/10 Vdd/10 0
4 -3Vdd/10 3Vdd/10 0
5 -5Vdd/10 5Vdd/10 0

Figure 5.5: The table shows parts of the exponentials, ep, en, and output
values as a function of number of ”1”’s for the binary inputs U,V,X,Y,Z for
P5N5

ep = (
Vdd

2
− 2

5
Vw − 1

5
Vx − 1

5
Vy − 1

5
Vz) (5.9)

en = (
2
5
Vw +

1
5
Vx +

1
5
Vy +

1
5
Vz − Vdd

2
). (5.10)

Such a circuit is shown in figure 5.6. If W is used as a control signal,
having twice the capacitive weight of each of X, Y, Z, which are treated as
regular inputs, the following table in figure 5.7 can be made [AuBe02a].

Here the control input W was not restricted to Boolean values, mak-
ing this variant of the P5N5 circuit being able to implement CARRY’ as
well. Using two similar inputs, as in figure 5.4, would provide the same
functionality if the first input of the two was tied to Vdd and the second to
Vss.

The table in figure 5.8 lists digital functionality for the P5N5 circuit.
Functionality is demonstrated by simulation in figure 5.9.
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Figure 5.6: P5N5 element used as in [AuBe02a].
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W number of
”1”’s

ep en OUT

Vdd 0 Vdd/10 -Vdd/10 1
Vdd 1 -Vdd/10 Vdd/10 0
Vdd 2 -3Vdd/10 3Vdd/10 0
Vdd 3 -5Vdd/10 5Vdd/10 0
Vdd/2 0 3Vdd/10 -3Vdd/10 1
Vdd/2 1 Vdd/10 -Vdd/10 1
Vdd/2 2 -Vdd/10 Vdd/10 0
Vdd/2 3 -3Vdd/10 3Vdd/10 0
0 0 5Vdd/10 -5Vdd/10 1
0 1 3Vdd/10 -3Vdd/10 1
0 2 Vdd/10 -Vdd/10 1
0 3 -Vdd/10 Vdd/10 0

Figure 5.7: The table shows part of the exponentials, ep, en, and output
values, for different values of W, and different numbers of ”1s” on ordi-
nary inputs X,Y,Z. Lines 2-5 show the 3-input NOR function, lines 6-9 the
CARRY’-, and lines 10-13 the NAND-function.

W digital functionality
Vdd NOR3, NOR2, INVERT
Vdd/2 CARRY’, NOR2, NAND2, IN-

VERT
Vss = 0 NAND3, NAND2, INVERT

Figure 5.8: The table shows some functionality implemented by the circuit
in figure 5.6, as a function of the control input, W.
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Figure 5.9: The six signals, from top to bottom, correspond to
”W”,”X”,”Y”,”Z”,”OUT” and ”OUT” in figure 5.6. The fifth and sixth
signals are the outputs for a Vdd of 0.8 V and 0.2 V respectively [AuBe02a].
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5.1.3 ”PMNM” layout

For layout of the P3N3 and P5N5 elements the 20.8 µm/ 1.2 µm MOSFETs
described earlier were used. All capacitances were dimensioned for values
of 25.54 fF, and the structures can be seen in figure 5.10. While threshold
voltage mismatch can be compensated by adjusting the floating-gate charge,
mismatch in control-gate capacitances can not [Minc00].

A design should not be too dependent on absolute values of components,
and relative matching are far better than absolute accuracies for CMOS
technology. Also, the larger the dimensions, the better the relative accuracy
that can be achieved [LaSa94]. A special practical limit that must be
taken into account for layout of floating-gate circuits exists for the AMS
0.6 process [AMS9X]. For this process the ratio of the ”passive” poly to the
”active” ”gatepoly” could not exceed a certain limit, imposing a maximum
size of the capacitances for a structure like P5N5 for example. During this
work the size of certain capacitances had to be reduced not to break this
limit.

Capacitance values at the end of arrays tend to be systematically differ-
ent from the rest, as found in [Minc00]. Therefore dummy structures were
used for P3N3. This can be observed from figure 5.10 since there are no
vertical metal lines connecting the dummy capacitances to the horizontal
signal wires lying between the PMOS and NMOS transistors. The reason
that dummy capacitances were not used for P5N5 was that the special de-
sign rule mentioned above did not allow it if the other capacitances (not
considering parasitics) were not to be reduced.

A layout using minimum transistors, W=0.8µm and L=0.6µm, from the
2nd chip sent for processing via EuroPractice in spring 2001 [AuBe01e] is
shown in figure 5.12. Dummy capacitances were used for this P5N5 circuit.
The area for one such element equals approximately 36um x 13um.

P5N5 elements with W=1.2µm and L=1.2µm were implemented on
a 3rd chip sent for processing in summer 2001, depicted in figure 5.11.
They have been used for simulations presented later in this chapter, and in
[AuBe01d], [AuBe01e].
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24.5 fF Capacitor
“UV-hole”

Figure 5.10: P3N3 to the left, and P5N5 to the right.

Figure 5.11: 3rd prototype chip sent for processing summer 2001.
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Figure 5.12: Layout for P5N5 universal element. Removing passivation at
certain areas and making metal shields make UV-light hit selected parts
of the chip surface, while UV-programming after fabrication of chips. UV-
programming might be repeated or changed.
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5.2 UV-programming and test setup of P5N5 el-

ement

The most important goal when doing the measurements was to try to
demonstrate the different inherent functionalities of the structures. For
the P5N5 element this was the CARRY’, NAND3, NAND2, NOR3, NOR2
and INVERT functions.

The UV-programming and testing were done basically in the same man-
ner as previously described for the inverters. The increased number of in-
puts compared to the inverter made it necessary to bring in some additional
measurement instruments, as sketched in figure 5.14. The script in figure
B.7 was used to control the computerized instruments setup. The ”FA-
EXP20812III” circuit (figure 5.14) has node names which can be found in
the netlist ”CHIP5 capall netlist” [Aune02].

The table in figure 5.17 has data related to UV-programming and
measurements presented later in figures 5.18, 5.19, 5.20 and 5.21. Vp

played the same role as V+ in figure 4.8, which means that it was the
voltage applied to what was Vdd under normal operation. Similarly Vm

equalled V−. ”ProgWell” (figure 5.17) was the voltage applied to the nwell
during UV-exposure, while ”Well” denoted the voltage level on the nwell
when the circuit was in normal, computing mode.

More details can be found in appendix A.2 and A.3.
”W” was the control input (which was named mid1 in the netlist,

CHIP5 capall netlist [Aune02]), and ”y” and ”z” were two of the inputs
to the P5N5 element, which can be seen in figure 5.15.

The inverter function was measured. All inputs were short-circuited in
this case, and the ”x” input then equalled W=y=z. The voltage x was
changed in steps from 0 V=Vss to 0.8 V=Vdd. ”Vstart” and ”Vstop” were
the maximum ”high” and ”low” voltages respectively.

Data regarding UV-programming and measurements for the NAND3,
NOR3 and CARRY’ functions can be found in a similar way from figure
5.17.

Symmetric Booelan functions are functions for which the output de-
pends on the number of 1s in the input vector irrespective of their position
[Boho98]. The transitions between 1 and 0 on the output were what was
measured for the CARRY’, NAND3, NOR3 and INVERT functions.

During measurements it was discovered that when the circuit was in
normal computational mode, the source of the NMOS sometimes had a
potential of hundreds of mV, instead of 0 V. This disturbed the measure-
ments. When the current measuring instrument was removed this phe-
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nomenon seemed to vanish. For later measurements the instrument was
removed, as in figure 6.6. The instrument used for measuring current was
a Keithley 617. Recently certain problems regarding this instrument used
as an ampere meter was reported, among other useful hints regarding in-
strumentation for FGUVMOS circuits [Gjer02]. It was pointed out that
polarity had to be chosen correctly when using the instrument for current
measurements.

Figure 5.13: Laboratory environment at Ifi, University of Oslo, while testing
P5N5 and P1N3 circuits.
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X1

Y1

Z1

Mid1

C1n

Nwell1Vdd1

Vss1 Psub

PadVdd

PadVss

FAEXP20812III

Electrometer / Source

Programmable Source

Programmable Source

Quad Voltage Source

SOURCE

UV

1234

BUS

PSU

Electrometer / Source

Multimeter

Hp3245

Keithley

Keithley

Keithley

Keithley Keithley

SUN

Sparc 20

HP

IEEE-488 - SCSI-controller

Figure 5.14: Test setup. Ground / zero voltage potential for the sources and
measurement equipment were wired together with ”Psub” and ”PadVss”
on the chip.
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X1
Y1
Z1

Mid1

VDD1

VSS1

C1N

Nwell

PSUB1

Figure 5.15: FAEXP20812III includes four P5N5 elements in a row. The
nodes shown are relevant for 5.14 and in CHIP5 capall netlist [Aune02].
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5.3 P5N5 results

5.3.1 Simulation results

A P5N5 element using W=L=1.2µ m, Ibeq=10 nA, temperature 27 degrees
C, and Vdd=200 mV has been simulated. Results are shown in figure 5.16.
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Figure 5.16: Simulating our circuit for NAND, NOR and CARRY’ func-
tions [AuBe01e]. From the start of the left simulation trace V(INF1) /
W=”0”, making it realize the NAND function of the 3 inputs INF2, INF3,
INF4. Around midway through the V(INF1) goes to ”1”, making it im-
plement a NOR function. CARRY’ is shown to the right. On the bottom:
OUT=”V(c1n)”.

5.3.2 Measurement results

Both measurements and simulations have been done to compare the results
for the P5N5 circuit configured as an inverter. As can be seen in figure
5.18, the voltage gain was lower according to the measurements than it



5.3 P5N5 results 125

Vp [V] Vm [V] ProgWell [V]
1.8 0.4 0.4
Vdd [V] Well [V] Ibeq [nA]
0.8 2.8 49.7
W [V] y [V] z[V]
x x x
Vstart [V] Vstop [V] Function
0.799 0.114 INVERT
Vp [V] Vm [V] ProgWell [V]
1.8 0.4 0.4
Vdd [V] Well [V] Ibeq [nA]
0.8 2.8 43.4
W [V] y [V] z[V]
0 1 1
Vstart [V] Vstop [V] Function
0.796 0.117 NAND3
Vp [V] Vm [V] ProgWell [V]
1.8 0.4 0.4
Vdd [V] Well [V] Ibeq [nA]
0.8 3.0 16.7
W [V] y [V] z[V]
0.8 0 0
Vstart [V] Vstop [V] Function
0.786 0.134 NOR3
Vp [V] Vm [V] ProgWell [V]
1.4 1.2 0.9
Vdd [V] Well [V] Ibeq [nA]
0.8 0.8 33.8
W [V] y [V] z[V]
0.7 0 0.8
Vstart [V] Vstop [V]
0.787 0.032 CARRY’

Figure 5.17: Different applied voltages for UV-programming and testing
for inverters on the 84 pin chip.
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Figure 5.18: Measurements and simulations of output voltage as a func-
tion of input voltage, for a P5N5 circuit included in the ”FAEXP20812III”
circuitry.
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Figure 5.19: The measurements are made on a P5N5 circuit while it was
operating as a 3-INPUT NAND [AuBe02a].
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Figure 5.20: The measurements are made on a P5N5 circuit while it was
operating as a 3-INPUT NOR [AuBe02a].
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Figure 5.21: The measurements are made on a P5N5 circuit while it was
operating as a INVERTED CARRY . ”FAEXP20812III” is a structure on
chip containing P5N5 elements [AuBe02a].
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was according to the simulations. There was also an irregularity for the
measurements when the input voltage came close to Vdd, as the output
jumped up to above 0.1 V instead of further approaching Vss. When the
input voltage was 0.8 V, the measured output voltage was at 0.114 V (figure
5.17). Measurements and simulations of the current through the inverter,
done at the same time as data for figure 5.18 were produced, can be found
in 2.14. The temperature for the Spice simulation was 25.8 degrees C. The
measured current through the source of the NMOS when the input voltage
was low was 130 pA, and 160 pA when the input voltage was 0.8 V.

The P5N5 circuit configured as 3-input NAND circuit should produce
a low level on its output if, and only if, all Boolean inputs were high. To
measure this the control input, ”W” was 0 V, while two of the other inputs
were high. The third input was swept between low and high while the
output value was being measured. Figure 5.19 shows an example from
such a measurement. For input voltages of 0 V and 0.8 V, the ” high” and
”low” output voltages were 0.796 and 0.117, respectively (figure 5.17).

To do measurements for the NOR3 function the control signal at ”W”
was high, as in the simulation in figure 5.9, while two ordinary inputs were
low and the third was swept between low and high. These measurements
were made according to figure 5.17, with maximum measured high level of
0.786 V and minimum low level of 0.134 V.

Measurements for the CARRY’ function were also made using, and
producing, data in figure 5.17. When the number of high level Boolean
inputs grew from one to two, the output went down from 0.787 V to 0.032
V, for a Vdd of 0.8 V.
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5.4 PMNM discussion

Layout-based simulations have demonstrated the circuit working at Vdd =
180mV [AuBe01d]. Vdd=200 mV simulations are shown in figure 5.16.

The P5N5 circuit’s ability to function as an inverter has been proven.
In figure 5.18 results from both measurements and simulations are shown
together. The voltage gain was slightly less from measurements than from
simulation. The output voltage also jumped up a bit for an input volt-
age close to Vdd. Currents through the element behaving as an inverter,
corresponding to figure 5.18, are shown in figure 2.14.

Production spread lessens the chances for identical simulations and mea-
surements results. In addition the simulator as well as the parameters from
the factory might not be 100% correct. A similar comparison was done
in [AuBe01c], which showed measurement results for output voltage as a
function of input voltage falling between outer limits for production spread,
when it was taken into the account in the simulation.

Vdd [V] Imax [nA] IOH
[nA] IOL

[nA] 2Imax
IOL

+IOH
reference

0.8 200 1 0.1 364 [Bahr01]
0.8 10000 600 1000 12.5 [AuBe01a]
0.8 1000 15 7 91 [AuBe01a]
0.8 49.7 0.130 0.160 343 figure

2.14

Figure 5.22: Maximum current, Imax, at the switching point and for high
and low output values.

The important change in current level as a function of input voltage
was between two and three orders of magnitude from both the measure-
ments and the simulations. The minimum DC currents of 130 and 160 pA
are denoted IOL

and IOL
. IOH

means the measured DC-current through
the Vss node under normal operation and a high output level. The table
in figure 5.22 has been made for a few comparisons. Inverting functions
from [AuBe01a] (figure 5.22) and figure 2.14 used identically dimensioned
PMOS and NMOS transistors, but the ones in figure 2.14 were from a dif-
ferent fabrication run, and had an effective drawn capacitance between the
input and the floating gates of 5 unit capacitances of 24.54 fF each, giving
a total of 122.7 fF. The others [AuBe01a] had 3 similar unit capacitances,
giving a total drawn capacitance between the input and the floating gates
of the NMOS and PMOS of 73.6 fF.
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The inverters with an effective drawn capacitance of 122.7 fF, between
input and each floating gate, had a 2Imax

IOL
+IOH

-ratio of 343 (figure 5.22),
as opposed to the 73.6 fF case with factors of 91 and 12.5 for the same
ratio. Both the higher capacitance value and the lower current levels in
the former case made the higher ratio for 122.7 fF expected. There are
very few empirical data, and some of the measured structures came from
different production runs, which should be kept in mind when trying to
draw conclusions.

The problems with the Vss node not always staying at 0 V during mea-
surements might have reduced the effective Vdd at some times, and thereby
disturbed measurements. A theoretically reduced effective Vdd would lead
to lower measured voltage gains and transconductances for the transistors,
thereby having implications on most relevant measurements. If such an
increase in the voltage level occured during measurements of the inverter
function of the P5N5 circuit, it may have something to to with the irregular
output level in figure 5.18. In that case the output level that ideally should
stay at 0 V suddenly jumped up to above 100 mV when the input voltage
approached 0.8 V.

Measurements have shown that the circuit is functional for these digital
functions in the sense that the switching between high and low levels oc-
cured when they should. Voltage gains were somewhere around -1 for the
important parts of the slope at, and surrounding, the switching point.

Measurements for the NAND3 function were shown in figure 5.19, the
NOR3 function in figure 5.20 and the CARRY’ function in figure 5.21.
When we had the CARRY’ functionality, we also had the 2-input NAND
and 2-input NOR functions embedded. The circuit was functional for these
digital functions in the sense that the switching between high and low levels
occured when they should. Voltage gains were somewhere around -1 for the
important parts of the slope at, and surrounding, the switching point.

The voltage gain should probably be increased by increasing the relative
transconductance and output resistance for the MOSFETs. An approach
that has apparent disadvantages such as increasing chip area and complex-
ity, is to regenerate signals at certain instances by using relatively high
gain inverting elements, as for example in 5.18. How transconductance
and output resistance could be increased has been discussed earlier and
was summed up in connection with figure 2.16.

The functionality of linear threshold elements with identical capacitively
weighted inputs to PMOS and NMOS transistors has been demonstrated
by theory, computer simulations and measurements on a CMOS chip.



Chapter 6

2-MOSFET floating-gate
elements with identically
weighted inputs to only
PMOS or NMOS;
”P1NM”/”PMN1”

6.1 Implementation and layout of ”P1NM” ele-
ments

6.1.1 P1N2

The ”P1NM” circuits have one capacitively weighted input to the PMOS,
and m capacitively coupled inputs to the NMOS. A P1N2 circuit is shown
in figure 6.1.

Using the approach firstly used for the schematic in figure 2.23 results
in:

Ids,p = Ibeqexp{( 1
nUt

(
Vdd

2
− Vp) (6.1)

Ids,n = Ibeqexp{ 1
nUt

(
1
2
Vx +

1
2
Vy − Vdd

2
)} (6.2)

and

133
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2C

C
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C

P

X

Y

VDD

VSS

Figure 6.1: P1N2 universal element.

ep = (
Vdd

2
− Vp) (6.3)

en = (
1
2
Vx +

1
2
Vy − Vdd

2
)} (6.4)

Since the inputs Vx and Vy have the same capacitive weight, it is the
number of 1s in the input vector [Vx,Vy] that makes a difference in the
output signal, irrespective of their position. The values in the input vector
are restricted to binary, 0 or 1.

This gives the truth table in figure 6.2. In two cases the output cannot
be defined. From the table (figure 6.2), it appears that if Vx or Vy was
constantly tied to Vss = 0 V, the output would always be the inverted of
the P signal. The value of the last input, not constantly at Vss, could then
be changed in real time, making a variable threshold inverter. Variable
threshold inverters are described in [ShOh91] and [GoAv00].

If this circuit is to be used as a 2-input NAND, it should produce 0 on
the output if, and only if, both Vx and Vy are ”1”. From the table in figure
6.2 we see that en = Vdd/2 for 2 1s in the input vector. For only one 1 in
the input vector (and the other signal being 0), en = 0. To make the circuit
implement the 2-input NAND function we let ep = Vdd/4, between Vdd/2
and 0.
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P number of
”1”’s

ep en OUT

0 0 Vdd/2 -Vdd/2 1
0 1 Vdd/2 0 1
0 2 Vdd/2 Vdd/2 X /(Vdd/2)
1 0 -Vdd/2 -Vdd/2 X /(Vdd/2)
1 1 -Vdd/2 0 0
1 2 -Vdd/2 Vdd/2 0

Figure 6.2: The table shows part of the exponentials, ep, en, and output
values, for different values of P, and different numbers of ”1’s” on ordinary
inputs Vx,Vy. If P is used as an input signal, the circuit can work as a
variable threshold inverter.

ep = (
Vdd

2
− Vp) = Vdd/4 (6.5)

giving

Vp = Vdd/4 (6.6)

In a similar way, the circuit can implement 2-input NOR by letting
ep = −Vdd/4, which means Vp = 3Vdd/4

The P1N2 circuit can function as NAND2, NOR2 and INVERT, as
shown in figure 6.3.
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P number of
”1”’s

ep en OUT

0 0 Vdd/2 -Vdd/2 1
0 1 Vdd/2 0 1
0 2 Vdd/2 Vdd/2 X
V dd/4 0 Vdd/4 -Vdd/2 1
V dd/4 1 Vdd/4 0 1
V dd/4 2 Vdd/4 Vdd/2 0
3V dd/4 0 −Vdd/4 -Vdd/2 1
3V dd/4 1 −Vdd/4 0 0
3V dd/4 2 −Vdd/4 Vdd/2 0
1 0 -Vdd/2 -Vdd/2 X /(Vdd/2)
1 1 -Vdd/2 0 0
1 2 -Vdd/2 Vdd/2 0

Figure 6.3: The table shows some parts of the exponentials, ep, en, and
output values, for different values of P, and different numbers of ”1’s” on
ordinary inputs Vx,Vy. If P = Vdd/4 the circuit implements the 2-input
NAND function. If P = 3Vdd/4 the circuit implements the 2-input NOR
function.
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6.1.2 P1N3

The P1N3 circuit was described earlier, starting with the schematic in figure
2.23. The layout can be seen in figure 6.4. It is very similar to the layouts
described earlier for the P3N3 and P5N5 circuitry. It has dummy capacitors
on both edges of the two horizontal rows of capacitors to improve matching
of the capacitances.

Figure 6.4: P1N3 universal element.

6.2 UV-programming and test setup of the P1N3
element

The UV-programming and testing of the P1N3 circuit were done in a very
similar way as for the inverters and the P5N5 element described earlier. Due
to the problems with keeping the correct Vss level of 0 V, the instrument
for measuring current (Keithley 236) was removed, giving the test setup
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sketched in figure 6.6. Not having the current level information anymore,
the voltage characteristics and former experience had to be relied upon.
Apart from that, the same instruments were used, but in most cases coupled
to new I/O-cells of the chip. More details can be found in figures A.2 and
A.3 A die photo from the chip can be found in figure 6.7.

C

C

C
X23

Y23

Z23

P
Nwell3

Vdd2

C3n

Vss6

Psub

3C

Figure 6.5: FAEXP20812 (figure 6.6) contains the P1N3 element shown.
Node names are referred to the CHIP5 capall netlist [Aune02].
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IEEE-488 - SCSI-controller

X23

Y23

Z23

P

C3n

Nwell3Vdd2

Vss6 Psub

PadVdd

PadVss

FAEXP20812

Figure 6.6: Test setup. Ground / zero voltage potential for the sources and
measurement equipment were short-circuited to ”Psub” and ”PadVss” on
the chip.
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FULL-ADDER

INVERTERS ANALOG INVERTERS

P5N5,
P1N3,
...

FULL-ADDER “KERNEL” (w. 0.8u/0.6u)

FGUVMOS PMOS AND NMOS
TRANSISTORS

( SUM’ , CARRY’ )

Figure 6.7: Die photo from the 84 pin chip, sent for processing in spring
2001.
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6.3 P1N3 results

A perfect P1N3 circuit has the functionality described in figure 2.28.
The INVERT function was UV-programmed and measured in accor-

dance with figure 6.8, for well voltages differing 100 mV. The higher volt-
age level on the well should give the lowest high level for the inverter. It
did, according to the table (figure 2.28), and the change was from a high
level of 0.799 V to 0.796 V. The PMOS was ”weakened”, and this affected
the voltage transfer characteristics as demonstrated by measurements in
figure 6.9.

CARRY’, NAND2, NOR3, INVERT functionality were tested according
to figure 6.10, and the results are shown in figure 6.11. The three curves
correspond to binary input values for [X,Y,Z] changing between [0,0,0] and
[1,0,0] for the uppermost line, between [0,0,1] and [1,0,1] for the middle line
and between [0,1,1] and [1,1,1] for the lower line.

CARRY’, INVERT, NOR3 and NAND3 functionalities measurements
were done according to data in figure 6.12, and results are displayed in
figure 6.13.

Vp [V] Vm [V] ProgWell [V]
1.5 0.4 0.0
Vdd [V] Well [V] Ibeq [nA]
0.8 1.5 none
W [V] y [V] z[V]
x x x
Vstart [V] Vstop [V] Function
0.796 0.000 INVERT
Vp [V] Vm [V] ProgWell [V]
1.5 0.4 0.0
Vdd [V] Well [V] Ibeq [nA]
0.8 1.4 not measured
W [V] y [V] z[V]
x x x
Vstart [V] Vstop [V] Function
0.799 0.001 INVERT

Figure 6.8: Different applied voltages for UV-programming and testing of
INVERTER functionality of P1N3.
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Figure 6.9: The measurements are taken on the ”FAEXP20812” circuit
when it is operating as an inverter. Increasing the well potential weakens
the PMOS, making the output for an increasing input voltage go to ”0”
earlier.
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Vp [V] Vm [V] ProgWell [V]
1.5 0.4 0.0
Vdd [V] Well [V] Ibeq [nA]
0.8 1.5 none
W [V] y [V] z[V]
0.4 0 0
Vstart [V] Vstop [V] Function
0.797 0.744 CARRY’
Vp [V] Vm [V] ProgWell [V]
1.5 0.4 0.0
Vdd [V] Well [V] Ibeq [nA]
0.8 1.5 not measured
W [V] y [V] z[V]
0.4 0 0.8
Vstart [V] Vstop [V] Function
0.742 0.066 CARRY’
Vp [V] Vm [V] ProgWell [V]
1.5 0.4 0.0
Vdd [V] Well [V] Ibeq [nA]
0.8 1.5 none
W [V] y [V] z[V]
0.4 0.8 0.8
Vstart [V] Vstop [V] Function
0.072 0.021 CARRY’

Figure 6.10: Different applied voltages for UV-programming and testing of
CARRY’ functionality of P1N3.
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Figure 6.11: The measurements are taken from the ”FAEXP20812” circuit
when it is producing the CARRY’ of a FULL-ADDER.
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Vp [V] Vm [V] ProgWell [V]
1.5 0.4 0.0
Vdd [V] Well [V] Ibeq [nA]
0.8 1.4 none
W [V] y [V] z[V]
x x x
Vstart [V] Vstop [V] Function
0.799 0.001 INVERT
Vp [V] Vm [V] ProgWell [V]
1.5 0.4 0.0
Vdd [V] Well [V] Ibeq [nA]
0.8 1.4 not measured
W [V] y [V] z[V]
0.8 0.0 0.0
Vstart [V] Vstop [V] Function
0.697 0.015 NOR3
Vp [V] Vm [V] ProgWell [V]
1.5 0.4 0.0
Vdd [V] Well [V] Ibeq [nA]
0.8 1.4 none
W [V] y [V] z[V]
0.4 0.0 0.8
Vstart [V] Vstop [V] Function
0.771 0.207 CARRY’
Vp [V] Vm [V] ProgWell [V]
1.5 0.4 0.0
Vdd [V] Well [V] Ibeq [nA]
0.8 1.4 none
W [V] y [V] z[V]
0.4 0.8 0.8
Vstart [V] Vstop [V] Function
0.718 0.3100108 NAND3

Figure 6.12: Different data regarding UV-programming and testing of
P1N3.
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Figure 6.13: CARRY’, NAND3, NOR3, INVERT measurements. Relevant
data are found in figure 6.12.
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6.4 P1NM / PMN1 discussion

Computing elements like the ones in this chapter compute NAND or NOR
functions depending on the number of capacitively weighted inputs to the
NMOS transistor. For an n-input element, up to n-input NAND or n-input
NOR can be computed. The technology of choice will restrict the number
of inputs.

The inverter function for the P1N3 element has been demonstrated
by measurements, and the input-output voltage characteristics seem to be
in correspondence with earlier measurements for the inverter function im-
plemented by using the P5N5 element. The effect of adjusting the well
potential was demonstrated.

The CARRY’ function was demonstrated, and showed a gain ≤ -1 for
important parts of the characteristics. By demonstrating the CARRY’
function the NAND2, NOR2 and INVERT functions are proven by mea-
surements at the same time, because they are embedded in the functionality
of inverted CARRY. Measurements have proven that the function can be
implemented using only 2 MOSFETs in s standard double poly CMOS
technology.

Measurements in figure 6.13, trying to measure CARRY’, NAND3,
NOR3 and INVERT after UV-programming once and keeping the same
well potential for all functions might at best be said to show desired func-
tionality, but with low performance for digital purposes. Voltage gain and
noise margins should be improved basically like for the P5N5 element, IN-
VERTERS and single transistors mentioned in earlier discussions.
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Chapter 7

INVERTERS, ”P1NN” and
”PMNM” as building blocks

7.1 Basic digital functions

7.1.1 Generating Boolean functions using PMNM and P1NM
building blocks

A truth table for the CARRY’ function is shown in 7.1. This function
can be implemented by using the P5N5 [AuBe01e], P3N3 or P1N3 circuits
[AuBe01a], [AuBe01b], for example.

X Y Z OUT
0 0 0 1
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 0

Figure 7.1: The table shows the CARRY’-function of a FULL-ADDER.

If the output from the CARRY’ function is fed to the input of a circuit
having the truth table as in 7.3, a possible circuit diagram is as in figure 7.2.
The P5N5 part of the circuit (figure 7.2) will get the same inputs X,Y,Z as
the subcircuit producing CARRY’, with this CARRY’ signal equaling its W

149
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Carry
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X ZY

2C
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S

Figure 7.2: Schematic for 14 capacitor version of the circuit [AuBe01a].

input, as in figure 7.5. The truth table in figure 7.3 contains information
from figure 5.7 written in a more traditional way.

The P5N5 block (figure 7.2) ”uses” the subset restricted to the lines
4,6,7,8,9,10,11 and 13 in figure 7.3. Considering the inputs X,Y,Z only,
these lines correspond to the SUM’ (”S’”) for a FULL-ADDER, as shown
in figure 7.4. The 4-transistor circuit can then produce both SUM’ and
CARRY’ (C’) for a FULL-ADDER, which can be expressed by the following
equations:

S′ = x′y′z′ + x′yz + xy′z + xyz′ (7.1)

C ′ = x′y′z′ + x′y′z + x′yz′ + xy′z′ = (xy + xz + yz)′ (7.2)

The SUM’ is equal to the 3-input equivalence, or Exclusive-NOR func-
tion. It outputs 1 if, and only if, the input variables have an equal num-
ber of 1s. The function is sometimes denoted ”XNOR”. By inspecting
this truth table it becomes apparent to us that the first output in the
chain, which is the C’ output, or ”OUT1”, can produce CARRY, NAND2,
NOR2 and INVERT. If a P5N5 element is used for generating OUT1, as in
[AuBe01d], [AuBe01e], the NAND3 and NOR3 functions are embedded in
addition.

From the truth table (figure 7.4) it is clear that letting any input,
for example X, be constantly at 0 provides the XNOR2 function of the
other 2 inputs. Similarly, setting X=1 makes the OUT2 node generate
XOR2. Inverting the OUT1 and OUT2 nodes using two extra 2-MOSFET
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W X Y Z OUT
0 0 0 0 1
0 0 0 1 1
0 0 1 0 1
0 0 1 1 1
0 1 0 0 1
0 1 0 1 1
0 1 1 0 1
0 1 1 1 0
1 0 0 0 1
1 0 0 1 0
1 0 1 0 0
1 0 1 1 0
1 1 0 0 0
1 1 0 1 0
1 1 1 0 0
1 1 1 1 0

Figure 7.3: The table shows the output of the P5N5 circuit as a function
of all possible binary values of inputs W,X,Y,Z.
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X Y Z S’=OUT2 C’=OUT1
0 0 0 1 1
0 0 1 0 1
0 1 0 0 1
0 1 1 1 0
1 0 0 0 1
1 0 1 1 0
1 1 0 1 0
1 1 1 0 0

Figure 7.4: Truth table for the 4-transistor reconfigurable circuit.

W
X
Y
Z

W
X
Y
Z

w
x
y
z

C

S

Figure 7.5: Schematic using two identical circuit blocks to implement
CARRY’ and SUM’ for FULL-ADDER [AuBe01d], [AuBe01e].

elements increases functionality, for example giving the complete FULL-
ADDER function [AuBe01e].

Two P5N5 elements can be used to implement the C’ and S’ functions,
as in figure 7.5.

The truth table in figure 7.4 can be used to formally show inherent
functionality. The output from the first block (figures 7.2 or 7.5) can be
denoted OUT1, before finding other potential functionality. If z=0:

OUT1 = x′y′z′ + x′y′z + x′yz′ + xy′z′ = (xy + xz + yz)′ ∧ z = 0 (7.3)



OUT1 = (xy)′ (7.4)

If, and only if, one of the inputs is constantly at 0, the circuit can
compute the 2-input NAND function of the other two input variables. The
2-input NAND, or ”NAND2”, is basically enough to build any Boolean
function.
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The OUT1 node can also provide the INVERTER function. If, for
example, z=0 and x=1, the last equation is reduced to OUT1 = y′. Another
way of producing the inverter function could be to short circuit all three
inputs, getting OUT1 = (xy + xz + yz)′ ∧ x = y = z ⇐⇒ OUT1 =
(xx+xx+xx)′ ⇐⇒ OUT1 = (x+x+x)′ ⇐⇒ OUT1 = ((x+x)+x)′ ⇐⇒
OUT1 = ((x) + x)′ ⇐⇒ OUT1 = x′.

If z is changed to 1:

OUT1 = x′y′z′ + x′y′z + x′yz′ + xy′z′ = (xy + xz + yz)′ ∧ z = 1 (7.5)


OUT1 = x′y′ = (x′y′)′′ = (x′′ + y′′)′ = (x + y)′ (7.6)

The OUT1 node can compute 2-input NOR.
Letting z=0 gives the Exclusive-NOR (XOR) / equivalence function on

the OUT2 node:

OUT2 = x′y′z′ + x′yz + xy′z + xyz′ ∧ z = 0 (7.7)


OUT2 = x′y′ + xy = x � y (7.8)

In the opposite case, letting one of the inputs be 1, gives the Exclusive-
OR (XOR) function:

OUT2 = x′y′z′ + x′yz + xy′z + xyz′ ∧ z = 1 (7.9)


OUT2 = x′y + xy′ = x ⊕ y (7.10)

One instance of a circuit like P1N3, P3N3, P1N5 or P5N5 can in ad-
dition to the CARRY’ function provide NAND2, or NOR2 or INVERT
functions. Then, if a similar element used as an inverter is added to the
output, the AND, or OR or Buffer functions might be realized as well. The
OUT2 node could provide the XOR or XNOR functionalities. This means
that all basic Digital logic gates, shown in [Mano84], p. 57 can be made
using 4 transistors at most.

Functionality can be changed in real time by applying voltages for se-
lecting functionality to the input(s).
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7.1.2 Simulation of a 4-transistor circuit able to generate
SUM’ and CARRY’

C

C

C

C C

C

C

C

S

X

Y

Z

P

X

Y

Z

P

Carry

1

1

1

1

1

1

1

1

C2

Figure 7.6: Schematic for 9-capacitor circuit able to compute SUM’ and
CARRY’ [AuBe01a].

The ability of the 4-transistor circuit to produce SUM’ and CARRY’ for
a FULL-ADDER is demonstrated by simulation in figure 7.7 [AuBe01a].
The SUM’ signal is 0 if, and only if, an odd number of inputs are 1. The
CARRY’ signal is 0 if, and only if, two or three inputs are 1. The same
simulation is done for two different types of the circuits. The 14 capacitor
version is the one shown in figure 7.2, while the 9 capacitor version is the
one in figure 7.6.
Using two P5N5 elements, or two P1N3 elements, is shown in figures 7.10
and 7.13, respectively, as integral parts of FULL-ADDERs.
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Figure 7.7: Simulation of SUM’ and CARRY’ function. The seven curves
represent from top to bottom, the voltages on X,Y,Z, S’(’SN’) and C’(’CN’)
for 14 and 9 capacitor [AuBe01a] circuits. The 14 capacitor version has
the best noise margins for both the S’ and C’ nodes.
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7.1.3 Area of a Boolean function generator using minimum
transistors

The picture in figure 7.8 is taken from the 84 pin chip sent for processing
in spring 2001. The area equals approximately 1600(µm)2, which could be
doubled for the complete FULL-ADDER function, for example.

49.5 um

32 um

Metal 2

Metal 1

0.6 um

Figure 7.8: Circuit for generating SUM’ and CARRY’, or other digital
functions. W/L=0.8µm/0.6µm.
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7.1.4 Discussion regarding FGUVMOS binary function gen-
eration

These circuit might be compared to the ”Soft-Hardware” circuits in [ShOh91],
[AnGo97a], [GoAv00].

no. of.
func./no.
tran.

Vdd[V] no. of tran-
sistors

problems reference

16/12 5 12 matching [ShOh91]
4/8 5 8 [GoAv00]
4/5 5 5 [AnGo97a]
6/2 ≤0.8 2 UV −progr. [AuBe01b]
1/2 ≤0.8 2 UV −progr. [AuBe01c]
10/4 ≤0.8 4 UV −progr. [AuBe01a]

Figure 7.9: Some numbers for ”multifunction binary circuits”.

The Soft Hardware circuit in [ShOh91] is able to represent 16 different
logic functions by just changing some control signals.

Functionality mentioned in [GoAv00] are the NAND2 and EXOR2
functions. If buffer and invert are added, the functionality count (figure
7.9) is increased.

In [AnGo97a] an output for CARRY, AND and OR is taken out from
a circuit resembling a differential pair.

The NAND2 and NOR2 circuits from [AuBe01c] were conceptually
viewed upon as having fixed functionality. CARRY’, NAND3, NAND2,
NOR3, NOR2 and INVERT functions are the background for the count
for the two-transistor P1N3 circuit in [AuBe01c], while [AuBe01a] has
the 6+4 functionalities of the 1st and 2nd stage, respectively. An ordinary
FULL-ADDER can also implement a wide range of Boolean functions in
addition to the SUM and CARRY functions. The reason why it is not
desired is that a standard implementation, like in figure 7.18, might use
close to 30 transistors, making it unattractive for implementing a function
like the inverter, since it uses only two MOSFETs in the standard approach.

A major obstacle for the use of neuron MOS transistors, in strong in-
version, in high precision circuits is the mismatch typically found between
devices, and 6 nm accuracy is required in the fabrication of the transistor
gate lengths, according to [RaFr99]. Mismatch represents a limit for FGU-
VMOS as well, but maybe to a lesser extent, due to the possibility to exploit
very steep subthreshold slopes. Another type of subthreshold circuits has
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been found to be more robust than their above threshold counterparts,
mainly because of the device subthreshold characteristics and exponential
relationships [SoRo99]. The topic should be further researched before con-
clusions may be drawn.

The circuit able to generate carry’ from [AuBe01b] reduces the tran-
sistor count for this function more than than 90%, from 22 to 2, compared
to the FGUVMOS full-adder in [BeWi99].

Multi-function basic building blocks [ShOh91], [ShOh93], [AuBe01b],
[AuBe01a] also seem to provide high functionality per transistor, due to the
fact that the transistors are used as something more than ”switches”, as in
traditional digital design. The circuits are real time reconfigurable, which
means that the functionality can be changed during operation without re-
programming the floating gates. The region of operation, combined with
low current levels, allows for ultra low-voltage/low-power usage.

7.2 8-transistor FULL-ADDERs

7.2.1 Implementation and layout of FULL-ADDERs
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Figure 7.10: Four P5N5 elements used for the FULL-ADDER function.

A FULL-ADDER using P5N5 elements with the 20.8µm/1.2 µm PMOS
and NMOS transistors and 25.54 fF drawn unity capacitances between in-
puts and floating gates has been implemented [AuBe02a], as seen in figure
7.10. The layout is depicted in 7.11.

Another 2-bit ripple-carry adder, using P5N5 elements was implemented
in the same AMS 0.6 CMOS process and sent for fabrication in summer
2001. An important point was to have it as a kind of backup in case
there should be something fundamentally wrong with the 84-pin chip sent
for processing in spring 2001. The netlist is not accessible, since the chip



7.2 8-transistor FULL-ADDERs 159

Figure 7.11: Layout with four circuits connected as a FULL-ADDER. All
W/L drawn are 1.2µm/1.2µm, and poly1-poly2 capacitors designed for 14.7
fF units.

contains various research circuits owned by the University of Oslo. The
layout is shown in figure 7.12.

A FULL-ADDER based on four P1N3 elements is shown in figure 7.13.



160 INVERTERS, ”P1NN” and ”PMNM” as building blocks

Figure 7.12: Layout for 2-bit ripple-carry adder containing eight universal
elements. All W/L=1.2µm/1.2µm.

X

Y

Z

P

X

Y

Z

CARRYSUM

Figure 7.13: Schematic for FULL-ADDER using P1N3 (figure 6.5) ele-
ments.



7.2 8-transistor FULL-ADDERs 161

7.2.2 Functionality and Power-Delay-Product simulations of
8-transistor FULL-ADDER

CARRY

SUM

Z

Y

Z

Figure 7.14: Simulation of FULL-ADDER from [AuBe01e].

The functionality of the 8-transistor FULL-ADDER in figure 7.10 was
demonstrated by simulation in figure 7.14, for a supply voltage of 200 mV
[AuBe01e].

Energy x Time is often considered to be the metric of choice for low-
power applications [SvMa00]. Some simulations regarding power consump-
tion and speed of the circuit have been done [AuBe01e], and the results
are shown in figure 7.15, for Vdd of 200 and 800 mV, and different equilib-
rium, Ibeq, currents. tr and tf are worst case delays for S1 (”SUM1”) rising
and falling, respectively. P was the average power [W] when the circuit is
operating at maximum frequency. ((tr + tf ) ∗ P )/2 was used for finding
”PDP” / ”Power-Delay-Product”. The results indicate that lowering the
threshold voltage betters the PDP numbers, which were roughly constant
for the Vdd=200 mV simulations.
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For ”EDP” the PDP values were multiplied with (tr + tf )/2. EDP numbers
were improved for increasing current levels. For 200 mV and 1 uA equilib-
rium currents the circuit no longer worked properly. Lowest PDP was 2.3
fJ, according to simulations in figure 7.15.

Vdd

[mV]
Ibeq[nA] tr[s] tf [s] Fmax

[Hz]
P[W] PDP

[pW]
EDP
[Ws]

200 1.0 4.1u 4.9u 111k 5.2e-
10

0.0023 1.05e-
20

200 10 0.5u 0.5u 1M 4.45e-
9

0.0022 1.1e-
21

200 100 73n 73n 6.8M 4.2e-8 0.0031 2.2e-
22

200 1000 - - - 7.3e-7 - -
800 1.0 2.2u 2.4u 217k 5.95e-

9
0.0137 3.14e-

20
800 10 346n 297n 1.01M 3.9e-8 0.0125 4.0e-

21
800 100 74n 53n 7.9M 2e-7 0.0127 8.1e-

22
800 1000 18n 13n 32M 9.6e-7 0.0149 2.3e-

22

Figure 7.15: Some simulation results for an 8-transistor FULL-ADDER
(1-bit adder) [AuBe01e].

The P1N3 based FULL-ADDER has been simulated in figure 7.16.
From the simulation it is apparent that the SUM signal went high if, and
only if, there were 1 or 3 high input signals. The CARRY signal went high
if, and only if, there were 2 or 3 high input signals.
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SUM

CARRY

X

Y

Z

Figure 7.16: Simulation for a P1N3 based FULL-ADDER.
W/L=20.8µm/1.2µm. Unit capacitances were 70 fF.
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7.2.3 FULL-ADDER discussion

PDP

In [ShBa99] two FULL-ADDER cells simulated from a netlist extracted
from layout, in a 0.6 µm CMOS technology, were compared. In [ShBa00]
25 different FULL-ADDER cells were simulated, based on netlists extracted
from layout, in a 0.35 µm CMOS technology. Power-Delay-Product (PDP)
was among the parameters that were compared for the different cells.

name no. of.
tran.

W·e-4 s·e-10 fWs reference

”worst”0.6 16 2.728 3.378 92 [ShBa99]
”best”0.6 20 2.220 2.688 60 [ShBa99]
”worst”0.35 22 6.363 4.571 290.5 [ShBa00]
”best”0.35 16 0.638 2.887 18.4 [ShBa00]
FA200 8 0.0000052 45000 2.3 [AuBe01d]
FA800 8 0.00031 4800 15 [AuBe01d]

Figure 7.17: Some simulation results for the FULL-ADDER (1-bit adder).

In figure 7.17 ”worst” and ”best” refer to PDP numbers. ” ”FA200” and
”FA800” are numbers for a FULL-ADDER implemented with four P5N5
elements and 200 mV and 800 mV supply voltages, respectively [AuBe01d].
Results indicate that lowering the effective threshold voltage betters the
PDP numbers, which are roughly constant for a given supply voltage, at
least for our 200 mV simulations (figure 7.15). The circuits from [ShBa99]
implemented in a 0.6 µm technology had from about 26 to 40 times higher
PDP numbers as the best FGUVMOS case with a Vdd of 200 mV, as can
be seen in the table (figure 7.17). A comparison of the 0.35 µm technology
gives factors 8 to 120 in favor of the FGUVMOS circuit.

The simulation results in figure 7.17 also indicate that the FGUVMOS
circuits ( [AuBe01d]) might be several orders of magnitude slower than the
others, but at the same time use several orders of magnitude less energy
per switching operation.

A paper [BrBr01] recently reported an inverter power-delay product of
less than 0.1 fJ/stage at 25 C, and Vdd=0.1 V, in a 180 nm CMOS tech-
nology. It was claimed that they believed that it was the lowest reported.
The 4-stage FULL-ADDER presented here has, according to simulation, a
PDP of 2.3 fJ, which means about 0.6 fJ/stage.

It has also been argued that subthreshold logic consumes less power
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than other known low-power circuits, including adiabatic logic [SoRo99],
[SoRo01].
Two subthreshold logic styles were compared to an adiabatic circuit, using
TSMC 0.35 µm process technology in [SoRo99]. Energy per switching was
from about 2 to 25 times better for an inverter and a 4-input NOR compared
to the adiabatic counterparts. The inverter in ”sub-CMOS” logic style used
1.1 fJ per switching. The four universal elements in the FULL-ADDERs
proposed here, put together, use about 2.3 fJ per switching, according to
simulations. If the simulations gave realistic resuls there is reason to be-
lieve that the FGUVMOS approach might provide comparable, or even
better performance, also since a 0.35 CMOS technology here is compared
to an older 0.6 CMOS technology. Due to scaling, every new process gen-
eration tends to use less energy per switching than the previous. If the
scaling factor is 0.7 between each generation [ITRS01], there is roughly
one technology generation between the two. With a simple scaling model,
energy per operation scales by 1/S [GuAb98]. Using this simple model
would give approximately 1.6 fJ per switching for the sub-CMOS inverter
if implemented in a 0.6 µm CMOS technology. A FULL-ADDER using
sub-CMOS might use several times this amount of energy per switching,
and probably more than the 2.3 fJ of the 8-transistor FGUVMOS FULL-
ADDER.
A better comparison could be to implement comparable circuitry in equal
technologies, extract netlists from layout, and do computer simulations for
comparisons, as in [ShBa00].

In [BeWi99] it was concluded that the optimum operating point is
”ultra-low supply voltage and large offset”, connected to arguments re-
garding Energy-Delay-Product (EDP). If a large offset is similar to the
larger current levels in figure 7.15, findings in [AuBe01d] support the
same conclusion.

Though the numbers might not be directly comparable, due to slightly
different simulations and technologies, as well as lack of accurate models
in subthreshold [LoHa99], the circuits seem promising from a low-power
point of view.

Comparisons with standard cell implementations in the AMS 0.6
CMOS technology - power dissipation when running at 1 MHz.

To try and give an indication of the low-power potential simulations on an
FGUVMOS FULL-ADDER have been compared to an implementation us-
ing AMS standard cells in the same technology, a frequently used approach
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Figure 7.18: Two different FULL-ADDER implementations.

[ShBa99]. Implementing the FULL-ADDER in [Mano84] p. 123 can be
used using 2 EXOR, 2 AND and an OR gate as in figure 7.18. The Stan-
dard cells for a complete ”FULL−ADDER1” would use approximately 11
µW/MHz, or 11 µW while running on 1 MHz, while ”FULL−ADDER2”
(figure 7.18) uses about 10 µW. Simulation presented in figure 7.15 indi-
cates 4.45 nW for the FGUVMOS FULL-ADDER with a supply voltage of
200 mV, or roughly 2500 times less. This seems to be in accordance with
[SoRo01] who claimed that several orders of magnitude less power could
be achieved by operating digital logic in subthreshold instead of the clas-
sical above threshold region, for a given operation frequency. One should
be aware that the highest switching speeds of digital circuits are generally
regarded as not attainable by subthreshold, or weak inversion, operation
today.
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description cell area [sq. mils] power
[µW/MHz]

2-input AND AND2 0.54 2.19
2-input XOR XO1 0.81 2.43
2-input OR OR2 0.54 2.09
2-input NAND NA2 0.41 1.62

Figure 7.19: Data for standard cells for the 0.6-Micron Standard Cell Data-
book [AMS97].

Complexity

# tran. # tran. logic
depth

logic
depth

# dif-
ferent
blocks

reference

CARRY ′ SUM ′ CARRY ′ SUM ′

22 16 5 4 6 [BeWi99]
2 4 1 2 2 [AuBe01a]
2 4 1 2 1 [AuBe01d]

Figure 7.20: Some comparisons between FGUVMOS FULL-ADDERs (1-
bit adder). (”#tran.”: number of transistors)

Many full-adders compute CARRY’ and SUM’ and then use two invert-
ers to provide CARRY and SUM.

Some figures regarding numbers of active and passive elements to pro-
duce CARRY’ and SUM’ for different FGUVMOS FULL-ADDERS are
presented in figure 7.20. for example the number of transistors involved
in producing CARRY’ is reduced from 22 to 2 from the implementation in
[BeWi99], compared to the two others mentioned. Similar numbers for the
SUM’ function show a reduction in transistor count from 16 to 4.

In figure 7.21 the number of transistors and capacitors are counted,
from figure 1.3.

The logic depths might be reduced from 5 to 1 for the CARRY’ func-
tion, and 4 to 2 for SUM’, according to figure 7.20. The signals thus
have a ”shorter” way to travel, which might lead to a potentially increased
operational speed of the circuit in [AuBe01d], compared to the one in
[BeWi99].

The FGUVMOS FULL-ADDER implementation using fewest capaci-
tances is the one based on P1N3 elements (figure 7.13), needing only 8
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circuit
ele-
ment

block
1

block
2

block
3

block
4

block
5

block
6

added

4·INV 2·XOR2 1·NOR2 1·
NAND2

1·GA X 1·GA Y

PMOS 4· 1 2·2 1·1 1·2 1·1 1·1 14
NMOS 4· 1 2·1 1·2 1·1 1·1 1·1 12
CAPp 4· 1 2·4 1·2 1·2 1·2 1·1 19
CAPn 4· 1 2·4 1·2 1·2 1·2 1·1 19

Figure 7.21: FGUVMOS FULL-ADDER from [BeWi99] - elements for
producing SUM’ and CARRY’. 26 transistors and 38 capacitors were used.
CAPp means capacitors between inputs and floating gates of PMOS tran-
sistors.

capacitors for SUM’ and CARRY’ compared to 38, a 79% reduction.

Fan-in

A characteristic that isolated is worse regarding the circuits proposed in
[AuBe01a] and [AuBe01d], compared to the one in [BeWi99] is that the two
first mentioned have an increased number of capacitively weighted inputs to
a single transistor compared to the FULL-ADDER in [BeWi99], which has
a maximum number of two. This is called ”fan-in”, and will be discussed
later. Increased ”fan-in”, or increased sizing of drawn capacitances, might
lead to a need for higher supply voltage, compared to a lower fan-in, for
circuits to function.

Area

The area of the first FULL-ADDER in figure 7.18 equals (at least) 3.24
(mils)2=2090 (µm)2 as computed from data in figure 7.19. This is about
2/3 of the area found by doubling the area of the layout in figure 7.8.
The area of the latter could be reduced by allowing far less area for the
inverter functions, though without having to double the area of the cell in
the photo. In addition the dummy capacitances could maybe be removed,
and area saved in other ways.
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Figure 7.22: D-LATCH.

7.3 D-Latch

The D-latch resembles the one in [Mano84], and is depicted in figure 7.22.
In this circuit the P5N5 universal element was used four times as a 2-input
NAND-gate, and once as an inverter [AuBe01e]. The input to the capac-
itors of twice the size of the others, ”Z”, was grounded. Two of the other
inputs are wired together under ordinary operation, for the circuits used as
2-input NAND. The universal element used as an inverter has all it’s inputs
wired together. A simulation trace is shown in figure 7.23. The character-
istic equation is Q(t+1)=D, and input D was sampled during occurence of
a clock pulse. A Vdd of 400 mV was used, which could have been lower.

The latch was made basically for two reasons: to make a FGUVMOS
static memory circuit, and to demonstrate an example of the reconfigurabil-
ity of the basic building blocks. In general static memory and basic digital
functions is sufficient for building finite state machines.

With a simple memory and logic elements, low-power field program-
mable gate arrays could may be a conceivable future goal, as proposed in
[Boho98].

A dynamic FGUVMOS D flip-flop was functional at a maximum clock
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Figure 7.23: D-LATCH simulation [AuBe01d].

frequency of more than 200 MHz in simulations in [BeWi99], indicating
some of the operational speed potential of FGUVMOS.
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7.4 Implementation of a 6-transistor 3-bit Analog-

to-Digital converter / Frequency synthesizer

7.4.1 Implementation and simulation of ADC3 / Frequency
Synthetisator

This analog-to-digital converter was made after inspiration from [RaFr01],
though it is different in many respects, such as region of operation, UV-
programmability and modularity. All three building blocks are exactly the
same. Only the external wiring differs for each block, as can be seen in
figure 7.25.

An implementation using ordinary CMOS devices and conventional de-
sign using 174 transistors were used as a comparison with neuron MOS
implementations in [KoSh92] and [RaFr01]. The 3-bit ADC in [KoSh92]
used 16 transistors.

The 18 and 6 transistor versions in [RaFr01] need threshold voltage
adjustment of transistors or calibration techniques in addition to the signal
processing circuitry. The first design here was made to illustrate how the
universal element ”P7N7” could be used to reduce the total number of
devices for implementing a certain function.

From figure 7.24 it can be seen that the circuit might be used for direct
frequency synthesis as well. The frequency of the input voltage, V(A), is
multiplied once at the first node, V(BIT1), two times at V(BIT2) and four
times at V(BIT3).
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Figure 7.24: The uppermost signal growing approximately from Vss to Vdd

is analog-to-digital converted with 3 bit resolution.
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In1
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In5
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In7

Cp1
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Cp4
Cp5
Cp6
Cp7

Cn1
Cn2
Cn3
Cn4
Cn5

Cn6

Cn7
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FGP

Figure 7.25: ”P7N7” element on top. Below is a 3-bit ADC made from
connecting three P7N7 elements. The drawn capacitances in the P7N7
element were all 24.5 fF. W/L for PMOS and NMOS were 20.8µm/1.2µm.



174 INVERTERS, ”P1NN” and ”PMNM” as building blocks

7.4.2 ADC / frequency synthesizer discussion

The circuit could probably get better due to improvement of the basic
building block, P7N7, as well as the introduction of buffers between the
stages. It is primarily an example on how the number of active elements
might be reduced using floating-gate techniques, and that the reconfigurable
circuits are not restricted to plain digital use only.
Another 3-bit ADC is being published in [BeNa02b]. It is not as modular
as this one.
In the AMS 0.6 process this might be a problem if the capacitances at one
and the same input get to be too many and too big, since there are upper
bounds regarding the construction of large poly 1 layers. This has to do
with chemical and thermal aspects during processing, charging up floating-
layers which might be destroyed by accumulated charge [Gjer02]. During
the layout of one of the chips for this work a design rule was broken in
the initial design, and the layout had to be adjusted. If matching among
capacitances is not too important, using dummy capacitances might not
be necessary, freeing layout area for other drawn capacitances. There may
be possibilities to get around the problem, or simply using another process
were such a practical limit is not reached too fast.
This design constraint in the AMS process is a general problem that might
limit the freedom of the designer for any FGUVMOS circuit needing too
much ”passive” vs ”active” gate poly. Both ADCs mentioned here might
get their functionality and/or performance restricted by this.
From figure 7.24 it is apparent that the low voltage gain of the P7N7
element can hinder the ADC from producing a proper digital output. The
gain could be increased in similar ways as described for the inverter, or
relatively high gain inverters could be placed between the stages, increasing
the number of transistors to 16, which is still very few compared to most
traditional implementations.
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7.5 Inverter-only based logic

The simulation in figure 7.26 is produced by taking the 3 P7N7 blocks from
the 3-bit ADC and letting all three outputs drive the same output node
while inputs V(X), V(Y), V(Z) are given to inverter 1,2 and 3 respectively.
Allowing several outputs connected together have been verified done in
[BeWi99] and [Bahr01]. Here the 3-input NOR function was simulated.

30-Mar-2002
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File : INVLOG_sweep.MtmV04T2710nA.cou

0 8e-31 72 63 54
s

0.00

0.45

0.05

0.40

0.10

0.35

0.15

0.30

0.20

0.25

V V(X)

0 8e-31 72 63 54
s

0.00

0.45

0.05

0.40

0.10

0.35

0.15

0.30

0.20

0.25

V V(Y)

0 8e-31 72 63 54
s

0.00

0.45

0.05

0.40

0.10

0.35

0.15

0.30

0.20

0.25

V V(Z)

0 8e-31 72 63 54
s

-0.05

0.25

0.00

0.20

0.05

0.15

0.10

V V(OUT)

X

Y

Z

OUT

Figure 7.26: Inverter-only logic. When one or more of the inputs go high,
the output goes low. (V(X)=Vdd means the same as X=”1”.)

When there are few inputs, like for the inverter, design rules allow for
larger capacitances between one input and floating gate(s) than if there are
several inputs. This in turn, may allow for an increased voltage gain of the
single 2-MOSFET building block, which in many cases is important.
Another threshold gate composed of inverters was found in [BuTh01]. In
that case an extra inverter was used to restore full output swing.
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7.6 Theoretical lower voltage bound and voltage

gain.

A minimum value of Vdd needed to obtain a certain maximum voltage gain,
of absolute value Gmax, can be written [Sven97]:

Vdd = 2 · kT/q · ln(1 + n · Gmax) (7.11)

This is in agreement with [ScPi96]. If considering room temperature, kT/q
= 25.8 mV. When the number of inputs to a floating gate grows, the possible
change of voltage on the floating gate, due to a change in the input voltage
of an individual input, decreases. m binary inputs to a floating gate give
m + 1 possible states, or steady-state voltage levels, on that floating gate.

Figure 7.27 shows the Vdd needed for a certain voltage gain absolute
value, G as a function of the number of capacitively coupled inputs, m, to
the floating gate in ideal and unrealistic cases. Here equally capacitively
weighted inputs to the floating gates is an assumption, an equal number of
capacitively weighted inputs to both the PMOS and the NMOS transistors
is also an assumption. The slope factor is the unrealistic n = 1/κ=1.0.

y = 2m · 25.8 · ln(1 + n · |G|) (7.12)

Other limitations not taken into account in this equation are, as has
been seen, that the capacitors between inputs and floating gates allow less
than 100% of the input signals through to the floating gates. The parasitic
capacitances between the floating gates and drains limits the voltage gain.

An analog inverter (figure 2.21) has a maximum voltage gain of -1,
based on equal capacitances between the input and the floating gates and
the drain and the floating gates. From [BeAu01e] the analog inverter has a
maximum voltage gain equal to -1/M, where M=Cr/Cn. If the capacitances
between the input and the floating gates are Cn=75 fF, while Cr=7.5 fF,
the maximum voltage gain would never exceed -75/7.5=-10.

The parasitic capacitance between gate and drain also works against
the desired change of voltage level at the floating gate, especially in the
region with the highest voltage gain. When, for example, the input volt-
age increases from Vss towards Vdd, the voltages on the floating gates will
increase. When the input voltage passes Vdd/2, the output voltage shifts
from Vdd/2 towards Vss. At the same time the output voltage is coupled to
the floating gates via the capacitances between floating gates and drain /
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Figure 7.27: Minimum theoretical power supply voltage at room tempera-
ture, as a function of the absolute value of the voltage gain, as a function
of fan-in.

output. This feedback mechanism reduces the maximum voltage gain. In
this way the floating gate gets a capacitively weighted unwanted feedback
from the output. Unfortunately the voltage change on the floating gate due
to a transition on the output voltage impairs the voltage gain increasingly
with an increasing number of capacitively weighted input signals.

Even if figure 7.27 is too optimistic for practical implementations , it
can provide some useful information, together with the above equation.

It gives some estimates about the lower bounds for CMOS technology,
as can be shown with a few examples, and compared to some examples in
the literature:

To maintain a gain of -1 at room temperature, using an inverter, m = 1
and an ideal slope factor, the minimum Vdd is 2 · 1 · 25.8 · ln(1 + 1 · 1) [mV]
= 35.8 mV. In the ideal case this is sufficient for running a ring oscillator
[ScPi96]. The lowest operable voltage for n = 1 according to [BrBr01] is
52 mV at room temperature. Assuming a voltage gain of 10, and an n of
1.5, [Sven97] decided that Vdd=140 mV was a ”reasonably good estimate
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of the lower bound for CMOS technology”.
The more realistic n=1.5, for CMOS, gives a minimum Vdd of 47 mV

under otherwise identical assumptions.
The P5N5 element would, at room temperature and n=1.5, need at least

a Vdd of 2 · 5 · 25.8 · ln(1 + 1.5 · 1) [mV] = 236.4 mV under these optimistic
assumptions. Even for a relatively high input voltage the best voltage gain
assuming Cn=122 fF and Cr=7.5 fF would be about 16. Since there are 5
inputs of 25.5 fF each, the maximum gain might be reduced to -25.5 / 7.5
= -3.4. If only 50% of the input voltage swing gets through to the floating
gate, the voltage gain could be expected to be divided by two, reducing it
to -1.7. The measurements for the P5N5 circuit showed a voltage gain of
about -1, but then there were some problems with the measurement setup,
potentially reducing the effective Vdd.

If a P15N15 element were to be built, in an attempt to make a 4-bit
ADC, using n=1.5, m=15 and for whatever reason each element having a
voltage gain of at least 4; could it operate with a Vdd of 0.8 V even with
zero capacitances between gates and drains ?

Then 2 · 15 · 25.8 · ln(1 + 1.5 · 4) [mV] = 1506 [mV]. The answer is no.
If gain were reduced to -1, 709 mV would suffice, according to the same
sort of calculation. Then we have the Cgd and the restrictions regarding
maximum size of the capacitances. To make such a circuit work in practice,
under these conditions, one may need a new technology.

These simple models are not accurate, but such calculations may be
used to get at least some idea about realism regarding performance for the
circuits.
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7.7 Implementing linear threshold functions

7.7.1 Linear threshold elements and neural networks

Circuits such as P1N3 and P5N5, proposed in this dissertation, are lin-
ear threshold elements [AuBe02a]. Linear threshold elements are basic
processing units in neural networks [SiBr90], which are human attempts
to imitate the computational power of networks of biological neurons.
Despite the power of digital computers they are not clever enough in the
sense of a biological processing like seeing an object in the visual field,
recognizing what it is, and taking proper action in real time. For biological
systems, including humans, in general those are generally effortless tasks
[Shib00]. Such tasks are extremely difficult even for state-of-the-art com-
puters. The performance gap could never be narrowed by just increasing
the clock frequencies of MPU’s, integration densities of memories and fur-
ther sophistication of software programs, is an opinion of [Shib00].
The human cerebral cortex is estimated to consist of about 10 billion, rel-
atively slow neurons, higly interconnected and operating in a massively
paralell way [Hamm00]. Since a fundamental purpose of neurons is to
integrate information from other neurons, the number of inputs received
by each neuron is an especially important determinant of neuronal func-
tion. In the human nervous system the number of inputs received by each
nerve cell ranges from 1 to about 100 000 [PuAu97]. It has been said
[Mead89] that regarding implementation of silicon neural systems we are
limited by the paucity of our understanding, especially when it comes to
the organizing principles. Struggles with digital computers have taught us
much about how neural computation is not done, partly because a large
proportion of neural computation is done in an analog rather than a digital
manner [Mead89].
The classic model of a neuron is a linear threshold device, which computes
a linear combination of the inputs, compares the value with a threshold,
and outputs +1 or (-1) if the value is larger than the threshold [SiBr90].
Real neurons are found in the biological nervous systems, including the
human brain. Human brains are by far superior to computers in solving
hard problems such as combinatorial optimization and image and speech
processing, although their basic building blocks are several orders of mag-
nitude slower, which have boosted interest in the field of artificial neural
networks [Boho98], [Hamm00].
While neural networks have found wide application in many areas, the
limitations and behavior of such networks are far from being understood
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[SiBr93].

7.7.2 Mathematical definition of the FGUVMOS linear thresh-
old gates

Using equations from [CeAl00] and interchanging the output values gives
the following relations for operation of the proposed threshold gates:

Y = 0if
n∑

i=1

WiXi ≥ T (7.13)

Y = 1if
n∑

i=1

WiXi ≤ T (7.14)

Xi ∈ 0, 1, i = 1, ..., n are the binary input variables and Y ∈ 0, 1 is
the Boolean function realized by the threshold gate. Wi is the weight
corresponding to the ith input variable Xi. T represents the gate threshold
and is generally a real number satisfying

0 ≤ T ≤ if

n∑

i=1

Wi (7.15)

7.7.3 Circuit complexity and costs of linear threshold gates

Assuming that each threshold gate can be built at a cost comparable to
that of traditional AND, OR, NOT (”AON”) logic, neural networks can
be much more powerful than traditional logic circuits [SiBr90], [SiBr93].
According to [BuTh01], threshold logic reduces the amount of intercon-
nect, but uses more complex basic elements. They show a circuit using a
two-phase clocking scheme and 25 transistors. Since FGUVMOS gives the
opportunity to enhance functionality per transistor, such a view might be
revalued.

Boolean functions that can be realized by neurons are called linear
threshold functions, and a network of neurons can implement any Boolean
function [SiBr90].

In CMOS the production costs of a chip has a strong dependency on the
chip area. Since the area of basic linear threshold elements, like P5N5 and
P1N3, are in the same order as normal gates, the costs might be comparable.
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Figure 7.28: Number of gates necessary to implement certain functions, as
a function of number of bits, n

For some functions, like XOR, the number of elements in a traditional
AON circuit will grow exponentially with the number of bits in the input,
while when implemented using linear threshold elements the number of
gates are linear in the number of input bits [Boho98]. Generally, a depth-
2, AON circuit computing XOR of n bits requires at least 2n−1 + 1 gates.
A Linear Threshold circuit needs only n+1 gates. Figure 7.28 illustrates
these relationships for n=1, · · · , 7.

SUM equals the 3-input XOR function. According to [Boho98], using
linear threshold logic one should need 3+1 gates for this function. Decom-
posing the 8-bit FULL-ADDER from [AuBe01d] gives 3 gates only, one
less than predicted in [Boho98].

Another example of potential use of threshold logic [SiBr90] is: Whereas
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any logic circuit of polynomial size (in n) that computes the product of two
n-bit numbers requires unbounded delay, such computations can be done in
a neural network with ”constant” delay. The product of two n-bit numbers
and sorting of n n-bit numbers can be computed by a polynomial-size neural
network using only 4 and 5 unit delays, respectively. Unit delay is equal to
a ”depth” of one for an artificial neural network [SiBr93].

Symmetric Boolean functions depend only on the sum of input values,
and since the parity function is symmetric it can be computed in two layers
of a neural network whereas it takes unbounded delay to compute parity
in a logic circuit [SiBr90].

For many years the topic of linear threshold logic has been approached
in two different ways: theory on computational circuit complexity on one
hand, and hardware implementation on the other. There has been very
little interaction between the two approaches, as was stated in [Boho98].

7.7.4 A new type of threshold gate

It has been said in [CeAl00] that there are two types of threshold gates,
which are neuron-MOS and Capacitive Threshold-Logic Gates (CTL) meth-
ods. The FGUVMOS elements should therefore represent something dif-
ferent in this field. Neuron-MOS [ShOh95], [ShOh93] has been operating
in the classic above threshold regime. Neuron-MOS is utilized in VLSI
systems inspired by a psychological brain model, where the ”core of the
intelligent data processing is directly carried out in the VLSI hardware”,
according to [Shib00].

7.7.5 The pFET synapse transistor - for neural networks in
hardware, or systems-on-a chip.

Research on ”synapse transistors” have been going on for several years
[DiMa95], [DiHs02]. Such a structure is shown in figure 7.29. Fowler-
Nordheim tunneling is used to remove electrons from the floating gate of
the ”pFET synapse”, and impact-ionized hot-electron injection for adding
electrons to the floating gate [DiHs02].

Contemporary implementations of neural networks and machine-learning
algorithms are almost entirely software based. If hardware versions could be
built, there are prospects for huge performance gains [DiHs02]. Synapses
and neurons in brains encode and process information using electrical and
chemical signalling very effectively, under tight power and supply voltage
constraints. The synapses and neurons are poorly matched accross nerve
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Figure 7.29: Circuit symbol for pFET synapse transistor [HsFi02].

tissue, and degrade over life. There are also no common supply voltages or
common ground levels [DiHs02]. Local adaption to tune performance of
neural circuits is believed to be the key component of intelligent behavior
and efficiency of biological organisms [DiHs02]. The local adaptivity of
the pFET synapses are believed to be a step towards building better bio-
logically inspired adaptive systems than available today. It is also said in
[DiHs02] that: ”The circuits we have built to date are small and simple,
primarely because they represent our baby steps in exploring a new tech-
nology. As we and others learn how to use local adaption effectively, the
circuits we build will mature. Our confidence in this technology is rooted
not in what we have built to date, but rather in the existence proof pro-
vided by neurobiology. ... We are merely copying nature.”
Neural Networks are not the only arena for the pFET synapses. Technol-
ogy scaling increases density and speed of digital CMOS, but provides poor
transistor matching and absence of high-valued resistors, high-Q inductors
or linear capacitors especially problematic for the analog parts of mixed-
signal systems [DiHs02].
In system-on-chip applications, implemented in digital CMOS, the synapse
transistors are used for performance tuning of circuitry during normal op-
eration. Example include a digital-to-analog converter with 6-bit intrinsic
accuracy that trims electrically to 14 bits [DiHs02]. They have also been
used to store direct currents and voltages, match multiple current sources,
set operating points for capacitive-feedback operational amplifiers, balance
mixers and store nonvolatile memories [DiHs02]. Analog circuits can be
trimmed to 16-bit accuracy by adjusting the floating gate charge [DiHs02].
A company based on the ideas of ”self-adaptive-silicon” and floating gate
transistors is the Seattle-based Impinj [Impi02].
Synapse transistors have technological and reliability issues similar to other
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non-volatile memory technologies, of which the most critical are tunneling-
and injection induced damage to the gate oxide, and charge leakage off the
floating gate [DiHs02]. Oxide damage has not been an issue according to
[DiHs02], though it do limit the number of read/write cycles. Scaling gate
oxides to less than 7 nm causes the floating gate to leak, a problem that
can be avoided by using thicker oxide, available in most dual gate-oxide
processes [DiHs02]. This might be a little bit more conservative estimate
than the 5 nm given in [Gjer02], [HaslXY]. It is said in [HaslXY] that
”very good floating gates can be made in the near future, and that classic
theory holds reasonably well down to L=100 nm”, approximately the tech-
nology planned for year 2006.

7.7.6 FGUVMOS linear threshold elements

If we can use analog devices to build threshold gates with a cost that is
comparable to that of AND, OR logic gates, we can compute many basic
functions much faster than using traditional circuits [SiBr90]. The area
of FGUVMOS threshold gates can probably be said to be comparable to
traditional circuits, since it does not differ by orders of magnitude for basic
circuitry. The delay for a basic FGUVMOS linear threshold gate can be
several orders of magnitude higher than traditional logic. In comparison,
the typical switching time for biological neurons is on the order of a few
milliseconds [Hamm00]. There are also added costs for UV-programming,
even if the complexity of FGUVMOS circuits can grow from the few tran-
sistors proven in silicon of today.
There are more or less powerful threshold elements. How elements in FGU-
VMOS technology fit in has not been among important considerations in
this work, but could be researched further.
Only late in this work it was noticed that there could be a natural link
between the hardware implementations of circuitry that were perceived
mainly from a digital point of view, like in [AuBe01d], [AuBe01e], and
implementations of synthetic neural networks.
Since ”neuron MOS” threshold elements are used as integral elements of
biologically inspired VLSI circuits [Shib00], [ShYa01], FGUVMOS linear
threshold elements might also be used in this context, if larger systems are
to be proven in silicon. Exponential voltage-current relationships in FGU-
VMOS circuitry are common with building blocks of pioneering biologically
inspired systems in [Mead89]. The low-power operation of FGUVMOS is
probably closer to its biological ideal as well.
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On the other hand the maximum size of the circuitry proven in silicon in
this thesis consists of 2 transistors. If that number could be doubled every
18 months, one still has about 30·18 months, or between 50 and 60 years of
development to catch up with the number of neurons in the human brain,
for example.
The synapse transistor in figure 7.29 differs from FGUVMOS transistors
since it rely on other mechanisms to add and subtract charge on the floating
gate, and that adjustments of floating gate charge can go on under normal
operation. The FGUVMOS transistors are not programmed during normal
operation, but once prior to a longer time of operation, though they can be
reprogrammed. The synapse transistors get their current level, for a given
control gate input, adjusted in real time from a change of the floating gate
charge. The current level of some of the circuits presented in this work
could be adjusted by changing the voltage on one or several of the inputs,
under normal use, but after an UV-programming.
A question that pops up is to which extent FGUVMOS transistors could
switch places with synapse transistors in CMOS circuitry. In such a context
the performance of FGUVMOS viewed with ”digital eyes” only might be
insufficient or even wrong, mainly because the brain uses principles differ-
ent from digital logic. When that is said, one might also add that the brain
probably also use principles very far from what can be mimicked by linear
threshold elements. Support for such a view might be found in for example
[Koch97] and [DiHs02].



186 INVERTERS, ”P1NN” and ”PMNM” as building blocks

7.8 Possibilities regarding simultaneous UV- pro-

gramming of different circuit structures

7.8.1 Problems connected to programming different basic
circuit structures on the same die

There are probably several good reasons for keeping structures as regular
as possible. It improves matching of components and could probably ease
the UV-programming.

One of the good properties one hopes to utilize from UV-programming
is being able to share programming lines between circuitry on a chip, or
even a wafer, with virtually no additional programming circuitry [LaWi96],
[BeWi98], as opposed to most existing floating-gate techniques [LaWi96].

If there is to be a minimum area overhead using the FGUVMOS tech-
nique, all circuits should share common programming lines / rails. If that is
not possible, the number of programming lines and additional pads or pro-
gramming circuitry should be kept to a minimum, since they both increase
the costs and complicate programming and testing, and make circuits more
difficult to use.

Several attempts have been made lately to UV-program different FGU-
VMOS building blocks on the same die. This is not easy, as will be argued.

Figure 7.31 shows measured equilibrium currents as a function of one
of the programming voltages, and is approximate numbers taken from in
[Gund00] p. 22. This data showed the impossibility of reaching the same
equilibrium current for the same programming voltage for three different,
widely used, basic FGUVMOS circuit structures. If these three circuits had
the same programming voltages, it would have been impossible to make
them work in concert, at least in the nA to µA range.

Support for this wiew might be found in [Bahr01] p. 29 where it is
expressed that it has been difficult to achieve low output currents when
programming circuits consisting of more than one element. Several types
of elements were considered, not several instances of the same circuitry.

In the conclusion of the same thesis [Bahr01] it was stated that: ”For
testing purposes it could be wise to implement the whole circuits , sepa-
rated subcircuits and even single transistors. So far our experience shows
that there are some problems with programming the circuit as a whole.
Particularly if we want to achieve an equilibrium current in order to attend
weak inversion behavior. Different subcircuits, in our case demand different
programming voltages.”

In [Loms02] it is stated this way ”Another thing worth noticing, and



7.8 Simultaneous UV- programming of different circuit structures 187

1.5 2 2.5 3 3.5 4 4.5
10

−9

10
−8

10
−7

10
−6

programming voltage, V+, [V]

m
ea

su
re

d 
eq

ui
lib

riu
m

 c
ur

re
nt

 [A
]

inverter
analog inverter 1
analog inverter 2

Figure 7.30: Measured equilibrium currents for different programming volt-
ages for 3 different FGUVMOS circuits [Gund00].

so far considered a problem, is that small differences in layout may cause
different switching point, and decades of differences in current levels. This
makes it hard to program multilevel circuits not only using identical build-
ing blocks”.

Attempts have also been made to use the sizing and shaping of the UV-
holes to program different effective threshold voltages seen from driving
nodes [Dani01]. In this way different UV-activated conductances, exam-
plified in figure 7.31 have been made, with different stored charges on the
floating gates as a result. It was concluded [Dani01] that correlations be-
tween the UV-hole sizing and the current levels of the different transistors
were not easy to find. Especially the PMOS transistors were difficult to
program, which has been pointed out earlier [BeLa99a].

The exponential relationships in the actual area of operation of the
transistors might make such an attempt especially difficult. There are also
inherent production spread and matching problems.
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The rules for this process do not allow UV-holes of lesser size than 15
µm x 15 µm, and there might be a danger that the UV-hole is getting partly
closed at the repeated deposits of the passivation layer [Flat01]. If a better
process were used, and more research were done, it might be possible to
control threshold voltages satisfactorily. Some spread in process parameters
may also affect the programming time [Flat01]. It is mentioned [Flat01]
that in spite the fact that the layout of almost similar ring-transistors for
two different chips from [Dani01] and [Flat01], the programming time
of circuitry on the former was up to 4 hours, while 15 to 20 minutes was
enough for the latter. A hypothesis was that the UV-holes were partially
”cladded” for the chips in [Dani01]. If that is true it could be impossible to
control effective threshold voltages by the shaping and sizing of UV-holes,
unless they can be under better control while being fabricated.

In [LaWi96] a different UV-programming procedure was used, and an
Orbit process without nitride in the passivation. (The ”FGUVMOS” pro-
cedure appeared in [BeLa97b]) For FGUVMOS circuits reported to our
knowledge, the AMS 0.8 and 0.6 µm CMOS processes have been used.
These are standard double-poly CMOS processes. A viewpoint in [Flat01]
was that if the FGUVMOS principle should be used commercially, some
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deal with a producer of integrated circuits should be done to improve qual-
ity.

7.8.2 Possibilities towards programming different basic cir-
cuit structures on the same die

To improve matching and hopefully to increase chances to be able to make
more complicated FGUVMOS circuitry than reported until now, an ap-
proach using as few different FGUVMOS basic building blocks as possible
has been suggested [AuBe01d], [AuBe01e].

Another nice property using this attempt is that the functionality per
transistor increases a lot compared to the method used for the FULL-
ADDER in [BeWi99], for example. The number of transistors to produce
the inverted CARRY gets reduced from 22 to 2 [AuBe01a], and the number
of capacitors from 30 to 4 (or 6). This saves complexity and area of circuitry.
On the downside there are decreased noise margins following from an in-
crease in the number of capacitive inputs to the floating gates [BeWi97],
for the circuits reported in [AuBe01d], [AuBe01e] and [AuBe02a], which
is treated elsewhere in this work. To compensate for the increased number
of inputs to the floating gates the Vdd level or the drawn capacitances be-
tween inputs and floating gates can be increased.
If the price of an increased number of capacitively inputs can not be paid,
there might be other possibilities. One is to build the entire circuitry from
gates with a maximum of two inputs to a floating- gate only, for example
using the P1N2 element. This comes to the costs of added chip area, but
the matching properties should be relatively good due to the repetition of
the same block over larger portions of the chip.

An approach using a maximum of one capacitively coupled input to a
floating gate is to use the proposed inverter-only logic.

To improve matching, save chip area, ease programming and hopefully
to be able to build more complicated FGUVMOS circuitry, it is probably
a good thing to use as few different modules as possible, at least until
someone finds a better solution.

Measurements for 12 inverters in series, sharing Vdd, Vss, and sub-
strate potentials

The FGUVMOS elements mentioned here can all be configured to become
an inverter. Measurements and simulations from using the P5N5 and P1N3
elements as inverters were shown in figures 2.14 and 6.9, respectively. The
P5N5 circuits used in the full-adders and the P7N7 circuit, for example,
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Figure 7.32: Measured switching points for 12 inverters programmed with
common rail-, well- and substrate potentials [Gund00].

used for the 3-bit ADC uses exactly the same block repeatedly, with only
interconnects differing. A hypothesis is that programming elements like
the P5N5 in series should be practically similar to programming a row of
standard FGUVMOS inverters in series, which has been done successfully.

In [Gund00] twelve identical inverters were coupled in series, with all
drawn capacitors being 18.4 fF and W/L=10µm/0.6µm, and programmed
using common programming voltages on all rails and wells. The outputs
were afterwards measured at the switching point for inverters number 3,
9 and 12 in the chain. Inverter number 3 was used as a reference. The
offsets between this reference point and the voltages on outputs of number
9 and 12 were less than 10 mV. Programming identical inverters saves
chip area, and is probably far simpler than programming several different
building blocks at a time. Our elements should resemble this type of inverter
chain, while being UV-programmed, if coupled in series. We hope they can
make programming of digital circuits easier than previous approaches, and
help us come able to build more complex systems using UV-programming,
and save chip area at the same time. To try and program circuits other
than the inverters, coupled in series while using common wires for rails
and substrates could be very interesting, in search for proofs for the new
concept.



Chapter 8

Conclusions

8.1 Major Contributions

One contribution to UV-programmable floating-gate (FGUVMOS) circuits
is a new class of CMOS circuit building blocks that are real time recon-
figurable. This means that the Boolean function can be changed during
normal operation, without doing a new UV-programming, but by apply-
ing certain voltages on one or more inputs chosen to be used as control
inputs instead of handling signals. It has been demonstrated theoretically,
by computer simulations and implementations in a standard CMOS tech-
nology, that a FGUVMOS circuit containing 2 transistors, working in weak
and moderate inversion, can compute the CARRY’, NAND, NOR and IN-
VERT (”NOT”) functions.

Earlier FGUVMOS approaches have used dedicated circuitry for each
basic function, such as NAND, NOR and INVERT, and built more com-
plicated functions, like the inverted CARRY for binary addition, by wiring
together several such building blocks. The new approach presented is pos-
sible by taking advantage of the amplifying characteristics of the MOSFET
transistor and using the transistors as something else than the switching
function they perform in traditional digital logic circuits. This makes it
possible to create some circuit structures using significantly fewer active
components than most known. By operating the circuits outside the clas-
sical regime of operation of the MOSFET transistor, this can lead to very
low power consumption compared to most known CMOS circuitry.

A second contribution is the idea of using as few different basic building
blocks as possible for implementing FGUVMOS circuitry. This improves
the matching of components. Relative matching of CMOS components is
far better than absolute matching. This means that if one tries to make
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two identical components like capacitors of 100 fF each, the chances are
relatively good they would become up to +/- 20 % away from the desired
value. The nice thing about it is that statistically both would get very
similar values, for example 91.3 and 91.8 fF, a quality which can be utilized
by designers. The matching properties have consequences for every compo-
nent on a CMOS chip or wafer. In weak inversion important parameters are
exponentially dependent on parameters like temperature. Matching should
probably be as good as possible. Here is how the new circuits come in. By
using the same basic circuit extensively, with only external metal wiring dif-
fering, the inherent matching properties should be the best attainable for
a given technology if handled with care. This should increase possibilities
of making working circuitry.

UV-programming of circuitry consisting of several different building
blocks at gate or basic circuit level has proven to be very difficult. It is
often not possible to make circuitry consisting of several basic different
building blocks work as intended if common programming voltages on rails
and substrates are to be used. When this is impossible, separate program-
ming voltages on rails and wells are needed for each basic building block.
It complicates things, and increases the amount of circuitry on chip, as well
as I/O cells and laboratory instrumentation. Things simply get far more
complicated. Measurements for identically drawn inverters with a logical
depth of twelve is believed to be promising for the new approach using simi-
lar basic building blocks only. This approach hopefully makes it possible to
make larger FGUVMOS circuits than previously and prove them in silicon.
Such an approach might be used using any of the P1N2, P1N3, P3N3 or
P5N5 circuits.

8.2 Secondary results

Various PMOS and NMOS transistor building blocks were demonstrated
by implementation in silicon as well as measurements on the laboratory.
Based on theory, methods to improve important parameters such as output
resistance and transconductance are suggested. The layout is important,
including Width and Length for transistors and especially the sizing of the
drawn capacitances between inputs and floating-gates. Regarding opera-
tional speed there seems to be an optimum value of the drawn capacitances.
The voltage gain is also strongly dependent on the sizing of capacitances.

Different threshold logic building blocks like P1N3 and P5N5 were ex-
plored theoretically, by circuit simulations and laboratory measurements.
Functionality as well as ultra-low voltage / low-power potential are studied.
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Measurements demonstrated an inverter working down to a supply voltage
of 93 mV. Measurements demonstrated reprogrammability and reconfigura-
bility of proposed circuit elements.

Comparisons with the FULL-ADDER function using standard cells in
the same technology running at 1 MHz indicates that the standard cells
used 2500 times as much energy per switching as an 8-transistor FULL-
ADDER implementation suggested.

On circuit level, an 8-transistor FULL-ADDER and 6-transistor 3-bit
analog-to-digital converter were used as examples of how the number of
active devices might be cut from 28 and 174 respectively, compared to
standard CMOS implementations.

A memory cell was shown, in form of a D-latch, using a universal el-
ement. Having memory and combinatorial logic enable Finite State Ma-
chines, in theory.

New circuits suggested form a new class of threshold logic circuits, which
can be used both for implementing digital logic and as parts of neural
networks.

8.3 Further Work

The work has created a lot of new questions. On the fundamental technol-
ogy and device level there is probably a lot to be done. More verification
of circuit concepts presented herein should be done by measurements, and
circuitry could be improved along suggested guidelines and in other ways.

Maybe backbiasing, as in [SvMa00], could be combined with multiple-
input linear threshold elements using only UV-erase, to avoid the ”exotic”
UV-programming. Or an element like P1N3 could be used with the input
to the PMOS adjusted at certain intervals [YtAu02] to adjust for changes
in temperature or supply voltage to be able to keep up regular operation
of circuity. Such approaches may reduce risks of the FGUVMOS approach,
while enabling utilization of the ultra low-power potential of the technol-
ogy and the increased functionality per transistor compared to traditional
digital approaches.
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208 Measurement setup details

Instruments from the laboratory are listed in figure A.1. They have
are numbered from 1 to more than 20, and has a laboratory number in
addition. For an example the instruments number 2 and 3 thus has the
numbers 28w and 28y associated as well. Some instruments had the same
number, but different colors on the labels denoting the actual number.
”28w” means laboratory number 28 and a white label, while ”28y” has got
a yellow label.

The numbering 1,2,3,...,20,... is used in figure A.2, which shows which
instruments were used for measuring different types of circuitry. A ”1” in
the corresponding column indicates that an instrument were used in the
actual test setup, while a ”0” indicates that it were not used. An ”X”
indicates that an instrument of the actual type were used, and that it
might have been that one. ”P1NM” indicates measurements on circuits
with one capacitively coupled input to the PMOS, while there could be
several to the NMOS. ”PMNM” indicates measurements on circuits with
an equal number of capacitively coupled input signals to PMOS and NMOS
transistors.

The main difference between ”PMNM” and ”P1NM” measurements
were that the Keithley 617 for measuring the current through the circuit
was not included in the latter case. Temperature less than 5 cm from the
chip while doing ”PMNM” and ”P1NM” measurements was usually around
25-26 degrees Celsius.

For the padring 3 different types of I/O-cells were used. ”Power-pads”,
PPA1P and PPA2P were used once each. Standard I/O-pads with 2-300
Ohms series resistance and ESD protection were used elsewhere, except for
connections to drawn poly1-poly2 capacitances which had one side directly
connected to the floating-gate. As examples, x1, y1, z1 in figure A.3 can
be mentioned.
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name type number/ifi serial number
Keithley 213 voltage source 1/27 0670480
Keithley 213 voltage source 2/28w 0695575
Keithley 213 voltage source 3/28y 0670497
Keithley 213 voltage source 4/27 0802405
Keithley 617 electrometer

/source
5/14 526963

Keithley 617 electrometer
/source

6/24 438101

Keithley 617 electrometer
/source

7/18y 466242

Keithley 617 electrometer
/source

8/21w 0550723

Keithley 236 electrometer
/source

9/12y 0646130

Keithley 236 electrometer
/source

10/30w 0612571

Keithley 230 progr. source 11/20y 0551294
Keithley 230 progr. source 12/19 468084
Keithley 230 progr. source 13/23 441411
HP 3245A source 14/05”A” 2831A03131
HP 3245A source 15/06”B” 2831A03133
E3610A power supply 16/06”B” KR30707474
HP 3611A power supply 17 KR40606980
FLUKE 45 digital multi-

meter
18 5015102

Keithley 6514 progr. elec-
trometer

19 0763947

Thurlby
Thandar

power supply 20 -

HP33120 signal genera-
tor

21 -

UVP Mod.
UVG11

4W, 254 nm
lamp

22 -

test PCB 68 pin socket 23 -
test PCB 84 pin socket 24 -

Figure A.1: Instruments from the VLSI laboratory at the Department of
informatics, University of Oslo.
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number transistors inverter ”PMNM” ”P1NM”
1 X X 0 0
2 X X 0 0
3 0 0 1 1
4 0 0 0 0
5 0 0 0 0
6 0 0 1 0
7 0 0 1 1
8 0 0 0 0
9 X X 0 0
10 X X 0 0
11 0 0 0 0
12 0 0 1 1
13 0 0 1 1
14 0 0 1 1
15 0 0 0 0
16 0 0 0 0
17 0 0 0 0
18 0 1 1 1
19 0 0 0 0
20 1 1 0 0
21 1 1 0 0
22 X X 1 1
23 1 1 0 0
24 0 0 1 1

Figure A.2: Instruments from the VLSI laboratory at the Department of
informatics, University of Oslo. ”1” means ”used”. ”0” means ”not used”.
”X” means ”An instrument of this type were used and it may have been
this one”.
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CHIP5 capall netlist ”PMNM” ”P1NM”
padvdd 12 12
padvss 13 13
psub 27 27
vdd1 14 -
vss1 25 -
nwell1 15 -
x1 16 -
y1 17 -
z1 18 -
mid1 20 -
vdd2 - 41
nwell3 - 42
p - 40
vss6 - 31
x23 - 37
y23 - 38
z23 - 39

Figure A.3: Names in the netlist and corresponding pin numbers on the 84
pin chip.



212 Measurement setup details



Appendix B

Matlab code for
UV-programming and test

213



214 Matlab code for UV-programming and test

% Department of informatics, University of Oslo
% Snorre Aunet, 010118
% ProgUVmin(0.8,1.2,40,0.38,1.20,0.8,1.6,10)

function [A,B,C,AA,BB] = ...

ProgUVmin(TVdd,Twell,TStep,PVdd,PVss,Vinstop,Pwell,PTid,k)

%Initialisering
initOK = Init;

%Tid-Vut med UV-lys
figure(101);clf;hold off;

%Tid-Vut uten UV-lys
figure(102);clf;hold off;

figure(112);clf;hold off;
figure(121);clf;hold off;

%Vut p Vinn
%figure(103);clf;hold off;

%Iut p Vinn
%figure(104);clf;hold off;

% Sweep under prog.
figure(105);clf;hold off;
figure(106);clf;hold off;

%Skrur p PadVdd
PL330DP_SetVolt(1,4.5);

%Setter variable
PVin=TVdd/4;
%PVin=0.17;
TVin=TVdd/4;
TVss=0;
%Twell=TVdd;

%Lager matriser
A = []; %Spenning ferdig
B = []; %Str m ferdig
C = []; %Belysning
AA = []; % Spenning under prog.
BB = []; % Str m under prog.

% Setter p normale verdier og kj rer et sweep
K213_SetVoltage(TVdd,2);
K236_SetVolt(TVss);
K236_Operate;
K213_SetVoltage(Twell,3);
HP33120_SetVolt(0);

%Lager innmatrise

�

�

�

�

�

�

�

inn = 0:TVdd/(2*TStep):Vinstop/2;
inn
Inn = 0:TVdd/(TStep):Vinstop;

i = length(inn);

%M lel kke som setter inngang og lagrer ut spenning og
str m
for j = 1:i

HP33120_SetVolt(inn(j));
% K213_SetVoltage(inn(j),3)
pause(1);
Vut(j) = FL45_ReadQuick(1);
Iut(j) = K236_ReadQuick*-1;

end
AA = [AA,Vut']; % F r programmeringen
BB = [BB,Iut']; % F r programmeringen

figure(105);
plot(Inn,Vut,'r');
grid on;
xlabel('Vinn');
ylabel('Vut');
hold on;
title 'measurements on the inverter'

figure(162);
plot(Inn(1:length(Inn)-1),diff(Vut)/(Inn(2)-Inn(1)));
grid;
xlabel('Input voltage');
ylabel('Gain');

%Skriver ut innspenning/utstr m
figure(106);
semilogy(Inn,Iut,'r');
grid on;
xlabel('Vinn');
ylabel('Iss');
hold on;
title 'measurements on the inverter during UV-programming'

%Setter p programmeringsspenninger
K213_SetVoltage(PVdd,2);
K236_SetVolt(PVss);
K236_Operate;
K213_SetVoltage(Pwell,3);
HP33120_SetVolt(PVin);

%Setter hvor mange utskrifter pr. programmeringsminutt
%k = PTid/1

%Matriser til plotting under programmering
PlotTid(1) = 0;
VutPUV(1) = FL45_ReadQuick(1);
VutP(1) = FL45_ReadQuick(1);

�

�

�

�

�

�

�

Figure B.1: ”ProgUVmin” matlab code, part one.
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tiiden = PTid/k;

for l = 1:k
%Setter p programmeringsspenninger
K213_SetVoltage(PVdd,2);
K236_SetVolt(PVss);
K236_Operate;
K213_SetVoltage(Pwell,3);
HP33120_SetVolt(PVin);

%Programmerer
[PSannTid,IVssUV,IVssEtter,VoutUV,VoutEtter] = NUV_prog_inv(tiiden);

PlotTid(l+1) = PSannTid/60 + PlotTid(l);
VutPUV(l+1) = VoutUV;
VutP(l+1) = VoutEtter;

%Plotter spenninger
figure(101);
plot(PlotTid,VutPUV,'b',PlotTid,VutP,'--');%,PlotTid,VutPUV,'+'
grid on;
xlabel('Time');
ylabel('Output voltages during programming and without UV-

exposure');
hold on;

figure(102);
plot(PlotTid,VutP,'b');%,PlotTid,VutP,'+'
grid on;
xlabel('time');
ylabel('Output voltage during UV-programming.');
hold on

figure(112);
plot(PlotTid,VutP-VutPUV);
grid on;
xlabel('Time');
ylabel('Output under regular use minus output during
programming');
hold on;

if l > 2,
figure(121);
plot(PlotTid(3:l),diff(VutPUV(2:l)),PlotTid(3:l),diff(VutP(2:l)),'--');
grid on;
xlabel('Time');
ylabel('The derivative of the output voltage with and without UV-

light');
hold on;

end

% Setter p normale verdier og kj rer et sweep under prog
K213_SetVoltage(TVdd,2);
K236_SetVolt(TVss);
K236_Operate;
K213_SetVoltage(Twell,3);
HP33120_SetVolt(0);

�

� �

% Lager innmatrise
inn = 0:TVdd/(2*TStep):Vinstop/2;
inn

i = length(inn);

% M lel kke som setter inngang og lagrer ut spenning og str m
for j = 1:i
HP33120_SetVolt(inn(j));
pause(1);
Vut(j) = FL45_ReadQuick(1);
Iut(j) = K236_ReadQuick*-1;

end
AA = [AA,Vut']; % under programmeringen
BB = [BB,Iut']; % under programmeringen

%Skriver ut innspenning/utspenning under prog.
figure(105);
plot(Inn,Vut,'b');
%Skriver ut innspenning/utstr munder prog.
figure(106);
semilogy(Inn,Iut,'b');

save (['invrekke_208120_10118x' int2str(l)])

end

%-----------------------------------------
C = [C,VutPUV']; %Lagrer verdiene en matrise
%-----------------------------------------

%Tester den programmerte kretsen

%Setter p vanlige spenninger
K213_SetVoltage(TVdd,2);
K236_SetVolt(TVss);
K213_SetVoltage(Twell,3);
HP33120_SetVolt(PVin);

pause(1)

% Sjekker midtpunkt
Oppwell=Twell;
Nedwell=Twell;

HP33120_SetVolt(TVdd/2);
mid=FL45_ReadQuick(1);
% 001110: FJERNES FOR SPARE TID N ..
%while abs(mid-(TVdd/2)) > (0.01) & Oppwell < 5 & Nedwell > 0
%pause(1);
% if mid > PVin/2
% Oppwell=Oppwell+0.01;
% K213_SetVoltage(Oppwell,3); %opp med br nn gir mindre p
utg
% mid=FL45_ReadQuick(1);
% well=Oppwell;
% else

�

�

�

� �

�

�

� �

Figure B.2: ”ProgUVmin” matlab code, part two.
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% Nedwell=Nedwell-0.01;
% K213_SetVoltage(Nedwell,3); %ned med br nn gir kning p
utg
% mid=FL45_ReadQuick(1);
% well=Nedwell;
% end
%end
K213_GetVoltage(3)

%Sweeper inngangen

%Lager innmatrise
inn = 0:TVdd/TStep:TVdd;
inn

i = length(inn);

%M lel kke som setter inngang og lagrer ut spenning og str m
for j = 1:i
HP33120_SetVolt(inn(j));
% K213_SetVoltage(inn(j),3)
pause(1);
Vut(j) = FL45_ReadQuick(1);
Iut(j) = K236_ReadQuick*-1;

end

%-----------------------------------------
A = [A,Vut']; %Lagrer verdiene en matrise
B = [B,Iut']; %Lagrer verdiene en matrise
%-----------------------------------------

%Skriver ut inn/ut-spenning
%figure(103);
% plot(Inn,Vut,'b');
% grid on;
% xlabel('Vinn');
% ylabel('Vut');
% hold on;
% title 'M leresultater fra inverteren'
% %Skriver ut innspenning/utstr m
% figure(104);
% semilogy(Inn,Iut,'b');
% grid on;
% xlabel('Vinn');
% ylabel('Iss');
% hold on;
% title 'M leresultater fra inverteren'

%end
% save (['inverterprog001010_vdd' int2str(p)]), A, B, C, inn, Ibec,
Vss, Vdd;
% save maaleres/inverterprog220900x1 A B C inn Ibec Vss PVdd;
%save inverterprog010118 A B C inn AA BB well;
save inverterprog010119 A B C inn AA BB Tvdd PVdd PVss Pwell PTid
k;
%figure(1);print -depsc2 figurer/vutmedlys010118invmaxuv.eps

Ok=1;

� �

� �

�

�

�

�

�

Figure B.3: ”ProgUVmin” matlab code, part three.
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% Department of informatics, University of Oslo.
% 010118, Snorre Aunet
% This code is used for doing measurements after UV-programming.
function [AA,BB,Inn] = InvSweep(Vdd,Vwell,Vinstart,Vinstop,Vinstep)
%OBS: Agilent 33120A gives twice the DC shown on display.
%InvSweep(0.8,0.8,0.0,2.0,20)
%[VOUT,ISS,INN]=InvSweep(0.11,1.1,0.0,0.11,20);

figure(3);clf;hold off;
figure(4);clf;hold off;

K213_SetVoltage(Vdd,2);
K236_SetVolt(0.0);
K236_Operate;
K213_SetVoltage(Vwell,3);
HP33120_SetVolt(0);

AA = []; % Spenning under prog.
BB = []; % Str m under prog.

Vinstart/2
(Vinstop - Vinstart)/2*Vinstep
Vinstop/2

%Lager innmatrise
inn = Vinstart/2:(Vinstop - Vinstart)/(2*Vinstep):Vinstop/2
inn

Inn = Vinstart:(Vinstop - Vinstart)/(Vinstep):Vinstop;

i = length(inn)

%M lel kke som setter inngang og lagrer ut spenning og str m
for j = 1:i
HP33120_SetVolt(inn(j));
% K213_SetVoltage(inn(j),3)
pause(1);
Vut(j) = FL45_ReadQuick(1);
Iut(j) = K236_ReadQuick*-1;

end
AA = [AA,Vut']; % F r programmeringen
BB = [BB,Iut']; % F r programmeringen

figure(1);
plot(Inn,Vut,'r');
grid on;
xlabel('Vinn');
ylabel('Vut');
hold on;
title 'Output Voltage'
%Skriver ut innspenning/utstr m
figure(2);
semilogy(Inn,Iut,'r');
grid on;
xlabel('Vinn');
ylabel('Iss');
hold on;
title 'Current '

save inv010119_0_095

�
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�

�
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�

Figure B.4: ”InvSweep” matlab code
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physcmprc

unix('setenv LD_LIBRARY_PATH /NICgpib/lib:$LD_LIBRARY_PATH');

path(path,['/local/vlsi/lib/matlab/physcmp/m-util/misc:', ...
'/local/vlsi/lib/matlab/physcmp/mex-util:', ...
'/local/vlsi/lib/matlab/physcmp/m-util/MPlot182:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/EGG5302:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MFit182:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-
files/MFreqResp182:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MHP3582A:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MHP601A:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MK230:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MK617:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MK236:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MScope:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MScope182:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MTake182:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MTEK2440:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MPL330DP:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MFL45:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MHP53131A:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MHP34401A:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MHP3245A:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MHP8116A:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MK6512:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MIN347:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MKLIMA:', ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MHPL1500:' ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MLC9310:' ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MHP33120A:' ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MHP34970:' ...
'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-files/MK213:']);

v=version;
if str2num(v(1))==5
path(path,'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-

files/MGPIB5:')
else
path(path,'/local/vlsi/lib/matlab/physcmp/gpib/GPIBM-

files/MGPIB:')
end

path(path,'/local/vlsi/lib/matlab/physcmp/gpib/GPIBMEX/sol');

clear v w s

% Department of informatics, University of Oslo,
% Snorre Aunet, 010118.

function[ok] = Init()

%FLUKE 45 is initialized and set to measure voltage:
FL45_Init;
FL45_SetMode(1,'VD');

% "617" is initialized and thereafter set to measure voltage:
%K617_Init;
%K617_SetMode('V');

% After initialization, the Keithley 236 is used as a combined
% voltage source and amperemeter.
K236_Init;
K236_SetSource('V');
K236_SetILimit(0.1);

% Thurlby Thandar PL330DP is used for the padframe and the
% UV-lamp. (UVP Model DE-4 Eprom eraser, 254 nm UV.)
% Padframe (1), UV-Light (2)
PL330DP_Init;
PL330DP_SetILimit(1,0.5);
PL330DP_SetILimit(2,2.0);
PL330DP_SetVolt(1,4.5);
%PL330DP_SetVolt(2,5);
PL330DP_SetVolt(2,0);

% Vdd (channel 2), WELL (channel 3)
% NB!: "(voltage, channel)"
K213_Init;
K213_SetVoltage(0,2);
K213_SetVoltage(0,3);

% INPUT
HP33120_Init;
HP33120_Init('/dev/HP33120A');
HP33120_SetVolt(0);
HP33120_SetVolt(0,'/dev/HP33120B')

K213_SetVoltage(0,2);
K213_SetVoltage(0,3);
K236_SetVolt(0);
K236_Disable;
K236_Operate;
K213_SetVoltage(0,1);
HP33120_SetVolt(0);
HP33120_SetVolt(0,'/dev/HP33120A');

ok = 1;

Figure B.5: ”Init” and ”startup” matlab code, to the left and right, respec-
tively.



219

% Department of informatics, University of Oslo.
% Snorre Aunet, 010118

function [time,Id1,Idoff,Vd,Voff] = NUV_prog_inv(seconds)

% Skru p lys
PL330DP_SetVolt(2,5);

tic;

pause(seconds*60);

Id1=K236_ReadQuick*-1;
Vd=FL45_ReadQuick(1);

time = toc;

%Skru av lys
PL330DP_SetVolt(2,0);

pause(2);

Idoff=K236_ReadQuick*-1;
Voff=FL45_ReadQuick(1);

�

function [Ok]= skruav();

PL330DP_SetVolt(2,0);
tic
toc
Ok=1;

Figure B.6: ”NUV prog inv” and ”skruav” matlab code.
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function[Vin,Vss,Vout,Inout,tid,mpnkt,Vdd,Well,Vp,Vm,Vb,Vutlys,Vutul
ys,Temperatur] = Prog(tid,mpnkt,Vdd,Well,Vp,Vm,ProgWell,Y,Z,W)

avlys; Setnull;

p = 32;
%p = 32;
Vss = 0;
%Vdd = 0;
figure(1); hold off; if ~(nargin==8), clf; end; hold on; grid on;
figure(2); hold off; if ~(nargin==8), clf; end; hold on; grid on;
figure(3); hold off; grid off; if ~(nargin==8), clf; end;

Vutlys = [];
Vutulys = [];
tid2 = [];
Vin = []; Vin = [0:Vdd/p:Vdd];
Vout = [];
Inout = [];

K230_SetVolt(Vdd,'/dev/K230A');
K213_SetVoltage(Well,4,'/dev/K213A');
K230_SetVolt(Vss,'/dev/K230B');

pause(3);

Vt = [];
%It = [];

y = Vdd/2;
z = Vdd/2;
w = W;
%w = Vdd/2;
if Y == 1, y = Vdd; end
if Y == 0, y = 0; end
if Z == 1, z = Vdd; end
if Z == 0, z = 0; end
if W == 1, w = Vdd; end
if W == 0, w = 0; end

%Prog(10,5,0.8,0.8,2.0,0.0,0.4,-1,-1,-1)
% sweepe inngangen, m le str m i nmos og spenning ut
for j=1:p+1

K213_SetVoltage(Vin(j),2,'/dev/K213A');
if Y == -1, HP3245_SetVolt(Vin(j),'/dev/HP3245'); else

HP3245_SetVolt(y,'/dev/HP3245'); end
if Z == -1, K213_SetVoltage(Vin(j),3,'/dev/K213A'); else

K213_SetVoltage(z,3,'/dev/K213A'); end
if W == -1, K213_SetVoltage(Vin(j),1,'/dev/K213A'); else

K213_SetVoltage(w,1,'/dev/K213A'); end
pause(2);
Vt = [Vt,K617_ReadQuick('/dev/K617A')];

% It = [It,K617_ReadQuick('/dev/K617B')];
end;

figure(2); plot(Vin,Vt,'r');

� �

% figure(3); semilogy(Vin,It,'r'); grid on; hold on;
figure(1);

Vout = [Vout,Vt'];
% Inout = [Inout,It'];

% loop , se hvordan karakteristikkene endrer seg ved belysning
for i=1:mpnkt

% Setter programmeringsspenninger

K213_SetVoltage(Vdd/2,1,'/dev/K213A');
K213_SetVoltage(Vdd/2,2,'/dev/K213A')
K213_SetVoltage(Vdd/2,3,'/dev/K213A')
HP3245_SetVolt(Vdd/2,'/dev/HP3245');
K230_SetVolt(Vp,'/dev/K230B');
K213_SetVoltage(ProgWell,4,'/dev/K213A');
K230_SetVolt(Vm,'/dev/K230A');

pause(1);

% [a,b] = Belysning(tid*60/mpnkt); % belyser i 'tid' antall minutter
[a,b] = Belysning(60); % belyser i 'tid' antall minutter
Vutlys = [Vutlys,a];
Vutulys = [Vutulys,b];

tid2 = [tid2, (tid/mpnkt)*i]
length(tid2)
length(Vutlys)
length(Vutulys)
figure(1); ylabel('Vut spenning');plot(tid2,Vutlys,tid2,Vutulys);
legend('med UVlys','uten UVlys');

K230_SetVolt(Vdd,'/dev/K230A');
K213_SetVoltage(Well,4,'/dev/K213A');

% K213_SetVoltage(InnA,2,'/dev/K213A');
% K213_SetVoltage(InnB,3,'/dev/K213A');

K230_SetVolt(Vss,'/dev/K230B');

Vt = [];
% It = [];

% sweepe inngangen, m le str m i nmos og spenning ut.
for j=1:p+1
K213_SetVoltage(Vin(j),2,'/dev/K213A');

y
z
w
Y
Z
W
if Y == -1, HP3245_SetVolt(Vin(j),'/dev/HP3245'); else

HP3245_SetVolt(y,'/dev/HP3245'); end
if Z == -1, K213_SetVoltage(Vin(j),3,'/dev/K213A'); else

K213_SetVoltage(z,3,'/dev/K213A'); end
if W == -1, K213_SetVoltage(Vin(j),1,'/dev/K213A'); else

K213_SetVoltage(w,1,'/dev/K213A'); end

� �

pause(2);
Vt = [Vt,K617_ReadQuick('/dev/K617A')];

% It = [It,K617_ReadQuick('/dev/K617B')];
end;

figure(2); ylabel('Spenning');plot(Vin,Vt);
% figure(3); semilogy(Vin,It);ylabel('Str m');

figure(1);

Vout = [Vout,Vt'];
% Inout = [Inout,It'];
end;

save Progtemp_finmaaling.mat;
! mv Progtemp_finmaaling.mat Prog_finmaaling_`date '+%y%m%d%H%M%S'`.mat ;
! cp Prog.m Prog_finmaaling_`date '+%y%m%d%H%M%S'`.m ;
ls

�

Figure B.7: ”Prog.m” for UV-programming and measurements on the 84
pin chip.
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pin / signal / pad connected exclusively
to module

comment

1 / ASVBP1 / 2 asinh 20812
2 / ASIN / 5 asinh 20812
3 / ASAVSS1 / 2 asinh 20812
4 / ASVBN1 / strip asinh 20812
5 / ASVBP2 / 2 asinh 20812
6 / ASNWELL2 /
strip

asinh 20812

7 / NGATES / 2 nmosrekke biasing voltage for f.-
gates

8 / NSOURCES /
strip

nmosreke common source

9 / NDRAIN1 / strip nmosrekke drain node
10 / NDRAIN2 /
strip

nmosrekke drain node

11 / NDRAIN3 /
strip

nmosrekke drain node

12 / NDRAIN4 /
strip

nmosrekke drain node

13 / NDRAIN5 /
strip

nmosrekke drain node

14 / NDRAIN6 /
strip

nmosrekke drain node

15 / NDRAIN7 /
strip

nmosrekke drain node

16 / NDRAIN8 /
strip

nmosrekke drain node

17 / NDRAIN9 /
strip

nmosrekke drain node

Figure C.1: Pin numbering, signal names, pad types and circuitry on the
68 pin chip, pins 1-17.
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pin / signal / pad connected exclusively
to module

comment

18 / PGATES / 2 pmosrekke biasing voltage for f.-
gates

19 / PDRAIN1 /
strip

pmosrekke drain node

20 / PDRAIN2 /
strip

pmosrekke drain node

21 / PDRAIN3 /
strip

pmosrekke drain node

22 / PDRAIN4 /
strip

pmosrekke drain node

23 / PDRAIN5 /
strip

pmosrekke drain node

24 / PDRAIN6 /
strip

pmosrekke drain node

25 / PDRAIN7 /
strip

pmosrekke drain node

26 / PDRAIN8 /
strip

pmosrekke drain node

27 / PDRAIN9 /
strip

pmosrekke drain node

28 / ASOUT / 5 asinh 20812
29 / ASVSS2 / strip asinh 20812
30 / ASVDD2 / strip asinh 20812

31 / IOUT6 / 2
invrekke 20812 output, inverter 6

32 / IOUT5 / 2 invrekke 20812 output, inverter 5
33 / IOUT4 / 2 invrekke 20812 output, inverter 4
34 / IOUT3 / 2 invrekke 20812 output, inverter 3

Figure C.2: Pin numbering, signal names, pad types and circuitry on the
68 pin chip, pins 18-34.
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pin signal connected exclusively
to module

comment

35 / PPA2P /
POWER

AVDD power pad

36 / PPA1P /
POWER

AVSS power pad

37 / IOUT2 / 2 invrekke 20812 output, inverter 2
38 / A2OUT1 / 2 ainv2brekke 20812
39 / A2OUT / 5 ainv2brekke 20812
40 / A2AVSS4 / strip ainv2brekke 20812
41 / A2AVSS3 / strip ainv2brekke 20812
42 / A2AVSS2 / strip ainv2brekke 20812
43 / A2AVSS1 / strip ainv2brekke 20812
44 / A1AVSS4 / strip ainv1rekke 20812
45 / A1AVSS3 / strip ainv1rekke 20812
46 / A1AVSS2 / strip ainv1rekke 20812
47 / A1AVSS1 / strip ainv1rekke 20812
48 / A1OUT / 5 ainv1rekke 20812
49 / IOUT / 5 inv1rekke 20812 output, inverter 10
50 / I1AVSS4 / strip inv1rekke 20812 VSS, inverter 1
51 / I1AVSS3 / strip inv1rekke 20812 VSS, inverters

2,4,5,6,7,8,9

Figure C.3: Pin numbering, signal names, pad types and circuitry on the
68 pin chip, pins 35-51.
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pin signal connected exclusively
to module

comment

52 / I1AVSS2 / strip inv1rekke 20812 VSS, inverter 3
53 / I1AVSS1 / strip inv1rekke 20812 VSS, inverter 10
54 / IOUT1 / 2 invrekke 20812 output, inverter 1
55 / A1OUT1 / 2 ainv1rekke 20812
56 / IIN / 5 invrekke 20812 input, inverter 1
57 / PPA1P / strip connected to sub-

strate
58 / NWELL / strip conn. to shared nwell
59 / DVDD / strip invrekke 20812 VDD for inverters
60 / AVDD / strip VDD for pmosrekke

and other blocks
61 / ROUT / 5 refer20812
62 / RVSS / strip refer20812
63 / A1IN / 5 ainv1rekke 20812
64 / A2VBN / 2 ainv2brekke 20812
65 / A2IN / 5 ainv2brekke 20812
66 / A2VB / 2 ainv2brekke 20812
67 / ASPSUB2 /
strip

asinh 20812

68 / ASVBN2 / 2 asinh 20812

Figure C.4: Pin numbering, signal names, pad types and circuitry on the
68 pin chip, pins 52-68.
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pin / signal / pad connected exclusively
to module(s)

comment

1 / pd3 / strip PMOS ROW

2 / pd4 / strip PMOS ROW

3 / pd5 / strip PMOS ROW

4 / ngs / 2 NMOS ROW

5 / ns / strip NMOS ROW

6 / nd1 / strip NMOS ROW

7 / nd2 / strip NMOS ROW

8 / nd3 / strip NMOS ROW

9 / nd4 / strip NMOS ROW

10 / nd5 / strip NMOS ROW

11 / vdd5 / strip TY
12 / padvdd /
PPA2P
13 / padvss / PPA1P
14 / vdd1 / strip FAEXP20812III vss, 1st P5N5 ele-

ment
15 / nwell1 / strip FAEXP20812III well 1
16 / x1c / 2 FAEXP20812III input X
17 / y1c / 2 FAEXP20812III input Y

Figure C.5: Pin numbering, signal names, pad types and circuitry on the
84 pin chip, pins 1-17.
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pin / signal / pad connected exclusively
to module(s)

comment

18 / z1c / 2 FAEXP20812III input Z
19 / c1nc / 2 FAEXP20812III output, 1st P5N5 el-

ement
20 / mid1c / 2 FAEXP20812III input W, 1st P5N5

element
21 / s1nc / 2 FAEXP20812III output, 2nd P5N5 el-

ement
22 / c1c / 2 FAEXP20812III output, 3rdd P5N5

element
23 / mid2c / 2 FAEXP20812III input W, 3rd and 4th

P5N5 element
24 / s1 / 5 FAEXP20812III output, 4th P5N5 el-

ement
25 / vss1 / strip FAEXP20812III vss, 1st P5N5 ele-

ment
26 / vss2 / strip FAEXP20812III vss, 2nd P5N5 ele-

ment
27 / vss3 / strip FAEXP20812III to substrate
28 / psub1 / strip FAEXP20812III vss, 3rd and 4th

P5N5 elem.
29 / vss4 / strip FAEXP20812II
30 / vss5 / strip FAEXP20812II
31 / vss6 / strip FAEXP20812 vss, 1st P1N3 ele-

ment
32 / vss7 / strip FAEXP20812 vss, 2nd P1N3 ele-

ment
33 / c2n / 5 FAEXP20812II
34 / s2n / 5 FAEXP20812II
35 / c3n / 5 FAEXP20812 output, 1st P1N3 el-

ement

Figure C.6: Pin numbering, signal names, pad types and circuitry on the
84 pin chip, pins 18-35.
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pin / signal / pad connected exclusively
to module(s)

comment

36 / s3n / 5 FAEXP20812 output, P1N5 ele-
ment

37 / x23c / 2 FAEXP20812II/ FA-
EXP20812

input X,

38 / y23c / 2 FAEXP20812II / FA-
EXP20812

input Y,

39 / z23c / 2 FAEXP20812II / FA-
EXP20812

input Z,

40 / pc / FAEXP20812 input PC (”control”)
41 / vdd2 / strip FAEXP20812II / FA-

EXP20812
vdd

42 / nwell3 / strip FAEXP20812II / FA-
EXP20812

well 3 P3N3, P1N3

43 / nwell4 / strip FAEXP20812II / FA-
EXP20812

P5N5, P1N5

44 / yai / 2 YBA
45 / vdd4 / strip YBA,YBD,TY
46 / vss10 / strip YBA
47 / nwell7 / strip YBA
48 / yao / 2 YBA,YBD,TY
49 / vss11 / strip YBD
50 / nwell8 / strip YBD
51 / ydoc / 2 YBD
52 / vss12 / strip TY
53 / tync / 2 TY

Figure C.7: Pin numbering, signal names, pad types and circuitry on the
84 pin chip, pins 36-53.
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pin / signal / pad connected to module comment
54 / typc / 2 TY
55 / nwell9 / strip TY
56 / aivdd / strip ainv20812
57 / nwell2 / strip ainv20812
58 / aiinc / 2 ainv20812
59 / aivss1 / strip ainv20812
60 / a1outc / 2 ainv20812
61 / a2outc / 2 ainv20812
62 / a3outc / 2 ainv20812
63 / aivss2 / strip ainv20812
64 / ivdd / strip inv2 20812
65 / iinc / 2 inv2 20812
66 / ivss1 / strip inv2 20812
67 / ivss2 / strip inv2 20812
68 / iout1c / 2 inv2 20812
69 / iout2c / 2 inv2 20812
70 / iout3 / 5 inv2 20812

Figure C.8: Pin numbering, signal names, pad types and circuitry on the
84 pin chip, pins 54-70.

pin / signal / pad connected to module comment
71 / vdd3 / strip FAEXP00806IV
72 / nwell5 / strip FAEXPOO806IV
73 / nwell6 / strip FAEXP00806IV
74 / vss8 / strip FAEXP00806IV
75 / vss9 / strip FAEXP00806IV
76 / s4nc / 2 FAEXP00806IV
77 / c4nc / 2 FAEXP00806IV
78 / mid0c / 2 FAEXP00806IV
79 / x4c / 2 FAEXP00806IV
80 / y4c / 2 FAEXP00806IV
81 / z4c / 2 FAEXP00806IV
82 / pgsc / 2 PMOS ROW

83 / pd1 / strip PMOS ROW

84 / pd2 / strip PMOS ROW

Figure C.9: Pin numbering, signal names, pad types and circuitry on the
84 pin chip, pins 71-84.
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