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Abstract

This paper aims to give a survey of full-reference image quality met-
rics, including metrics specifically designed to evaluate image quality, but
also metrics for image difference, image fidelity, and more. These metrics
have in common that they try to predict the perceived difference between
an original image and a modified version of it, this modification can typi-
cally be compression, halftoning and blurring. They output one numerical
value and/or an image difference map. More than 100 image quality metrics
have been reviewed and categorized, and short descriptions dpdisiah
all metrics and their relationships are given. This should prove valuable to
researchers in various fields, to find the most appropriate metric for fheir a
plication, and to give a better understanding of the state of the art of the field
of image quality metrics.
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1 Introduction

The need for an objective method to evaluate image differbas become greater
as the number of image reproduction methods increase. Manjdvike to find
the best image among several reproductions from a comgutaetric without
asking many observers, both due to the time and resourcegedée do the lat-
ter. To eliminate psychophysical experiments to find the iggoduction, image
quality metrics have been developed. These metrics havtheon goal to pre-
dict image quality that reflects the perceived image qudlitynone have yet been
successful on a global scale, because of this more and madriesrappear, either
for overall quality or for specific reproduction methodsr(é&xample banding in
prints, compression artifacts, noise, etc.). A survey edfore needed. We will
limit the survey to full-reference image quality metridsetgoal of this survey is
to help researchers find the most appropriate metrics for fileéd, and to give
a better understanding of the state of the art of the fields $hould also result
in a good tool for further improvements in full-referenceaige quality metrics.
The purpose is to give a survey, rather than giving a critieaiew of individual
papers.

First we explain some terminology and what kind informattbat can be
found in this article. Then a survey of the full-referencetmes are given, where
each section is given by the name of the author, and the narte ahetric if
stated. If independent testing of the metrics has been dumestalso mentioned.
A discussion chapter is given before concluding remarksabetwith all metrics
in chronological order based on year of publication is alisergtogether with a
map showing the connection between a number of the imagéyoedtrics.

1.1 Terminology

The terminology used by different authors is quite différed metric in mathe-
matics can be defined as a function which defines a distanaeéetelements of
a set. A strict metric(x,y)) is essentially an abstract distance, with the following
properties;p(x,y) = 0 if X =y, symmetry, triangle inequality and non-negativity.
The metrics in this survey do not necessarily follow thigj aan differ for one or
more properties.

Metrics have been developed for image quality, image diffee, image fi-
delity, image similarity, color difference, halftoningijfférence predictors and
video quality. Even though they are developed for differfezitls they all have
in common that they are full-reference, meaning that thégutate the difference
between a complete original and a reproduction (Figure 1)duBed-reference
(where parts of the reference is available) and no-referemetrics (no reference
available) have also been proposed, but these are not davettas paper.

6



Some metrics are hybrids, they can be used for both imagéyualfton-
ing and color difference, such as S-CIELAB [Zhang and Wand€Ib6], or in
both image and video quality. We have tried to adopt the astterminology
in the different publications, and therefore many termg &l used throughout
this survey. Performance is a term often used by researdhegerm will also
be used throughout this survey to indicate correlation betwmetric score and
mean opinion score, z-score or similar observer score.

Reference

image
9 Quality > Quality

) assessment measure
Distorted __s

image

Figure 1: Full-reference image quality assessment, wheaiginal is available
in the quality calculation. The final quality measure is lsase information ex-
tracted from both the original image and the distorted image

1.2 Mapping of important components

A number of components have been registered in order to ge¥emiew of the
metrics. The main objective for what kind of reproductiontihoel they were in-
tended for, this can be image quality, halftoning, colofelténce etc. We have
adopted the formulations and terminology of the authorda@seas possible. We
have also noted whether they use any model of the human \agaem (HVS),
if they work on different scales (i.e. multiscale), if thegapatial or non-spatial,
and if they are color or grayscale metrics. The type of evadngperformed in
the original publication has also been registered, withriln@ber of scenes and
reproductions. In the case of subjective evaluation thebmirof observers has
been noted. The experience of the observers has also besterred, since sev-
eral researchers have found differences in preferencexf@res and non-experts.
[Deffner et al., 1994; Dugay, 2007; Dugay et al., 2008; Edgeh, 2000; Heyn-
derickx and Bech, 2002]. The expertise of the observers Wdtathe evaluation
of the metric, and therefore it is important to have this infation when choos-
ing an image quality metric. Some suggestions on publinatihere the metrics
have been evaluated are also made, in order to show whicicetat are widely
evaluated by other researchers and which metrics that neeslewaluation.



1.3 Review of image difference metrics

Eckert and Bradley [1998] reviewed a number of image qualgyrics, and dis-
cussed how they incorporate different visual factors inrttlesign. This review
was directed toward still image compression.

Ahumada Jr [1993] did a review on image quality metrics fomaxhrome
images, with the intention of helping researchers in seafch suitable metric.
The metrics were divided in groups for halftoning, imageldqyand image com-
pression. Ahumada also proposed a framework for imagetguaéasurements.

Eskicioglu [2000] reviews criteria for monochrome comgexsimage quality
from 1974 to 1999. Eskicioglu states that simple HVS incoaped in quality
measures will improve their performance.

Beaton [1983] reports an evaluation of 14 image quality messstor both
soft-copy and hard-copy images. The degradations on thgesnaere noise and
blur. A database of 10 scenes, and a total of 250 images weceimishe evalua-
tion. The result indicated that several measures corgkiaith subjective scores.

Dosselmann and Yang [2005] reviewed and summarized a sed ohdge
guality metrics. The metrics were evaluated on 60 imagds 8vdifferent distor-
tion types. The conclusion by the authors was that no meti superior to any
other.

Ouni et al. [2008] gave a review of subjective and objectivage and video
guality metrics, including full-reference, reduced refere and no-reference met-
rics. They give a brief introduction to some metrics, ang tbenclude that there
is still much work left.

Most of these reviews are rather short (less than 10 pages)nany of them
are more than 10 years old. This contributes to the need offand better review
of image quality metrics.

2 Full-reference metrics

This section gives a short introduction to the differenkfeference image quality
metrics.

2.1 Mean square error

The mean square error (MSE) is the cumulative squared eetarden the com-
pressed and the original image.

M—-1N-1

1 2
MSE= — [R(X7 y) - S(Xv y)]
MN y;) Z)

X=



where R(X,y) is the original image, S(x,y) is the reproduceigion of the original,
M and N are the dimensions of the images. The MSE has been usdd iis easy
calculation and analytical tractability [Teo and Heeg&94].

2.1.1 RMSE

The root mean squared error (RMSE) is the square root of MSE.
RMSE= vMSE

It is well known that MSE and RMSE is inaccurate in predictiregqeived dis-
tortion [Teo and Heeger, 1994], and therefore many extessid these measures
have been proposed.

2.1.2 SNR

The signal to noise ratio (SNR) of an image is usually definetth@satio of the
mean pixel value to the standard deviation of the pixel \&llzue to it's simple
calculation SNR has been widely used in objective qualitpsneement.

S0 3o S(X, y>2>

SNR= 10- IoglO( N MSE

2.1.3 PSNR

The Peak Signal to Noise Ratio is a measure of the peak erneebetthe com-
pressed and the original image.

255
The higher the PSNR, the better the quality of the reprodnct8NR and PSNR
have usually been used to measure the quality of a compressdéestorted image.

2.1.4 Mitsa and Varkur, CSF weighted MSE

Mitsa and Varkur [1992] investigated the effect of contrsshsitivity function
(CSF) on quality measures incorporated in halftoning atbors. They used a
CSF weighted MSE with different types of CSFs. They used botid Ipass and
low pass CSFs from Mannos and Sakrison [1974] and Barten [199@ifferent
halftoning algorithms were used, and these were evaluatd@ lmbservers. The
results indicate that a low pass CSF performs better than é ass when com-
pared against psychovisual data. The CSF by Barten also per&ightly better
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than the one from Mannos and Sakrison. This could be becausenBamodel

incorporates information about viewing conditions and display device. The
authors conclude that factors that significantly improves ierformance of the
metrics are:

¢ Information about the printing device and the viewing ctiodis.
¢ Information about the angular sensitivity of the visualtsys.

e Utilization of a lowpass CSF instead of a bandpass one.

2.15 Lin

Lin [1993] proposed a metric for halftone image quality lthea the root mean
square error (RMSE). This metric applies a CSF on the Fouaestormed orig-

inal grayscale image and the halftoned image before use®@MSE on the im-

ages. The metric also incorporates the viewing distaneigimportant because
the visibility of the halftone pattern varies according he distance. The metric
is evaluated objectively, with 2 different CSFs from Mannod &akrison [1974]

and Nill and Bouzas [1992].

2.1.6 Ayedetal., WMSE

Ayed et al. [2002] proposed a quality metric based on MSEedaleighted mean
squared error (WMSE). Because this is a mathematically defieddc, it does
not depend on the images being tested, the viewing condithorthe individual
observers. The MSE is calculated with a weighting functrat ts a relative mea-
sure of the spatial frequency activity. From this measureareeasily get WP-
SNR. The metric was tested on two original images distorted seven different
corruptions; white uniform noise, gaussian noise, impelsalt-pepper noise and
multiplicative speckle noise. The metric was evaluatedhgyduthors, and the
conclusion was that WMSE outperforms MSE.
Evaluation of WMSE is found in [Ayed et al., 2002; Samet et2005].

2.1.7 Sametetal., NWMSE

Samet et al. [2005] proposed an image quality metric base@dSis, called New
weighted Mean Square Error (NWMSE). It takes into accouatpixels neigh-
bourhood information, it also accounts for that the HVS &slsensitive to con-
trast areas with high spatial frequency activity, and thatariance in low spatial
frequency activity regions is small.
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2.1.8 Braileanetal., LIPMSE

Brailean et al. [1991] proposed a metric based on the logaritimage process-
ing (LIP) model by Jourlin and Pinoli [1988]. This model (IMSE) accommo-
dates spatial masking, by calculating the contrast at oim@ depending on the
surrounding of that point. Once the original and reproductre transformed
into the contrast domain, MSE is used to calculate the fidefithe images. The
metric is evaluated on one image blurred by a Gaussian MTé&.rébults indi-

cate that the LIPMSE outperforms the traditional MSE. Thetna was used by
the authors to find the number of iterations in an image enhgraigorithm for

restoring blurred images.

2.1.9 Rushmeier et al., CSF weighted MSE

Rushmeier et al. [1995] presented image quality metricsdbaredifferent CSF

models. The first one uses the CSF from Mannos and Sakrisod][#8iére the

similarity between the images is computed in the Fouriecepahe second is
after Gervais et al. [1984] where the effect of phase as vgethagnitude in the
frequency domain representation of the image is includdue third is adapted
from Daly [1993], where the effects of adaptation and nowedirity are combined
in one transformation, the overall distance between theg@sas computed as
MSE. The metrics are evaluated objectively on syntheticg@saagainst a real
scene.

2.1.10 Mitsa and Alford

Mitsa and Alford [1994] proposed two image quality metrios dligital halfton-

ing, one for single-channel visual models and one for mieighannel. The
single-channel metric is the mean square error betweerotiteast sensitivity fil-
tered halftone image and contrast sensitivity filteredindbimage. The multiple-
channel metric is based in the frequency-domain halftoeimgr and is formu-
lated as a vector-magnitude.

2.1.11 lordache and BeghdadiSNRy

lordache and Beghdadi [2001] proposed an image dissinyilargasure based
on a joint spatial/spatial-frequency representationgigingner-Ville distribution.
The measure is built on the fact that structured distortasesmore annoying than
unstructured distortions. Results show tBMRy outperforms SNR. A PSNR
version of this metricPSNRy) is found in [Beghdadi and lordache, 2006].

Evaluation of SNRy is found in [Beghdadi and Pesquet-Popescu, 2003; lor-
dache and Beghdadi, 2001].

11



2.1.12 Beghdadi and Pesquet-PopescBN Ryay

Beghdadi and Pesquet-Popescu [2003] proposed an imagéyquelric based
on a non-redundant wavelet decomposition. The metric @ired by the HVS,
and this is also incorporated into the metric. The metric eesuated by 25
observers on one image reproduced with 3 different distasti Results indi-
cate thatSNRyay outperform PSNR an8NRy. A PSNR version of this metric
(PSNRyav) is found in [Beghdadi and lordache, 2006].

2.1.13 Wan et al. DECORWSNR

Wan et al. [2007] introduced the decorrelated weightedsigmnoise-ratioDPECOR
W SNR. This metric uses a Point Spread Function (PSF) to mimititimean eye
and it also incorporates a constant for the relationshivéen the halftoned im-
age and original.

2.1.14 Egiazarian et al, PSNR-HVS

Egiazarian et al. [2006] proposed PSNR-HVS based on the HAF&NR. The
metric uses a scanning window to remove mean shift and irstir@tching simi-
lar to UIQ [Wang and Bovik, 2002]. PSNR-HVS is then calculatedtee scanned
images by using PSNR, where MSE is calculated as describedlf$985].

2.1.15 Munkberg et al., mMPSNR

Munkberg et al. [2006] proposed an image quality metric f@@RHdimages. The
HDR image was divided into LDR images at different exposuitesn computing
an average of the peak signal-to-noise ratios (PSNR) of emlividual exposure.

2.1.16 Chou and Li, PSPNR

Chou and Li [1995] incorporated the properties of the HVS i estimation
of the just-noticeable-difference (JND) profile. The estiion of JND profiles
are done in the spatial domain through analyzing local ptegseof image sig-
nals. The JND profiles are further used in the calculation tfl@ity criterion
called peak signal-to-perceptible-noise ratio (PSPNRIis Tieasure is based on
the PSNR calculation. The criterion was used in order to cesgpimages, and
could reach higher perceptual quality at lower bit rates thtier methods.
Evaluation found in [Chou and Li, 1995; Mayache et al., 1998]
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2.1.17 Lambrecht and Farrell, CMPSNR

Lambrecht and Farrell [1996] proposed a distortion mea@OkPSNR) built on
the opponent-colors theory and on multi-channel model atiagpvision. The
opponent-color space chosen was the same as proposed bgrPaird Wandell
[1993]. The metric transforms the original and reproductmthe opponent color
space, then a Gabor filterbank is applied before maskingaerdwally pooling of
the errors in the image. The metric was evaluated by two @bsgepn one scene
compressed with 400 different JPEG levels. The resultsatdithat CMPSNR is
better than RMS, and also more consistent.

2.2 Color difference

In this section color difference metrics and formulas avectged.

2.2.1 CIELAB AE},

The CIE [1986] published the CIELABL{a*b*) color space specification, with
the idea of a perceptually uniform color-space. In a colacsdike this it is easy
to calculate the distance between two colors, by using tlefidaan distance. A
sample color with CIELAB valuekg, a3, b and a reference coldy, af, by. The
distance is given by

AEfy =/ (AL)2 + (8a7)2 4 (Ab*)2, (1)

whereAL* = L — L}, Aa" = a5 — af andAb* = b — by.
The most common way of usinfE;, as an image difference metric is by
calculating the color difference in each pixel and finding thean of these values.

) Z)T:OZD:OAE;b(XAy)
AEgp = T (2)

wheremis the width of the image analis the height of the image. Other measures
of the AE}, can be the minimum value or the maximum value in the computed
difference.

The CIELAB metric has served as a satisfactory tool for meagyrerceptual
difference between uniform patches of colors. The humanalisystem is not
as sensitive to color differences in fine details as compsardarge patches, yet
the CIELAB color metric will predict the same visual diffe@nbetween the two
cases since there is no spatial variable in the CIELAB colarimghang and
Wandell, 1998].
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Wang and Luo [2008] proposed weighting filters for the CIELAB}, based
on how observers assess differences, results from thiandsmdicate that these
filters do not improve the performance of the formula.

There are also other versions of this using the CIELUV colaicsp

AE], = \/(BL")2 + (Bur)2 4 (Av)2. 3)

Evaluations ofAE}, are found in [Bando et al., 2005; Bonnier et al., 2006;
Chou and Liu, 2007; Hardeberg et al., 2008; Kim et al., 200D62®edersen,
2007; Pedersen and Hardeberg, 2008, 2009b; Pedersen2G8;,Sano et al.,
2003; Song and Luo, 2000; Wang and Luo, 2008; Zhang and Wari®$8;
Zhang et al., 1997b]

2.2.2 CMC

The CMC color differenceEcuc) formula [Clarke et al., 1984] is based on the
colorimetric principles of the CIE 1976 system. The CMC forenlohs acceptance
in industrial color control application?AEcyc is a modification of CIE.*C*h*
color difference [Sharma, 2002].

Evaluations of CMC can be found in [Sano et al., 2003; Song artg 2000].

2.2.3 Luo and Rigg, BFD

The BFD colour-difference formula was introduced in 1987dlamd Rigg, 1987],
and it provided a correction for the CMC in the blue region [ietzal., 2001].
Evaluation of BFD can be found in [Song and Luo, 2000].

2.24 CIEAEy

The CIEAEgs [Commission Internationale de I'Eclairage, 1995] was depet]
as it became clear that the CIELABE}, did not correlate with the perceptual
color difference. This formula is based on CIE lightn&ts, chromaAC*, and
hueAH* differences.

AL*\? [ AC*\? [AH:N\?
AE* = _ + + ab) , 4
e (08) () + (o @
wherek,, ke, ky are scaling parametelS,, &, Sy are lightness, chroma and hue
scaling functions [Sharma, 2002pL*, AC* andAH* are referred to lightness,
chroma and hue differences.

Evaluation ofAEg4 can be found in [Guarneri et al., 2005; Sano et al., 2003;
Song and Luo, 2000; Zhang and Wandell, 1998].
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2.2.5 CIEAEq

The CIEAEp [Commission Internationale de I'Eclairage, 2001; Luo et2001]
was published because of the same problems af\E§g [Sharma, 2002].

AL \2  /ACap\2 /AH/gp\2 AC, AH’
AE — ab ab
o= (o) (52 () o () (2). @
wherek,, ke, kq, S, &, §4 are scaling parameters as Mgy and Ry is an
additional scaling function depending on chroma and huar®h, 2002].AL’,
AC’ andAH’ are differences in lightness, chroma and hue. Featuresiatinthe
CMC and BFD have been incorporatedBo.

Evaluations of CIEAEgy can be found in [Chen et al., 2008; Jin and Field,
2003; Sano et al., 2003; Song and Luo, 2000].

2.2.6 Granger, DP

Granger [2008] proposed a metric for the ATD color space fGes, 2001; Guth
and Lodge, 1973] named Delta Perception (DP). This methased on the prin-
ciple that the final perception of color difference is a lin&anction of each vi-

sion’s channel. It also uses the opponent physiology of 8 Hrhe final value

of color difference is calculated using a City block metridaminance, saturation
and hue.

2.2.7 Seim and Valberg, SVF

Seim and Valberg [1986] proposed the SVF formula, based dages: (1) the

absorption of quanta in the three cone pigme8tsi€1,3) is a linear, (2) the rela-
tive sensitivies of the three cone types are determineddwthromatic adapting
stimulus using von Kries coefficient rule and saturatingdmpplic intensity func-

tions (;, i=1,3) account of the nonlinear transformations of theiltesy cone ex-

citations, (3) linear opponent combinatios, (=1,2) of the hyperbolic functions
can be used to approximate chromatic signal processing.cdloe difference is

calculated using the Euclidean distance of & andF.

2.3 Spatial color difference metrics

This section handles spatial metrics, both new and exteasibother non-spatial
metrics.
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2.3.1 Zhang and Wandell, S-CIELAB

Zhang and Wandell [1996] proposed a spatial extension tGHEAB color met-
ric (Figure 2). This metric should fulfill 2 goals, a spatididring to simulate the
blurring of the HVS and a consistency with the basic CIELAR:oédtion for large
uniform areas. The image is separated into an opponent-spdae, and each op-
ponent color image is convolved with a kernel determinedheyvisual spatial
sensitivity of that color dimension. Finally the filteredage is transformed into
CIE-XYZ, and this representation is transformed using theL@IE formulae.

N Y

Original Color Spatial| | CIELAB S-CIELAB
image | | separation |filtering | | calculation| | representatio

T N

Figure 2: S-CIELAB workflow. Spatial filtering is done in the gmment color
space.

=)

Evaluation of S-CIELAB can be found in [Bai et al., 2006; Bandalet2005;
Bonnier et al., 2006; Bouzit and MacDonald, 2000; Feng et 8D22Hardeberg
et al., 2008; Hertel, 2005; Jin and Field, 2003; Kim et alQ2®006; Pedersen,
2007; Pedersen and Hardeberg, 2008, 2009a,b; Pedersen204d; Yu et al.,
1998; Zhang and Wandell, 1998; Zhang et al., 1997b]

2.3.2 Johnson and Fairchild, modified S-CIELAB

Johnson and Fairchild [2001] describe CSFs that generailye 46 decrease the
perceived differences for high frequency image informatguch as halftone dots.
The CSF removes information about edges in scenes sincertiesly contain
high frequencies. To avoid this a simple edge-enchancingekean be applied,
as a convolution with a common Sobel kernel. The resultatdithat adding a
more precise CSF will improve the performance of S-CIELAB, arwn further
be improved by accounting for localization using edge-ecing filters.

Evaluation of the modified S-CIELAB is found in [Johnson andrétald,
2001].

2.3.3 Spatial CIEAEq

Chen et al. [2008] proposed a spatial extension of &gy with cortex transform
decomposition. A multi-channel decomposition is applisthg cortex transform
[Daly, 1993] in order to simulate HVS selectivites to di#et spatial frequencies
and orientations. Then the sub-images are weighted by anamoe CSF [Daly,
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1993] and a chroma CSF [Johnson and Fairchild, 2003]. Firealbyxel level
comparison between the orignal and distorted image isszhoiiit using CIRAEqp.

2.3.4 Nakauchietal., PD

Nakauchi et al. [1999] proposed a gamut mapping algoritheetdan a perceptual
image difference measure (PD). The image difference meas&d is similar to
S-CIELAB, it uses theAE}, with a spatial filtering. But there are differences, in
S-CIELAB the spatial filtering is performed in the opponenbcepace, while in
the proposed measure this is done directly on the CIELAB sgm&tion. This is
done to calculate the optimal gamut mapping more efficieritye measure has
options to tune weighting parameters using a 3 channeltatejcwith tunable
peak gains for each channel. The input to the model is a diffex map between
an original and a reproduction, the results are 9 planesdhdeb for the original,
reproduction and difference map), and these planes anakpéltered.

The measure was used to find the minimum distance in the gamyoping
algorithm. This optimization is iterative, and stops whbka tifference is lower
than a threshold. The results indicate that the proposedga¥apping algorithm
performs better than other tested algorithms (clippingrimumA L, minimumA
C, minimumA H, norm L), and that the proposed image difference metrip@mut
formsAE}, andAL. The authors also state that the number of iterations reisde
too high for any practical use.

2.3.5 Kimmel et al.

Kimmel et al. [2005] proposed a metric between 2 color imagéss metric is
closely related to a variational framework for Retinex [Kiminet al., 2003], S-
CIELAB [Zhang and Wandell, 1996] and PD [Nakauchi et al., J99%e metric
is a similarity measure in the Sobolev space, where the mitxof the derivatives
capture detailed information and the small scale diffeesrizetween the original
and the reproduction. The metric was intended as a vargtapproach to space-
dependent color gamut mapping.

2.3.6 Fairchild and Johnson, iCAM

Fairchild and Johnson [2002] proposed the iCAM model. Thigehincorporates
an image difference metric and it is influenced by S-CIELAB aesearch in
many different fields. The iCAM adds several preprocessiagsstin addition to
a spatial filtering. The spatial filtering used serves to ntatguspatial frequencies
that are not perceptible, and enhance frequencies that ase perceptible. In
addition a module of spatial localization is incorporatedaccount for the HVS
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sensitivity to edges. Also a contrast detection is fountéitCAM to account for
local and global contrast. Finally a color difference fotanis used to calculate
a color difference map, which can be further analyzed usifigrdnt statistical
methods [Fairchild and Johnson, 2004], such as mean, maximod minimum.
An analysis of the different statistical methods for iCAM isn& by Fernandez
et al. [2003].

Evaluation of iCAM can be found in [Bonnier et al., 2006; Faildland John-
son, 2002, 2004; Fernandez et al., 2003; Hardeberg et &i8; 2@u et al., 2005;
Orfanidou et al., 2008; Pedersen, 2007; Pedersen and Hagj&®08; Pedersen
et al., 2008]

2.3.7 Morovic and Sun,Alcm

This image difference metric was proposed by Morovic and R@02]. This
metric is based on previous work by the same authors [Sun ardwit, 2002],
where they try to understand what factors contribute to nuelgts made by ob-
servers in experiments where they judge the quality of caproduction. They
proposed a seven step image difference metric. These seyEniscludes the use
of a 99th percentile ihEg7s from CIECAM97s2. A CSF is also applied, the same
as in S-CIELAB. A weighting of thé\Eg7s with the ratio 1:2:1 forAJ, AC and
AH. A proportion of unacceptable differences are also takemaecount. The
distribution of lightness differences is included. Thehtigess and chroma from
the original are also incorporated and at last how the dtails have changed
from the original to the reproduction.

2.3.8 Jinetal.,, CVDM

Jin et al. [1998] proposed the Color Visual Difference Mod&\/DM). The four
steps in CVDM is a color space conversion, where the imageaistormed in
the opponent color space similar to the process in S-CIELABafi§ and Wan-
dell, 1996]. The CSF used is adopted from VDP [Daly, 1993] lfer luminance
channel, while for the chroma channels the CSF is derived Muften [1985]. A
cortical transform is performed on the three color chanhefsre a visual mask-
ing. After this a CSF weighted difference between the two iesaig calculated.
The overall visual difference is added to the filtered rafeeeimage, creating
a new image. These two images are tranformed back to CIELABtlzeml the
CIELAB color difference formulae is used to compute a visibbdor difference
map.

In addition to the reference image and reproduction imagearmeters such
as viewing distance, resolution of the images and whitetpoirst be given. The
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model is created to detect the visibility of blur, noise,togrg and compression
artifacts.
Evaluation of CVDM can be found in [Feng et al., 2002; Jin etE398]

2.3.9 Fengetal.,, CVDM extension

An extension of CVDM is proposed by Feng et al. [2002]. The esiten made
was to apply the CSF and the cortex transform in the CIELAB sjpastead of
in the opponent color space, after identifying two problemith CVDM: filter-
ing in the opponent color space sometimes produce outsofigaolors, and the
CSFs used are low pass filters with a peak sensitivity of 1. Tiherlance CSF
is derived from Barten’s CSF [Barten, 1999], resulting in bresensitivity. A
pair comparison experiment was carried out to obtain pesdehnalftone pattern
visibility. The results indicate that the modified CVDM pretdi texture visibility
better than S-CIELAB, and the overall correlation is a bit leigfor the modified
CVDM than for S-CIELAB.

2.3.10 Tayloretal., IFA

Taylor et al. [1998] proposed an image fidelity assessor)(lf#hich accepts two
grayscale images as input and generates a probability maptpst. The input
images are run through a multiresolution decompositioretoegate a number of
channels, each containing the response of a particulgptreedield. These recep-
tive fields are modelled by Gabor functions. A local contcadtulation produces
contrast images that describe the response of an ensembkuins tuned to
a particular spatial frequency and orientation. A psychoiméook Up Table
(LUT) is used in the psychometric selector to select the mapgiropriate psy-
chometric function. The difference between the contrasgies for each channel
is then applied to the appropriate psychometric functioprtmduce a probabil-
ity map, these maps are then summarized using a method &Galieedl memory
probability summation to create an overall probability ma@pis model is influ-
enced by the VDP [Daly, 1993] and the VDM [Lubin, 1995].

2.3.11 Wuetal., CIFA

Wu et al. [2001] proposed a color extension of IFA [Taylor et 2998] called
color image fidelity assessor (CIFA). This extension inveleglding two oppo-
nent channels (Red-Green and Blue-Yellow), and can be linkdtetCVDM [Jin
et al., 1998]. The main differences are related to the inpdt@utput mismatch.
CIFA employs a novel spatial opponent feature, it charamdsrthe spatial inter-
action of colors, and CIFA uses normalization of chromatgponses to remove
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dependency on the luminance level. The metric consists ain3ponents, an
achromatic IFA and two chromatic IFAs. The difference betwéhese are found
in the signal decomposition stage and the psychometric LU ¢he chromatic
IFAs, the luminance contrast is replaced by a chromati@difice. The authors
conclude that CIFA provides good predictions over a wide eaofydistortion

types.

2.3.12 Neumann et al

Neumann et al. [1997, 1998] proposed a perception basecimagic. This met-
ric takes into account a CSF based on the work by Mannos anis8aKi974]
and the CIELUV color space. A number of rectangles are platée image, in
each rectangle the CIE color difference is calculated andvseorup to an overall
difference between the images.

2.3.13 Yee, pdiff

Yee [2004] proposed a perceptual metric for productionngstThe images are
transformed from RGB to CIELAB, where a CSF Barten [1990] is ajpéiad
the visual masking from Daly Daly [1993] is used. The diffeze between the
original and reproduction is then computed, and these sedwe compared to a
threshold, one for luminance and one for color. If above treghold value the
difference is perceivable, if below it is not perceived.

2.3.14 Pefferkorn and Blin, CCETT visual metric

Pefferkorn and Blin [1998] proposed the CCETT visual metricdolor quanti-
zation errors on still images. This metric incorporates agng of a chromatic
model and an achromatic model. The achromatic errors araatst from the
original and reproduction images, where a pre-procesdirigeoimage is done.
Then a retinal processing where a logarithmic responseed, s processing of
the mean local luminance for both images is also carried efdrb an isotropic
spatial filtering. After the retinal processing a corticabgessing is done, where
a splitting of the frequency against orientation is done anéuronal contrast re-
sponse is applied. The modelling of chromatic errors is dyna pereptual color
representation and a perceptual color-difference. Thgénare transformed to
the CIELAB colorspace, where lightness, chroma and hue catefieed. The
color difference is calculated usidd=g,. The third stage of this chromatic model
is the comparison of color difference, where a local peioapdf color differ-
ences are calculated. A comparison of color differencesaoh @ixel according
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to its neighbourhood is calculated in both the referenceraptbduction. A vari-
ation of the neighbourhoods of the images is also taken ictount. The metric
is calculated by summing the errors of the achromatic andnshtic model. The
chromatic error is weighted, because of the lower senitiilocal chromatic er-
rors. The metric is evaluated with a subjective test, whaeneagjes were encoded
with MPEG-2. One test with chromatic images and one with @atlfatic images.
The CCETT visual metric has a strong correlation with the MOS.

2.3.15 Hong and Luo

This algorithm for color difference is based on the known fl@at systematic
errors over the entire image are quite noticeable and uptaigle. The algorithm
proposed by Hong and Luo [2006, 2002] is based on some cangscthese are:

e Pixels or areas of high significance can be identified andtalsei weight
allocation can be found.

e Larger areas of the same color should be weighted higher.
e Larger color difference between the pixels should get higleaghts.

e Hue is an important color perception for discriminatingazslwithin the
context.

The first step is to transfer each pixel in the image filoma*, b* to L*, C;,,, h},.
Then a histogram based on the hue angle is computed, and setending so
weights can be applied to 4 different quartiles of the histog The overall color
difference is calculated by multiplying the weighted huglarior every pixel with
the color difference pixel-by-pixel.

Evaluation of the hue angle metric can be found in [Hardele¢ra., 2008;
Hong and Luo, 2006, 2002; Pedersen, 2007; Pedersen anddeeyd2008, 2009a,b;
Pedersen et al., 2008]

2.3.16 Pedersen and Hardeberg, SHAME

Pedersen and Hardeberg [2009a,b] proposed an extensiommiasure by Hong
and Luo [2002]. The spatial hue angle measure (SHAME) usgaias filtering
similar to S-CIELAB [Zhang and Wandell, 1996]. The filteredaiges (original
and reproduction) are used as input to the measure by Honguenf2002]. The
results indicate that the spatial filtering combined withweight allocation in the
hue angle measure improve the prediction of perceived irqagéty.
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2.3.17 Pedersen and Hardeberg, SHAME-II

Pedersen and Hardeberg [2009a,b] also proposed anotlessmxt of the mea-
sure by Hong and Luo [2002]. The spatial filtering is perfodnrethe frequency
domain, similar to Johnson and Fairchild [2001], this ressurl a more precise fil-
tering. The filtered images are then used as input to the tgle areasue by Hong
and Luo [2002]. The results indicate that a precise spatiatifig is important

for image quality measures.

2.3.18 Chou and Liu, P-CIELAB

Chou and Liu [2007] proposed an image fidelity measure forraolages named
P-CIELAB (APE). This measure is based &k}, and only the errors exceeding
a visibility threshold are taken into account. The visilgihreshold is estimated
by a proposed visual model that varies from pixel to pixehwical properties
of luminance, chroma and background uniformity. The resultlicate a better
performance by the proposed metric thanAét;,, and PSNR.

2.3.19 Farrugia and Peroche

Farrugia and Peroche [2000] proposed an image metric fopuaten graphics.
The metric treats contrast with a CSF decomposition, a lamatrast calculation
done for the short, medium and long cone receptors and cbmi@sking is done
in the AC1C2 color space. The color difference is computedguie CIELAB
AE},, while the contrast maps are computed using the MinkowskrimeThe
color difference map and contrast map is calibrated in JNId,the sum of these
is used to obtain the final difference map. Another variarthsf metric is found
in Farrugia et al. [2004].

2.4 Structural similarity

This section reviews metrics based on structural simylaoibth for grayscale and
color images.

2.4.1 Wang and Bovik, UIQ

The Universal Image Quality Index (UIQ) was proposed by Wang Bovik
[2002]. This is a mathematically defined image quality noeflor grayscale im-
ages, with no HVS model incorporated. Because of this theieristindependent
of viewing conditions and individual observers. Itis alssgto calculate and has
low complexity. The index models any distortion as a comtmeof loss of cor-
relation, luminance distortion and contrast distortioheTinal measurd, is in
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the range [-1,1], where 1 is equivalent to two identical ie&grl he results shown
by the authors indicate that UIQ outperform MSE significafl different types
of distortion. The test images had 7 types of distortiont-aatl-pepper noise,
mean shift, JPEG compression, additive gaussian noisdjphudtive speckle
noise, contrast stretching and blurring. The authors dlessthe point that the
ranking done by UIQ is the same as by the observers, and thedatoon between
Q values and mean subjective rank (MSR) is high.

Evaluation of UIQ can be found in [Egiazarian et al., 2006yl&eet al.,
2005; Hardeberg et al., 2008; Pedersen and Hardeberg, 28801t et al., 2005;
Shnayderman et al., 2004, 2006; Wang and Bovik, 2002; Wanlg €084]

2.4.2 Toet and LucassenQcoior

Toet and Lucassen [2003] introduced a color image fidelityriméased on the
UIQ by Wang and Bovik [2002]. The UIQ is performed on each clemmthe
I, a and channels, these channels are calcualted by a transfomfatim the
LMS space. The final color metric is defined as

Qeolor = /W (Qu)2+Wa(Qu)2 +wg(Qp)? (6)

where Q is the UIQ calculation. Theindicate weights that can be set according
to the distortion in each channel. The results indicate eetation between the
ranking of image fidelity by the observers and the rankingeasn theQcolor
values.

2.4.3 Egiazarian et al., UQI-HVS

Egiazarian et al. [2006] proposed an extension of UIQ by WaryBovik [2002].
This metric takes into account the human visual system biyguan one-level
discrete wavelet transform similar to the on in JPEG2000a Aasult of this the
image is divided into 4 frequency subbands, and the UIQ gadwe calculated for
each subband. The final value (UQI-HVS) is obtained by surgrtia 4 weighted
subband values.

2.4.4 Wangetal., SSIM

The SSIM (structural similarity) index proposed by Wang le{2004] attempts
to quantify the visible difference between a distorted immagd a reference im-
age. This index is based on the UIQ [Wang and Bovik, 2002]. Tgerg&hm
defines the structural information in an image as thoseatts that represent the
structure of the objects in the scene, independent of theageduminance and
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contrast. The index is based on a combination of luminanmetrast and struc-
ture comparison. The comparisons are done for local windowlse image, the
overall image quality is the mean of all these local windows.

1 M
MSSIMX,Y) _MZ SSIMX;,yj), 7)

whereX andY is the reference and distorted imagegsandy; are image content
in local window j andM indicates the total number of local windows. Figure 3
shows the SSIM flowchart, where signabr signaly has perfect quality and the
other is the distorted image.

Luminance
Measurement
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Contrast
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Luminance
Comparison

Contrast _— Similarity
. [—>1 Combination =
Comparison Measure

Luminance
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Sighal y

Structure
Comparison

Contrast
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Figure 3: SSIM flowchart, signal x and y goes through a lumteaand contrast
measurement before comparison of luminance, contrasttaumnctige. A combi-
nation of these results in the final similarity measure. lRefrom Wang et al.
[2004].

Evaluation of SSIM can be found in [Beghdadi and lordache 2@duzer-
doum et al., 2004; Brooks and Pappas, 2006; Chen et al., 20@8isebnann and
Yang, 2005; Egiazarian et al., 2006; Gao et al., 2005; Gayé#.,e2005; Harde-
berg et al., 2008; Larson and Chandler, 2008; Lee and Hori@tlBi8; Lee et al.,
2006; Pedersen, 2007; Pedersen and Hardeberg, 2008, 208@éxsen et al.,
2008; Samet et al., 2005; Sheikh and Bovik, 2006; Sheikh e2@04; Shnay-
derman et al., 2006; Silva et al., 2007; Wang and Simon@&ib5; Wang et al.,
2003b, 2004; Yao et al., 2005]

2.4.5 Wang et al., multiscale SSIM

A multiscale version of SSIM was proposed by Wang et al. [2)08he original
and reproduction is run through the SSIM, where the contradt structure is
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computed for each subsampled level. The images are lovepddtered and
downsampled by 2. The lightness (I) is only computed in thal fatep, contrast
(c) and structure (s) for each step. The overall values aaraa by multiplying
the lightness value with the sum of contrast and structuralfsubsampled levels.
Weighting parameters for |, c and s are suggested based enmental results.

Evaluation of multiscale SSIM can be found in [Sheikh et 2006; Wang
et al., 2003b]

2.4.6 Chenetal.,, ESSIM

Chen et al. [2006b] proposed an edge-based SSIM (ESSIM).mdiisc was de-
veloped due to the findings that SSIM fails to predict peregidifference in badly
blurred images. This measure replaces the structural casigpawith an edge-
based structural comparision based on the Sobel operatoaraedge direction
histogram. The metric is evaluated on the LIVE databaseft@ndesults indicate
that ESSIM perform better than SSIM and PSNR.

2.4.7 Chenetal.,, GSSIM

Chen et al. [2006a] proposed a gradient-based SSIM (GSSINY.fetric is very
similar to the ESSIM by Chen et al. [2006b], it uses a Sobelrfitenhorizontal

and vertical direction just as ESSIM. The difference is thath the structure
and contrast comparision are based on the Sobel filteredesnafhe metric is
evaluated on the LIVE database, and the results indicateGB&IM performs
better than SSIM and PSNR, both on an overall basis and fordalumages.

2.4.8 Bonnier et al.,.SSIMpt

A color extension of SSIM was developed and tested by Bonrtiat. §2006],
where each SSIM for each channel in the IPT color space weferpeed. After
the transformation all three channels were combined witle@rgetrical mean.
This implementation is similar to the one used by Toet andasgen [2003] on

uIQ.

249 Gaoetal.,, CBM

Gao et al. [2005] proposed an extension to SSIM, based onzy faageno in-
tegral. The content-based metric (CBM) has I(x,y) and c(xiyjilar to SSIM
[Wang et al., 2004] but the s(x,y) is modified from containuajues between -1
and 1 to contain values between 0 and 1 due to the SugenoahtBgranalyzing
the content of the original and reproduction the image isitgared into 3 parts;
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edge, texture and flat regions. Then the similarity meastieaoh part is cal-

culated by synthesizing the SSIMs of all the pixels in theegponding regions
with the Sugeno integral. Finally the overall image qualktyvaluated with the
weighting average of the three regions. The results ineliadtigher performance
by the CBM than SSIM, PSNR and fuzzy integral (FE) on a set of JRBG

JPEG2k compressed images.

2.4.10 Dong etal., RCBM

Dong et al. [2007] proposed another extension to SSIM usingtr fuzzy in-
tegrals (RCBM). The CBM by Gao et al. [2005] is always based on yisel
integral, making the analysis less flexible, by using thegtofuzzy integral this
should become more flexible. The image is partitioned int@3spas in CBM;
edges, texture and flat regions. The rough fuzzy integrdlas applied instead
of the fuzzy integral. Finally the lower and upper measunasef the three parts
are calculated using the weighting average. This methadtseim an upper and
lower limit, and therefore being more flexible than the CBM.

2.4.11 Wang and Simoncelli, CWSSIM

Wang and Simoncelli [2005] address the problem SSIM hastwatislation, scal-
ing and rotation. The solution for this is to extend SSIM te dtomplex wavelet
domain. In order to apply this metric (CWSSIM) for comparingamges, the im-
ages are decomposed using a complex version of the stepyahaid transform.
The CWSSIM is computed with a sliding window, and the overatikrity is
estimated as the average of all local CWSSIM values. From thecile test
done, CWSSIM outperform SSIM and MSE. The authors also tektenhetric as
a similiarity measure on 2430 images.

Evaluation of CWSSIM can be found in [Brooks and Pappas, 2006gvsad
Simoncelli, 2005].

2.4.12 Brooks and Pappas, WCWSSIM

Brooks and Pappas [2006] presented a multi-scale weightéahvaf the com-
plex wavelet SSIM (WCWSSIM). This extension of the CWSSIM havegivis
based on the CSF to handle local mean shift distortions. They&$IM, CWS-
SIM and WCWSSIM to evaluate video quality. They also show exasplith
local mean shifts where CWSSIM have problems, and they propese/CWS-
SIM to account for these problems. The authors concludeWHaWSSIM is
superior to SSIM and CWSSIM.
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2.4.13 Leeetal., DTWT-SSIM

Lee etal.[2006] proposed a dual-tree wavelet transforereston of SSIM (DTWT-
SSIM), this extension should be less sensitive to tramsiascaling and rotation
than SSIM. The mean intensity of luminance signglsandyy) are replaced by
a sum of the six sub-bands of the DTWT coefficents. This is alaiityi mea-
sure used for classification, and has been tested on the MhAgSdwritten digit
database [Lecun et al., 1998]. 4860 images were createdsealing, shift, blur-
ring and rotating. The results show a higher correct ideatiion rate for DTWT-
SSIM than for SSIM and MSE. The authors also indicate that DI¥%IM can
be used in other fields, as face recognition or content-biasagke retrieval.

2.4.14 Mindru and Jung

Mindru and Jung [2006] proposed a similarity metric for ireaguality based on
SSIM [Wang et al., 2004] antf,,, [McCormick-Goodhart et al., 2004]. The
original and reproduction are transformed into XYZ, afteistthe images are
filtered with a spatial human visual observer model beforiagback to XYZ.
The final measure is a weighted combination of SSIM Hpd,.

2.4.15 Leeetal., CISM

Lee et al. [2007] and Lee and Horiuchi [2008] proposed a layberior diffusion
algorithm which uses an internal pseudorandom number andtanésk. To
verify the quality of the algorithm a structural similarityeasure for color images
is proposed. This measure builds on SSIM, but differs onreéymints. The
RGB image is transformed to CIEXYZ and further to CIELAB, then aTDFBE
performed on the transformed image, both original and cyton. A HVS
filter is applied on both images. For the luminance chanrehtlodel proposed
by Sullivan et al. [1991] and &kanen [1984] is used, and for the chrominance a
filter based on results by Mullen [1985] is used. Then the HWU8Br&éd images
are transformed to RGB again after an inverse DCT. The inputerstmilarity
part is the HVS filtered RGB values. A comparison of the mean R@Bawmce
RGB and structure is performed, and a combination of theserg th order to
obtain the similarity measure. This is done for all threercteds, and the authors
propose to weight each channel with 1/3. This results in d freasure (CISM)
where the mean SSIM for each channel is summed. The resditata that the
proposed algorithm performs better than other error diffuslgorithms, and that
CISM outperforms SSIM.
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2.4.16 Lam and Loo

Lam and Loo [2008] proposed an image quality metric basedQiMSbut the
structure of the image is extracted using a quadtree decsitigpo These quadtree
segments during decomposition are used to examine coatrddtiminance.

2.4.17 Silvaetal.,, SEME

Silva et al. [2007] proposed an image similarity measuretas a modified ver-
sion of the measurement of enchancement by entropy. Thisures a similarity
measure, and can therefore also be used as a quality med@kersimilarity en-
chancement by entropy (SEME) is defined with 2 variants, atietive a number
of horizontal and vertical blocks in the image, and with maxim and minimum
luminance in each block. The other is similar, but it incagies a MSE weight-
ing function. The metric has been compared to PSNR, SSIM arid. M 8ifferent
SEME are tested, with block size 3 and 4 for both variants efrtieasure. The
results indicate that SSIM is better than SEME, but with aniyor differences.
The SEME is though twice as fast as SSIM , but slower than MSERSNR.
The dataset contained 233 images from the LIVE databadeytgid with JPEG
compression.

2.4.18 Franti

Franti [1998] proposed a distortion mesure for statistaoad structural errors in
digital images. The method consist of 3 quality factorseditg contrast errors,
structural errors and quantization error. Contrast masldngerformed on the
contrast errors and on the structural errors, but not ondhetigation errors. The
final measure is a sum of the weighted factors. 3 differemeswiith 14 distorted
versions were used to evaluate the proposed measure, las88vers were used.
The results indicate that the proposed measure perforerhle#n PQS and MSE.

2.5 Difference predictors

Difference predictors are reviews in this section, thestriogeare used to predict
the difference between two images.

2.5.1 Daly, Visible Differences Predictor

This is an algorithm proposed by Daly [1993]. The goal of tli&ble Differences

Predictor (VDP) is to determine the degree to which physidérences become
visible differences. The author states that this is not aagenguality metric, but
it addresses the problem of describing the differencesdmtviwo images. The
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output from this algorithm is an image containing the visififferences between
the images. Two different visualization techniques aregpsed for the output
VDP, the free-field difference map optimized for compressand the in-context
difference showing the output probabilites in color on tbference image. The
VDP can be used for all image distortions including blur,segialgorithm arti-
facts, banding, blocking, pixellation and tone-scale ¢jean

Evaluation of VDP is found in [Daly, 1993; Li et al., 1998]

2.5.2 Fewerda and Pellacini, FDP

Another predictor, Functional Difference Predictors (EpHerwerda and Pel-
lacini, 2003], has been built on the same principles as VD&\D1993]. VDPs
predict whether images will be visibly different, but FDRegiict whether they
are functionally different, affecting the user’s ability perform a task [Ferwerda
and Pellacini, 2003].

2.5.3 Bradley, WVDP

Bradley [1999] proposed a wavelet extension of the VDP [DBE983]. The orig-

inal and reproduction are transformed in to the wavelet domBhe differences
between these are tested against a contrast masking. Aquegtiic function

is used to estimate the probability of error detection faheaavelet coefficient.
These detection probabilities are combined to get a visiiffierence map. A CSF
is not explicity found in WVDP, but is incorporated in the cast masking.

2.5.4 Mantiuk, HDR-VDP

Mantiuk et al. [2004] proposed an extension of VDP for HDRg®as. The exten-
sions done improve the model’s prediction of perceivabiences in the full
visible range of luminance and under the adaptation camditHDR-VDP takes
into account aspects of high contrast vision in order to iptguerceived differ-
ences. This model does not take into account chromatic esangly luminance.
Evaluation of HDR-VDP is found in [Mantiuk et al., 2004, 2005]

2.6 Discrimination models
2.6.1 Lubin, VDM

Lubin [1995] proposed the visual discrimination model (VDM his model is
based on the just-noticiable-differences (JND) model bystarand Cohen [1980].
The model design was motivated by speed and accuracy. lophétmodel is a
reference image and a distorted version, both grayscalet 8f parameters must
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be defined based on the viewing conditions. The first stepidied a simulation
of the optics of the eye before sampling the retina cone moJdie sampling is
done by a gaussian convolution and point sampling. The rniagesconverts the
raw luminance signal into units of local contrast based orethod similar to Peli
[1990]. After this each pyramid level is convolved with 4 ysaof spatially ori-
ented filters. Then on the 4 pairs of filters an energy respsnsemputed. Each
energy measure is normalized and each of these values awguas$d a non-linear
sigmoid function. The distance between the vectors can loeleted and results
in a JND map as output, but the values across this map can deasalculate
mean, maximum or other statistical measure of the simylaetween the images.
This single value can further be converted into probabildiues.

2.6.2 Lubin, Sarnoff IND Vision Model

The Sarnoff JND Vision Model [Lubin, 1997a,b] is a method oédlicting the
perceptual ratings that observers will assign to a degradkxn-image sequence
relative to its nondegraded counterpart. The model takesrhvages, an original
and a degraded image, and produces an estimate of the paicéifference be-
tween them. The model does a front end processing to trangfa input signals
to light outputs ¥ G,C; to Yuy), and then the light output is transformed to psy-
chophysically defined quantities that seperately charnaeteima and chroma. A
luma JND map and a chroma JND map are created. The JND mapsearaded
for a correlation summary, resulting in a measure of difieesbetween the orig-
inal and the degraded image. It should be noted that the crveéts developed as
a video quality metric, showing a high correlation betweesdcted quality and
perveiced quality. The model has also been tested on JPEGwlagre a high
correlation also was found. Lubin concludes that the modshide applicability
as an objective picture quality measurement tool.

Evaluation of Sarnoff can be found in [Brill et al., 1999; Liadt, 1998; Lubin,
1997b; Sheikh and Bovik, 2006; Sheikh et al., 2004, 2006; Wétray., 2003b,
2004]

2.6.3 Bolin and Meyer, Simplified color extension of VDM

Bolin and Meyer [1998, 1999] proposed a simplified VDM [Lupt©95] for
realistic image synthesis by using the Haar wavelet and alsmspatial pool-
ing operation with a smaller filter than the one found in VDMig version was
extended to handle color and it includes the effects of cltanaberration.
Evaluation of this metric is found in [Bolin and Meyer, 199898].
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2.7 DCT based metrics
2.7.1 Watson

Watson [1993a,b] proposed a metric based on DCT, the methatsteach DCT
coefficient as an approximation to the local response ofuaVishannel. The met-
ric is built to optimize individual images made from JPEG, BARPetc. The model
incorporates contrast masking, luminance masking, paraeguantization, JND,
spatial error pooling, frequency error pooling, an optiatian method and bit rate
optimization.

Evaluation of this metric is found in [Mayache et al., 1998té6n, 1993a,b].

2.7.2 Silverstein and Klein

Silverstein and Klein [1993] proposed a DCT image fidelity meefor displayed
text. The closest fit for of ASCIl symbols to rectangular segta®f a gray-scale
image. Each segment was converted into a DCT coefficient xnatrich was
compared to the coefficient matrix of each ASCII symbol. Thagm segment
was replaced with the symbol that had the least weightedd&ast distance.

2.8 Wavelet based metrics
2.8.1 Laietal.

Lai etal. [1997] proposed a fidelity measure based on the Waeelet. This mea-
sure was more refined by Lai et al. [1998] where they still irgeHaar wavelet
to simulate the HVS in luminance and chrominance. Based owé#welet rep-

resentation the contrast at each pixel is computed, theagins adjusted by the
masking effect and the threshold curve is truncated. Theasiu@shold at each
resolution is computed, and the error measure is based uy®n The errors

are computed in luminance, red-green and yellow-blue deoes with respect
to their individual contrast threshold curves. The final swa is a geometrical
mean of these.

2.8.2 Veryovka et al.

Veryovka et al. [1998] used a multiscale approach to anadgrges, this measure
was created for halftone images. Two types of edges werdifigein reproduced
edges and egde artifacts. Reproduced edges are those eagasetpresent in
the original images, while edge artifacts are those intceduby the halftoning
algorithm. The authors use the wavelet tranform proposeddaliat and Hwang

31



[1992] abd Mallat and Zhong [1992], and applied this to thdéttiaed image. Ex-

trema points are identified and linked together to form edge#aurs. Edges that
correspond to high frequency noise are removed togethbrwgak edges. Short
edges are also removed, short edges are defined as edge=r sheadl 7 pixels.

The strength of an edge artifact is calculated as the avexfipe magnitudes of
edge points at a given scale. The metric is tested on clustEredither, ordered
dispersed dither and Floyd-Steinberg error diffusion.

2.8.3 Sheikhetal., IFC

Sheikh et al. [2004] and Sheikh [2004] proposed an imageitguadsessment
method based on natural scene statistics (NSS). The NS osmtkis Gaussian
scale mixtures (GSM) in the wavelet domain. The distortioydel used is also
described in the wavelet domain. This model captures twartapt, and com-
plementary, distortion types: blur and additive noise. Tifermation Fidelity
Criterion (IFC) is the mutual information between the sournd the distorted
images. The IFC is not a distortion metric, but a fidelityamnin. It theoretically
ranges from zero (no fidelity) to infinity (perfect fidelity)he IFC was evaluated
on the LIVE database, and the results show that the IFC dotpethe Sarnoff
JNDmetrix, and a vector version of IFC even outperform SSIM.

2.8.4 Yaoetal.QMCS

Yao et al. [2007] proposed an image quality measure basedreatare similar-
ity, and builds on the ideas of Wang et al. [2004]. The metitierapts to exploit
structural similarity in wavelet bands using differentgdometric information.
The reference image and distorted image are decomposed éhltevel structure
with a total of 13 subbands using 9/7 biorthogonal waveltrfibanks. In each
subband mean surface curvature maps are obtained, andrtiarisy between
two curvature maps are found with a correlation formula. ©kerall quality
measure is computed by summing the values for all subbanus.résults indi-
cate a better performance RMCSthan SSIM, Sarnoff and PSNR on the LIVE
database.

2.8.5 Gayleetal., M-DWT

Gayle et al. [2005] proposed a full-reference image quatiasure in the Discrete
Wavelet Transform (DWT) domain. The measure applies DWT tduhenance

layer of the orignal and degraded image, and for each barstdhelard deviation
of differences are calculated. The measure was evaluatéd bpservers on 30
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full color scenes. The proposed measure (M-DWT) is bettaetaied with MOS
(mean opinion score) than PSNR, UIQ and SSIM.

2.9 Various metrics
2.9.1 Damera-Venkata et al. DM and NQM

Damera-Venkata et al. [2000] proposed a distortion meg&W) and noise qual-
ity measure NQM). For theDM the frequency distortion in the reproduction is
found, then the deviation of this from an allpass responseallly a weighting
of the deviation by a HVS model, and integration of the visifrsequencies. The
NQM is based on Peli’s contrast pyramid [Peli, 1990], and it $alkéo account
variations in distance, variations in local luminance meateraction between
spatial frequencies and contrast masking effects.

Evaluation of these metrics are found in [Damera-Venkag £2000; Sheikh
et al., 2006]. NQM is also found in [de Freitas Zampolo andr&e2004; de Fre-
itas Zampolo and Seara, 2005], while DM is also found in [deites Zampolo
and Seara, 2003].

2.9.2 de Freitas Zampolo and Seard)QM and CQM

de Freitas Zampolo and Seara [2003] proposed measures draseeNQM by
Damera-Venkata et al. [2000]. The distortion quality meagDQM) is based on
NQM, and is done in the frequency distortion assessment bldukrdsults show
superior performance of tieQM over theNQM. The authors also propose the
CQM, a composit quality measure, that combines frequencyrtimtowith noise
injection. This measure was derived frodd@M andDQM, and a high correlation
against the subjective score is found.

Evaluation ofDQM andCQM is found in [de Freitas Zampolo and Seara,
2003; de Freitas Zampolo and Seara, 2004].

2.9.3 de Freitas Zampolo and SeareB-CQM

de Freitas Zampolo and Seara [2004] proposed an extensiba@QM proposed
by the same authors [de Freitas Zampolo and Seara, 2003]eXi@nsion uses the
Bayesian networks, and is based on the experimental data[di®freitas Zam-
polo and Seara, 2003]. Results indicate increased perfaenianB-CQM over
NQM andDQM.

294 Yuetal

Yu et al. [1998] proposed a metric for color halftone vistgibased on Weber’s
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law [Weber, 1965]. The first step is to transform the RGB valokethe patch
to XYZ, the Fourier transform is applied to find the luminaneehe frequency
domain. A cut-off radial frequency is defined, then a new ienegdefined in the
frequency domain according to the cut-off radial frequentbye inverse Fourier
transform is applied to the previous image, and the standewdtion of this is
found. This value is compared to the limit given by the meanihance and a
factor. If the value is higher than the limit the cut-off ratfirequency is increased,
and a new check against the limit is done. When the the valuawvsrlthan the
limit, the cut-off radial freqeuency is reported as the frexacy threshold. The
metric is evaluated with a psychovisual experiment with S8avbers and 6 scenes
and 5 different halftone algorithms. The results indichtg the proposed metric
performs better than S-CIELAB on the same dataset.

2.9.5 Yu and Parker, KLK

Yu and Parker [1998] evaluated and proposed quality mdwiasdividual blue-
noise binary patterns; the HWMSE (HVS weighted mean squaog)et.F (low-
est frequency component), AMD (average distance beweemsteaeighboring
minority-pixel pairs) and KLK (kurtosis local kurtosis). #etric similar to the
AMD has earlier been proposed by Wong [1997]. The KLK is psgzbby the
authors, where for each minority pixel a lowpass gaussiapied to its neigh-
bourhood. The kurtosis of the filter output in this neightbmad is calculated and
then the kurtosis of all kurtosis distributions to get a #ngumerical value for the
quality. Based on these quality metrics an optimization aEbtoise binary pat-
terns is performed. They conclude that by using quality im&to choose the best
blue-noise binary pattern they reflect the visually bes¢bioise binary pattern.

2.9.6 Ivkovic and Sankar

Ivkovic and Sankar [2004] proposed an algorithm for imagality assessment
built on the linear relationship between blocks of pixelsheTirst step in this
model is to process both the original image and the repramtugtith a simple

HVS model. This HVS model consists of a brightness percagtioction and a

CSF. The CSF contains an user defined parameter for changimgheiteference
image content. The correlation coefficient is then compateithe different blocks
on the image. At last the overall quality measure is compatedhe average
correlation coefficient. The metric is evaluated on threages reproduced with
contrast stretching, additive white noise, blurring anEGR000 coding. The
results were evaluated by the authors, and the proposedthigovas found to

perform better than MSE.
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2.9.7 Chaddha and Meng

Chaddha and Meng [1993] introduced an image distortion nme&gumonochrome
images. This measure splits the error signal in 2 parts. Onthé orthogonal-
space, where parts of the error signal is correlated withllGEatures, and one
for the sub-space error signal, where parts of the erroasignuncorrelated with
local features. This splitting is done by a 2-D adaptiverilenere a sliding filter
of 9x9 is used. The second stage of the measure is a full wave eeatisied for
outputting absolute values. Then a logarithmic non-ligas performed, and as
a fourth stage where the image is raised to a power of 2. Thesfiéige consists of
a weighted summer. Then a relative weighting of the two disto measures is
done to obtain the final distortion measure. The result floemtetric is compared
against perceived distortion, and the proposed measuperdoitm MSE both in
correlation and correct ranking. This metric is also exeshtb video [Chaddha
and Meng, 1993].

2.9.8 Nasanen

Nasanen [1984] examined the visibility of halftone dot texsjrand a method
based on the human visual contrast sensitivity was propoBeel estimated vis-
ibility is expressed as the visual resolution frequencygt ik the highest funda-
mental spatial frequency where a periodic dot texture ikhador the observers.
The results from this method correspond with those from alpsyhysical exper-
iment.

2.9.9 Sheikh and Bovik, VIF

Sheikh and Bovik [2006] proposed the visual information figiglVIF) metric.
This metric quantifies the Shannon information present énréproduction rela-
tive to the information present in the original. The natwetne model used is a
Gaussian scale model (GSM) in the wavelet domain, and as arH&| they
use an additive white Gaussian noise model. The VIF metieveld a higher
correlation with perceived quality from the LIVE datababkart Sarnoff, PSNR
and SSIM, and with a lower RMSE.

Evaluation of VIF is found in [Larson and Chandler, 2008; heaind Bovik,
2006; Sheikh et al., 2006].

2.9.10 McCormick-Goodhart et al.,l*

McCormick-Goodhart et al. [2004] proposed a computationadiehfor "retained
image appearance”. Thé metric is a combination of an image appearance func-
tion for the lightness and contrast{,,) and retained image appearance function
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for the color information|¢,,,,). The totalt error is weighted with a factar

[* — Iéolor"" (IE&W X 00) (8)
14w '

The results indicate that is consistent with visual results of print aging, in terms
of contrast and color loss.

2.9.11 Yehetal.E

Yeh et al. [1998] presented a perceptual distortion meg&)réor edge-like arti-
facts in image sequences. The measure does a spatial pngcéissn a temporal
processing before a distortion pooling. The spatial preiogsis divided into 4
parts. The first part being a distortion detection, wherewgpbss filter is added
along a directior®, and a bandpass filter aloBg- 90. Then an absolute value for
the current position is calculated. The spatial maskingisedon the background
luminance and on the background spatial activity. The apatnlinearity and
summation are then carried out. The results indicate Ehist more correlated
with the HVS than MSE.

2.9.12 Shnayderman etalM —SVD

Shnayderman et al. [2004, 2006] proposed an image qualityjanesing singu-
lar value decompositiorM — SV D), according to the authors it is reliable across
different distortion methods. The measure works in bloeksl calculates the dif-
ference between the singular values of these blocks. Atataé can be found by
a simple summation of the blocks. It was tested using 6 diffedistortion types
(JPEG, JPEG2000, gaussian blur, gaussian noise, shagpamihDC-shifting)
on 5 different scenes with 10 observers. The results showriqerformance by
M — SV Dthan UIQ and MSE. Because this metric does not require a HV&®mod
it is simple and does not have any assumptions about viewstgrte or the dis-
tortion type. It can be used for both local and global measerds.

2.9.13 Pappas and Neuhoff, LSMB

Pappas and Neuhoff [1999] proposed the least-squares +hadetl (LSMB) ap-
proach to digital halftoning that exploits both a printerdeband a visual model
to create high quality images. The squared error betweeaoutpait of the printer
model and the visual model is used for optimization of halitg. Results in-
dicate that the LSMB error metric agrees well with visualleations of image
guality. LSMB image quality metric can be computed over thels image or
over a small segment of the image. The evaluation of perfocaaf the LSMB
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techinque is done in terms of 1) spatial resolution (shaspn2) texture (visibility
of halftone pattern) 3) gray-scale resolution (humber otpied gray levels) 4)
gray scale distortion of halftoned images.

2.9.14 Scheermesser and Bryngdahl

Scheermesser and Bryngdahl [1996] introduced a texturaaietrhalftone im-
ages. Itis a numerical metric for the occurrence or absehsperific textures in
guantized images. The metric conforms to the visual impoassf the image, it
permits a judgement over visually unrecognizable textaedures, and it results
in a number for easy interpretation. The authors also staitetis metric could
be used as an optimization algorithm for halftoning.

2.9.15 Scheermesser and Bryngdahl

Scheermesser and Bryngdahl [1997] proposed a space-vexdmte metric for
halftone images that allows the identification and quarstifosy of spatially de-
pendent texture characteristics. 2 approaches are givenvestigation of the
image, one on segmentation and on a continuous distribution

2.9.16 Barten, SQRI

Barten [1990] proposed the square-root integral (SQRI), is fimetric a fixed
mathematical expression for the contrast sensitivity efaye is used. This results
in the ability to detect various phenomenon as resolutiddressability, contrast,
luminance, display size and viewing distance. The resntiikate a linear corre-
lation with perceived image quality.

Evaluation of SQRI is found in [Barten, 1990; Bouzit and MacOdn2000].

2.9.17 Nijenhuis and Blommaert

Nijenhuis and Blommaert [1997] presented a framework forlearraative metric
that uses the distance in a perceptual space to predict tbeiyed impairment of
reproduced images. This metric include attributes indume#ichelson’s con-
trast and average luminance.

2.9.18 Avadhanam and Algazi, PDM

Avadhanam and Algazi [1999] proposed an image fidelity rogt@lled the pic-
ture distortion metric (PDM), based on visual masking. ThrEmtomponents
of the metric are perceptual nonlinearity, CSF, cortex bandsial masking and
error summation. The CSF used is adopted from the VDP [Da§3Jl%ogether
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with the cortex bands. They introduce a new approach to mgskvhere the
response is normalized for each band. The metric is evaluaith 5 different

scenes, coded with JPEG and a wavelet coder. The resultsaifadi high correla-
tion and high correct ranking for PDM, a high scene depengenalso found.

2.9.19 Karunasekera and KingsburyEg

Karunasekera and Kingsbury [1994, 1995] proposed a me#ésgirevhich is di-
vided into 3 parts. Edge detection, where the original imaugthe reproduction
are filtered with a directional filter. Masking of artifactsedto surrounding activ-
ity and brightness. Accounting for the nonlinearity in therran visual system is
done before error calculation. The error calculation isaterage of transformed
error, either of a part of the image or the entire image. Thé&irg by the metric
match the subjective ranking well.

Evaluation ofEg is found in [Karunasekera and Kingsbury, 1994, 1995; May-
ache et al., 1998]

2.9.20 Miyaharaetal., PQS

Miyahara et al. [1996] introduced the Picture Quality SC&®S). The measure
is based on luminance coding error, spatial frequency weiglof errors, random
errors and disturbances, structured and localized emardigturbances, and prin-
cipal component analysis. The PQS is calculated as a lir@abination of the
different principal components. The metric was evaluatgé Ipsychophysical
experiment with 5 scenes and 9 expert observers. A stronglation is found
for PQS, and the performance of the proposed measure is thette WMSE.
Evaluation of PQS is found in [Miyahara et al., 1996; Sheikhalg 2006].

2.9.21 Safranek and Johnston

Safranek and Johnston [1989] introduced a simple metriedbasn the PIC (per-
ceptual image coder), where an error pooling is done on thiesswd indexes. The
coder incorporates a model that ensures that the mostigerasitas are not over-
coded. A texture masking adjusment model is incorporatedder to code areas
with different frequency content at different levels.

2.9.22 Westenetal., PEM

Westen et al. [1995] proposed the Perceptual Error MeafEM], which in-

corporates the HVS light sensitivity, spatial frequency anentation sensitivity,
and masking effects. The model is based on local band-khutatrast in ori-
ented spatial frequency bands. The PEM calculation is basexdsimple vector

38



norm over frequency bands and positions, and weights caivée tp the differ-
ent frequency bands, positions and orientations. Thetsesuicate a superior
performance by PEM over PSNR.

2.9.23 NilssonQMg,

The halftoning quality metric proposed by Nilsson [1999]arporates models of
both the printer and the observers. This model is based ¢iareaork by Nilsson
and Kruse [1997]. The print model consist of 2 parts, one with mechanical
distortion of the halftone and one with the optical effectsh® paper. The ob-
server model has been adopted from Mannos and Sakrison][f87dhe HVS,
and for the modulation-transfer function (MTF) values aradadfrom Sullivan
et al. [1993]is used. An adaptive filter is used to separaddiftone characteris-
tics from the original image, and Fourier analysis of theasafions using weight
functions to derive measurements on different aspectsailftquThe square root
of the averaged energy in each frequency bai#fd is used as a descriptor of the
signal. The final measur®\,) is computed as a sum of ti& and a weighting
function.

2.9.24 Kipman, ImageXpert metrics

Kipman [1998] presented a set of image quality tests fortprinand media, these
tests include dot quality, halftone quality, line qualilgxt quality, color quality,
smear/overspray and spatial resolution. These metricszag of the ImageXpert
software.

Evaluation of these metrics are found in [Brill et al., 1999piKan, 1998]

2.9.25 Wilson et al. Ag

Wilson et al. [1997] proposed a metric for gray-scale consopar. The metric
is built on a modification of the Hausdorff metric, which meiges how far 2
compact non-empty subsets of a metric space are from eaeh dthe distance
between the original and reproduction is the distance lEtvikeir respective
subgraphs. The metric was tested on different kind of distor among them
JPEG compression. The results indicate thattéor some kind of distortions
are better than the RMS.

2.9.26 Guarneri et al.,PQSI

Guarneri et al. [2005] proposed a quality metric (PQSI) foloc interpolated
images. The metric is divided into two error models, one t@sang error and
one for zipper error (on-off pattern caused by the interjimhaprocess). The
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aliasing error is obtained by combining error masks fromrdte green and blue
channels. For the zipper error a procedure selecting th& pigsls belonging to

an on-off pattern, and their sum resulting in the final eriidie metric has been
evaluated on a data set interpolated with 5 different irtlaton algorithms. The
results indicate a correlation with the mean opinion score.

2.9.27 Imaietal.

Imai et al. [2001] proposed a color difference metric basediahalanobis dis-
tance [Mahalanobis, 1936] by using covariance matriceslifterences of light-
ness, chroma and hue angle. The CIE94 color difference caerbed from the
simplified Mahalanobis perceptual difference.

2.9.28 Bouzerdoum et al., NNET

Bouzerdoum et al. [2004] proposed a method (NNET) for imagsityuassess-
ment by using multilayer perception (MLP), based on neuesivork. The MLP
is designed to extract a set of features from the originaben@® predict image
fidelity. The features, the two mean values, the two standevihtions, covari-
ance and MSE, are extracted from blocks in the image, andedrad inputs to
the network. Evaluation of the measure was done on the LI\t&bdase with 354
pairs of reference and test images. The results indicateNdtN&T outperforms
SSIM both in correlation coefficient, RMSE, MAE and standarde

2.9.29 Carnec et al., Quality Assesser

Carnec et al. [2003] proposed the Quality Assesser. This éslaced-reference
metric, but is referred here because the input to the syste¢heioriginal and re-
production. The metric is divided into two parts, perceprearesentation and
structural features extraction. The perceptual reprasentincludes a low level
processing and a perceptual sub-band decomposition. Istthetural features
extraction of a reduced representation is found based otidixpoints. This is
done for both the original and reproduction. The similantgasure is based on
the processed original and reproduction where differentiaiity measures were
tested. The best measure was based on structural informatiber measures
based solely on contrast or a combination of contrast antste did not per-
form as well. The overall results indicate a strong correfabetween MOS and
calculated quality.

2.9.30 Teo and Heeger

Teo and Heeger [1994] described a perceptual distortioneinibht is consis-
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tent with spatial pattern psychophysics, it explains bathtiast and orientation
masking. The metric uses the steerable pyramid transforinhwdecomposes
the image into several spatial frequency and orientationdbaThe detection of
visible distortion is done locally with a simple squaredeemnorm.

2.9.31 Heeger and Teo, PDM

A model for perceptual image fidelity (PDM) was proposed byegtr and Teo
[1995]. This model is an extension of the 1994 model for petcal distor-
tion. The model accounts for contrast sensitivity, lumi@masking and con-
trast masking. The model consists of 3 parts, a retinal compio(responsible for
contrast sensitivity and mean luminance masking), a @rtieamponent (respon-
sible for contrast masking) and the last component is a lietemechanism. The
detection mechanism takes the distorted image and thenalignage, both nor-
malized, and calculates the fidelity. The authors show ampi@aof how PDM
can predict image fidelity, where 3 JPEG compressed vergibas image are
computed with approximately the same MSE.

2.9.32 Yaoetal., VQMESC

Yao et al. [2005] proposed a visual quality metric consitgerror and contrast.
The predicted quality is modeled by measuring error spreadisotropic local
contrast. The quality index is the ratio of error spread radized with isotropic
local contrast. The results indicate a good correlatioh WMOS. This measure is
also extended to video quality.

2.9.33 Anetal., MHI

An et al. [2005] proposed an objective image quality megddi¢l (mean homo-
geneity index), based on homogeneity for grayscale imagles.proposed mea-
sure takes the image structure into account and uses a radzsed on second
derivative masks to determine the local image homogen@ity more uniform
the region surrounding the pixel, the larger the homoggné&ite output is a ho-
mogeneity map, which can be averaged to obtain a measurevéoalbimage
guality. The results indicate better performance by MHht&&IM and PSNR.

2.9.34 Xuetal.

Xu et al. [2005] proposed an metric for HDR images based orlagarithmic
response of the human visual system. The metric uses thRGH) color space
root-mean-square-error. The authors convert the pixlesariogarithmic RGB
color space and then they compute the traditional RMS error.
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2.9.35 Orfanidou et al., "Busyness”

Orfanidou et al. [2008] proposed a "busyness” metric forgmguality. Ofranidou
et el. defines "busyness” as the presence or absence ofsdattile scene. The
measure is based on a simple segmentation technique, uSobe filter and
basic morphology functions. This metric relates direatlyite spatial frequencies
in the image.

2.9.36 Gorley and Holliman, SBLC

Gorley and Holliman [2008] proposed an image quality mefmicstereoscopic
images. The Stereo Band Limited Contrast (SBLC) accounts for B&ffSitiv-
ity to contrast in luminance changes in regions with hightisp&requency. The
metric incorporate Michelson’s contrast and differentaiipms to extract edges,
corners and regions of high spatial frequency.

2.9.37 Other image quality metrics

An overview of several image quality metrics can be foundBedton, 1983;
Dosselmann and Yang, 2005; Eskicioglu et al., 1995; Sihad.e2007]. Some of
the metrics described are:

e Average Difference

e Structural Content

e Normalized Cross-Correlation
e Correlation Quality

e Maximum Difference

e Image Fidelity

e Laplacian Mean Square Error
e Normalized Absolute Error

e Normalized Mean Square Error
e Czenakowski Distance

e Minkowsky Metric

e Lowest Frequency Component
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e Average distance beween nearest neighboring minoritghpiirs
e Frequency Weighted Mean Square Error
e HVS Weighted Mean Square Error

e Perceptual Equivalent Passband

e Equivalent Width

e Squared Spatial Frequency

e Modulation Transfer Function Area

e Gray Shade Frequency Product

¢ Integrated Contrast Sensitivity

e Perceived Modulation Ratio

¢ Information Content

Several of these metrics were evaluated by Eskicioglu ¢1895] for gray scale
compression

For a detail overview on research on perceptual video quailittrics see
Winkler [1999] and Wang et al. [2003a]. A survey of no-refese and reduced-
reference metrics is done by Engelke and Zepernick [2007].

3 Discussion and Conclusion

Evaluation of the metrics is an important step in the develept of a full-reference
image quality metric, without this step the performancehef inetric cannot be
determined. Unfortunately this is not always done to themixthat is needed in
order to show the metric’s performance to predict percedifdrence or quality.
More than 15 of the metrics reviewed have only been testechersocene, either
subjectively or objectively. This is not enough to reveaportant aspects of the
metric’s performance. Even so some metrics have been éxtgnsested and
the development and availability of the LIVE database [Bih@ind Bovik, 2006;
Sheikh et al., 2006, 2007; Wang and Bovik, 2002; Wang et aQi4pbas resulted
in more extensive testing of several metrics. This databastins JPEG com-
pression (169 images), JPEG2000 compression (175 imageassian blur (145
images), white noise (145 images) and bit errors in JPEG200§tream (145
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images)! with corresponding difference mean opinion score (DMOSanilof
the metrics based on the UIQ [Wang and Bovik, 2002] have bestad®n scenes
from this database. One key element to the popularity ofdatabase is the fact
that is both free and available online. The use of this dambmaakes it easy
to compare metrics since they are tested with the same tat&lse recently a
new database was proposed, the TID2008 by Ponomarenkd 20@8]. 654 ob-
servers judged 25 originals with 17 types of distortion oavkls. The goal of this
database is to evaluate the performance of image qualityaseand to compare
and develop new metrics.

Many metrics are also benchmarked against the performérm@yoMSE or
RMS. Many researchers have shown that these measures doedattpmage
difference or image quality very well. Newly developed ftéference metrics
should therefore be compared against other state of theedricsin order to de-
termine their performance. UIQ [Wang and Bovik, 2002], SSNMahg et al.,
2004], iCAM [Fairchild and Johnson, 2002], Quality Assesfgarnec et al.,
2003] and S-CIELAB [Zhang et al., 1997a] are available onlmeking a com-
parison against these easy. Some authors have tested #tarsmagainst these,
but still more researchers should test their newly develapetrics against other
the commonly used metrics. The SSIM and S-CIELAB have bedrddbor-
oughly, the availability online could be one reason for.this

By making the metrics available for other researchers itgs aksier to dis-
cover advantages and disadvantages with the metrics, anefahe helping the
development of new and better metrics.

We have given an extensive survey of full-reference imagaityumetrics
with the aim to help researchers to find the most appropri&teicrand improve
the state of the art knowledge in this field. This survey wélghresearchers
developing an universal full-reference image quality meetr
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APPENDIX

A Image quality metric overview

In Table 1 we show an overview of the metrics in this surveye Tifetrics are sorted in chronological order, then the name of
the metric if given any by the authors, then the author nameslumn three. For the type column the metrics are grouped
by type. ID = image difference, IQ = image quality, IF = imagaefity, CD = color difference, HT = halftoning, DP =
difference predictor, VQ = video quality , IS = image simitgr For the column HVS, the metric must have a HVS model
or CSF filter that simulates the HVS. The metrics like SSIM, wintirectly simulate the HVS is set to "no”. MS indicate
whether the metrics are multiscale. S/NS indicate whetigentetric is spatial (FFS, FVS, VFS, VVS) or non-spatial (NS)
We have divided the spatial metrics into 3 groups, FFS = fixed @f filter and fixed calculation, FVS = fixed size of
filter and variable calculation, VFS = variable size of filtard fixed calculation, VVS = variable size of filter and vak&ab
calculation. Fixed size indicate that the filter, block an#ar is fixed for the whole image, variable size indicatet tthe
filter or block changes according to the image content. Fo@dputation indicate the same calculation within the fitter
block, variable calculation indicate that the calculat®dependent on the image content. C/G indicate whether ttdécme
are for color or grayscale images. The test column indicdiat\kind for evaluation that has been performed. This iseith
objective or subjective, for the metrics where the authassdone the subjective test this is marked with (A). Scertisaie

the number of scenes used in the original work where the onetis proposed, the same for modification and observers.
For scenes the first number of the number of scenes, whileetnd number in () indicate the total number of images
(originals x number of modifications). For observers the total numberbskovers is stated, and inside the () number of
experts are stated if this information is given by the authandicate that this information is not available or notisthby

the authors. The last column refers to the section where #igans reviewed in the article.
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Table 1: Metrics: ID = image difference, IQ = image qualitly,# image fidelity, CD = color difference, HT = halftoning, DPdifference
predictor, VQ = video quality , IS = image similarity.

Year| Metric Author(s) TypeHVS|MS|S/NS|C/G |Test| Scenes |Maodification ObserversComment Section
1976/ AE}, CIE CD | No [No|[NS |[Color|- - - - 221
1984/ CMC Clarke et al. CD | No | No|NS |[Color|- - - - 2.2.2
1984 Nasanen HT | Yes | No |FFS |Gray |sub. | 4 (128) |Dot profiles 3 1 observers in the 2.9.8

main experiment, 2

in control experi;

ment.

1986| SVF Seim and Valberg |CD | No | No NS |Color|obj. - - - 2.2.7

1987|BFD Luo and Rigg CD | No | No|NS |[Color|- - - - 223

1989 Safranek and JohnlQ | No | No|FFS |Gray |obj. 30 - 29.21

ston

1990 SQRI Barten IQ | No |No|FFS |Gray |sub.| 5(35) |Resolution 20 sub. data from Wes-2.9.16
terink and Roufs.

1991/ LIPMSE |Brailean et al. IF | Yes| No|FFS |Gray |sub. 1(1) |Gaussianblur |1 (A) Metric used to rer 2.1.8
store a blurred im-
age.

1992 Mitsa and Varkur |HT | Yes |No|VFS |Gray |sub. | 11 (44) |Halftoning 12 3 metrics tested, 2.1.4
same procedure but
different CSFs.

1993 VDP Daly DP | Yes|No |FFS |Gray |- - - - 251

1993 Watson IQ | No | No|FFS |Gray |obj. - 2(8) - 2.7.1

1993 Silverstein andlQ | No |No|FFS |Gray |obj. - - - 2.7.2

Klein

1993 Lin HT | Yes | No |FFS |Gray |obj. 1(5) [Halftoning - CSF filter from 2.1.5

Mannos et al. and

Nill et al. tested.

Continued on Next Page. ..
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Table 1 — Continued

Year| Metric Author(s) TypeHVS|MS|S/NS|C/G |Test| Scenes |Modification ObserversComment Section
1993 Chaddha and MenglQ | No | No|FFS |Gray |sub. | 6(48) |Compression artj-60 Also extended tp 2.9.7
facts video. Only the
results from one
scene presented.

1994 Mitsa and Alford |HT | Yes |No|VFS |Gray |sub. | 11 (44) |Halftoning 2.1.10
1994 Eq Karunasekera andQ | Yes|No|FFS |Gray |sub. 1(8) |Lapped Orthogo-8 Observer expertise2.9.19
Kingsbury nal Transform not stated.

1994 Teo and Heeger |IQ | Yes|Yes|VFS |Color|s/o 1(2) |- (A) 2.9.30
1995| AEga CIE [1995] CD | No | No|NS |Color|- - - - Tested in various 2.2.4

papers on various
type of scenes.
1995/ PDM Heegerand Teo |IF | Yes|Yes|VFS |Gray |sub. 1(3) |JPEG (A) Extension of Te02.9.31
and Heeger [1994]
1995/ PSPNR |Chou and Li IQ | Yes|No|FFS |Gray |obj. - - - 2.1.16
1995 Rushmeieretal. |IS | Yes|No|FFS |Gray |obj. | Various |Synthetic images|- Comparing real and 2.1.9
synthetic images
1995/ PEM Westen et al. IQ | Yes|No|VFS |Gray [sub. | 6(105) |PCM, DPCM, 7 (5) 2.9.22
DCT and SB(
coding at different
bit rates
1995/ VDM Lubin IQ | Yes|Yes|VFS |Gray |sub - - - Various testing 2.6.1
/obj
1996/ S- Zhang and Wandell ID, | Yes | No |FFS |Color|obj. - JPEG-DCT, - 2.3.1
CIELAB HT halftoning and
patterns
1996/ PQS Miyahara et al. IQ | Yes|No|FFS |Gray |sub.| 5(25) |global and local9 (9) 2.9.20
distortion

Continued on Next Page. ..




99

Table 1 — Continued

Year| Metric Author(s) TypeHVS|MS|S/NS|C/G |Test| Scenes |Modification ObserversComment Section
1996/ CMPSNR|Lambrecht and FarHQ | Yes|No |VFS |Color|sub. | 1(400) |JPEG 2 2.1.17
rell
1996 Scheermesser andHT | No | No|VVS |Gray |obj. 2 (8) |Halftoning - Also tested on 2 test2.9.14
Bryngdahl pattern.
1996/ PQS Miyahara et al. IQ | Yes|No|FFS |Gray|sub.| 5(25) |- 9(9)
1997| Sarnoff | Lubin IQ | Yes|Yes|FFS |Colorisub. | 5(15) |MPEG-2 with dif-|20 Also tested on 2.6.2
JND ferent bit-rates JPEG data.
Vision
Model
1997 Neumann et al. ID | No | No|VFS |Color|obj. - - - - 2.3.12
1997 Wong HT | No | No |FFS |Gray |- - - -
1997 Nijenhuis andlQ | No |[No|NS |Gray|sub.| 2(25) |Interpolation 6 29.17
Blommaert
1997 Lai et al. IF | Yes|Yes|VFS |Color|sub. 1(1) |JPEG2000 (A) 2.8.1
1997 Scheermesser andHT | No | No |VVS |Gray |obj. 2() Halftoning - 2.9.15
Bryngdahl
1997 Ag Wilson et al. IS | No | No|VFS |Gray |sub. 1(5) |JPEG, different(A) 2.9.25
distortion types
1998 IFA Taylor et al. IF | Yes|Yes|FFS |Gray |obj. - - - - 2.3.10
1998/ CVDM Jin et al. ID | Yes|No |FFS |Color|obj. - - - 2.3.8
1998 Lai et al. IF | Yes|No|FFS |Color|sub. 1(1) |JPEG2000 (A) 2.8.1
1998 Yu et al. HT | Yes | No|FFS |Color|sub. | 6 (36) |Halftoning 8 (8) 294
1998/ KLK Yu and Parker HT | No | No|FFS |Color|sub. | 5(20) |Halftoning 10 295
1998 Veryovka et al. HT | Yes|Yes|VFS |Gray |obj. | 1/1 (3/3) |Halftoning - - 2.8.2
1998 E Yeh et al. VQ | Yes | No|FFS |Gray |sub. 1(9) |Block artifacts |8 Sequence of 642.9.11

frames.

Continued on Next Page. ..
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Table 1 — Continued

Year| Metric Author(s) TypeHVS|MS|S/NS|C/G |Test| Scenes |Modification ObserversComment Section
1998 CCETT |Pefferkorn and Blin|IQ | Yes|No |FFS |Color|sub. | 6(30) |MPEG-2 16 2.3.14
visual
metric
1998 Bolin and Meyer |DP | Yes |No |FFS |Color|sub. - - (A) 2.6.3
1998 Franti IQ | No |No|FFS |Gray |sub.| 3(42) |Compression 15-39 Possiblilty for color 2.4.18
images
1999 WVDP Bradley DP | Yes | No |FFS |Gray |obj. 1(3) |Noise - 253
1999 PDM Avadhanam and AIHF | Yes | No |FFS |Color|sub. |5/5(50/75) Compression 5(2)/5(2) 2.9.18
gazi
1999 LSMB Pappas and NeuhofHT | Yes | No |FFS |Gray |- - - - Used for halftoning 2.9.13
optimization
1999 QM, Nilsson HT | Yes| No|VVS |Gray |obj. 1(3) |Halftoning - 2.9.23
1999 PD Nakauchi et al. ID | Yes|No|FFS |Color|sub.| 8(48) |Gamutmapping |10 Used to optimize 2.3.4
gamut mapping
2000|DM  and|Damera-Venkata [IQ | No | No|FVS |Gray |sub. - Various (A) 29.1
NQM etal.
2000 Farrugia and PerlD | Yes|No |FFS |Color|obj. 4(8) (A) 2.3.19
oche
2001| AEgp CIE [2001] CD | No |No|[NS |[Color|- - - - 225
2001/ CIFA Wu et al. ID | Yes|Yes|FFS |Color|sub. 1(1) |Hue (A) 2.3.11
2001 Johnson andQ, | Yes|No|FFS |Color|sub. | 1(72) |Sharpness - S-CIELAB  with| 2.3.2
Fairchild HT different CSH
filters.
2001 Imai et al. CD | No |[No|NS |[Color|sub.| 6(12) |- - 2.9.27
2001 SNRy lordache and BeghiS | No | No |FFS |Gray |sub. 1(3) |Salt-and-pepper |5 (0) 2.1.11
dadi [2001] noise,  blurring
JPEG
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Table 1 — Continued

Year| Metric Author(s) TypeHVS|MS|S/NS|C/G |Test| Scenes |Modification ObserversComment Section
2002|iCAM Fairchild and JohndD | Yes|No |FFS |Color|- - - - 2.3.6
son
2002 Hong and Luo ID | No |No|NS |Color|obj. 2 Local color| - 2.3.15
change
2002|UIQ Wang and Bovik  [IQ | No | No|FFS |Gray |sub. 1(8) |Different distor4{22 24.1
tion types
2002 Feng et al. IQ | Yes|No |FFS |Color|sub.| 2(14) |Halftoning Extension of 2.3.9
CvDM
2002 Alem Morovicand Sun [ID | No |No|FFS |Color{sub.| 7(32) |Gamutmapping |- 2.3.7
2002|WMSE |Ayed et al. IQ | No | No|FFS |Gray |obj. 2 (14) |Noise - - 2.1.6
2003| Qcolor Toet and Lucassen|IF | No | No|FFS |Color|sub. | 2(21) |Quantization 4-16 2.4.2
2003/ FDP Ferwerda and PelDP | Yes | No|NS |Gray |sub.| 8(24) |Computer gener-18 25.2
lacini ated images
2003 MSSIM  |Wang et al. IQ | No |Yes|FFS |Gray |sub. | 29 (344) |JPEG and JPEG2k Scenes from LIVE| 2.4.5
2003 M — SVD |Shnayderman etal]lQ | No |No|FFS |Gray |sub.| 5(30) |JPEG, JPEG2k10 (5/5) |Color extension 2.9.12
G.Noise, G.Blu possible
, Sharpening, DC
shift
2003/ SNRyay |Beghdadi andlQ | No |No|FFS |Gray |sub. 1(3) |Gaussion noise>25 2.1.12
Pesquet-Popescu JPEG and grid
pattern
2003/ DQM and|de Freitas ZampoldQ | No | No|FFS |Gray |sub.| 4 (45) |Frequency distor-7 2.9.2
CQM and Seara tion
2003|Quality [Carnec et al. IQ | Yes|No|VFS |Color|sub.| -(90) |JPEGandJPEG2k Also tested om2.9.29
Assesser LIVE
2004|B-COM |de Freitas ZampoldQ | No | No|NS |Gray |sub.| 1(81) |Frequency distot- 293
and Seara tion and noise int
jection
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Table 1 — Continued

Year| Metric Author(s) TypeHVS|MS|S/NS|C/G |Test| Scenes |Modification ObserversComment Section
2004|SSIM Wang et al. IQ | No | No|FFS |Gray |sub. | 29 (344) |JPEG and JPEG2k Scenes from LIVE| 2.4.4
2004 Ivkovic and Sankar|1Q | Yes | No |FFS |Gray |ob;j. 5(20) |Contrast strech- 2.9.6
ing, white noise|
blur, IPEG2k
2004/ NNET Bouzerdoumetal. [IQ | No | No|FFS |Gray |sub. - JPEG and JPEG2k Scenes from LIVE| 2.9.28
20041 McCormick- IQ | No | No|FFS |Color|sub. - 2 printsystems |- 2.9.10
Goodhart et al.
2004| HDR- Mantiuk et al. DP | No |Yes|VFS |Grey |sub. - Quantization, (A) 2.5.4
VDP noise
2004 pdiff Yee ID | Yes|Yes|FFS |Color|- - Film production |- 2.3.13
2004 IFC Sheikh et al. IF | No | No|FFS |Gray |sub. | 29 (344) |JPEG, JPEG20020-25 |ScenesfromLIVE| 2.8.3
Noise, Blur
2005/ CBM Gaoetal. IQ | No | No|FFS |Gray |sub.| 29 (344) |JPEG and JPEG2k Scenes from LIVE| 2.4.9
2005|CWSSIM {Wang and SimondS, | No | No |FFS |Gray |obj. 1(12) |Distortion as- 2.4.11
celli IQ JPEG, noise etc.
2005|PQsSI Guarneri et al. IQ | No |No|- Color|sub. - 5 Interpolation alt- 2.9.26
gorithms
2005|M-DWT |Gayle et al. IQ | No |[No|NS |Color|sub.| 5(30) |JPEG, JPEG2kl4 Stated as a color2.8.5
blur, noise, sharp metric, but only opt
and DC-shift erates on luminange
2005 VQM _ESCYao et al. IQ | No |No|FFS |Gray |sub.| -(344) |JPEG andJPEG2k Scenes from LIVE| 2.9.32
2005| MHI An et al. IQ | No | No|FFS |Gray |sub. 1(4) |JPEG, JPEG2k(A) 2.9.33
gaussian noise
and speckled
noise
2005 Kimmel et al. IS | No |Yes|FFS |Color|sub. 3(3) |Gamut mapping |(A) Used for gamut 2.3.5
mapping optimiza-
tion
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Table 1 — Continued

Year| Metric Author(s) TypeHVS|MS|S/NS|C/G |Test| Scenes |Modification ObserversComment Section
2005 Xu et al. ID | No | No|NS |Color|sub. - Compression (A) 29.34
2005|NWMSE |Samet et al. IQ | Yes| No |FFS |Gray |sub. - JPEG2k, JPEGScenes 2.1.7
and blurring from
LIVE
2006| VIF Sheikh and Bovik |IF | Yes | No |FFS |Gray [sub. | 29 (344) |JPEG and JPEG2k Scenes from LIVE| 2.9.9
2006| WCWSSIMBrooks and PappasVQ | Yes | Yes|FFS |Color|sub. 3(5) |Video com- - Various testing of 2.4.12
pression and the metric.
transmission
distortion
2006|DTWT- |Leeetal. IS | No | No|FFS |Gray |obj. | 10 (4860)|Blurring, scaling- Tested on handwrit-2.4.13
SSIM ,rotation and shift ten data as a simj-
larity measure.
2006|ESSIM  |Chen et al. IQ | No |No|FFS |Gray |sub.| -(489) [JPEG2k, JPEG; 2.4.6
and blurring
2006|GSSIM  [Chen et al. IQ | No |No|FFS |Gray |sub.| -(489) [JPEG2k, JPEG; 2.4.7
and blurring
2006/ UQI-HVS |Egiazarian et al. IQ | Yes|No|FFS |Gray |sub.| 2(44) |Noise, blur, JPEG56 2.4.3
and JPEG2000
2006/ PSNR- |Egiazarianetal. [IQ | Yes|No|FFS |Gray |sub.| 2 (44) |Noise, blur, JPEG56 2.1.14
HVS and JPEG2000
2006 Mindruand Jung |IQ | Yes|No|FFS |Color|sub. 1(3) |Halftoning (A) 2.4.14
2006| SSIMyior | Bonnier et al. ID | No | No|FFS |Color|sub. | 15 (90) |Gamut mapping |22 2.4.8
2006/ mPSNR | Munkberg et al. IQ | No |No|NS |Color{sub.| 16(-) |HDR (A) 2.1.15
2007|RCBM Dong et al. IQ | No |No|FFS |Gray |obj. | 29 (204) |JPEG Scenes from LIVE| 2.4.10
2007| SEME Silva et al. IS | No |No|FFS |Gray |sub.| (233) |JPEG - Scenes from LIVE| 2.4.17
2007|CISM Lee et al. HT | Yes| No |FFS |Color|obj. 1(28) |Halftoning - 2.4.15
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Table 1 — Continued

Year| Metric Author(s) TypeHVS|MS|S/NS|C/G |Test| Scenes |Modification ObserversComment Section
2007|P- Chou and Liu IF | No | No|VFS |Color|sub. 3(6) |IND profile and(A) 2.3.18
CIELAB JPEG
(APE)
2007/ QMCS  |Yao etal. IQ | No | No|FFS |Gray |sub.| 29 (344) |JPEG and JPEG2k Scenes from LIVE| 2.8.4
2007|DECOR— |Wan et al. HT | Yes | No |FFS |Gray |obj. 1(3) |Errordiffusion |- 2.1.13
WSNR
2008|DP Granger CD | No | No|NS |Color|obj. - 2.2.6
2008 Lam and Loo IQ | No | No|NS |Gray |sub. 2(6) |Noise 2.4.16
2008/ SBLC Gorley and Holli{IQ | No | No|[NS |Gray |sub.| 3(54) |JPEG compres20 2.9.36
man sion
2008, "busyness/'Orfanidou et al. IQ | No |No|FFS |Gray |sub.| 10 (80) |JPEG and JPEG2KO Psychophysical 2.9.35
compression data from Allen
et al. [2004]
2008| Spatial  |Chen et al. IQ | Yes|No|FFS |Color|obj. 1(1) |Blurring - 2.3.3
AEqg
2009/ SHAME |Pedersen and HardQ | Yes|No|FFS |Color|Sub - - - Various testing 2.3.16
eberg; Pedersen and
Hardeberg
2009 SHAME- |Pedersen and Hardd®Q | Yes | No |FFS |Color|Sub - - - Various testing 2.3.17

berg
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B Metric map

This map shows the connections between the different rsedriailable. Only the most common metrics are shown, i.e.
those with connections to other metrics. Connections betwieem can be that they are influenced, directly descender
or have adapted one or several modules from the parent médtizer connections can also be found, but they are not
necessarily shown here. A gray square indicates a metrgréyscale images, while a red oval indicates a metric fasrcol

images.
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