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Abstract: This paper develops a biometric gait recognition system based on 3D video
acquired by a Time-of-Flight (ToF) sensor providing depth and intensity frames. A
first step of the proposed gait analysis is the automatic extraction of the silhouette of
the person via segmentation. The segmentation of the silhouette is performed on the
depth frame which provide information which describes the distance from the camera
of every pixel in the intensity frame. The range data is sensitive to noise thus we apply
morphological filtering operations to enhance the segmented object and eliminate the
background noise. The positions of the joint angles are estimated based on the splitting
of the silhouette into several body segments, based on anatomical knowledge, and
ellipse fitting. The resulting parameters from this analysis of the silhouette are used for
feature extraction from each frame. The evolutions of these features in time are used to
characterise the gait patterns of the test subjects. Finally, we do biometric performance
evaluation for the whole system. To the best of our knowledge, this article is the first
article that introduces biometric gait recognition based on ToF Sensor.

1 Introduction

The ability to use gait for people recognition and identification has been known for a long
time. The earliest research started in the sixties of the twentieth century, where studies
from medicine [MYNO09] and psychology [Joh73] proved that human gait has discrimina-
tive patterns from which individuals can be identified. It is however just in the last decade
that gait as a biometric feature has been introduced, and from a technical point of view
gait recognition can be grouped in three different classes. Machine vision (MV) which
uses video from one or more cameras, to capture gait data and video/image processing to
extract its features. Floor sensors (FS), that use sensors installed in the floor, are able to
measure gait features such as ground reaction forces and heel-to-toe ratio when a person
walks on them. The third class uses wearable sensors (WS) where the gait data is collected
using body-worn sensors.

MV based gait recognition is mainly used in surveillance and forensics applications [LSLO8,
HTWMO4]. In MV image processing techniques are used to extract static like stride length
which are determined by body geometry [BJO1], and dynamic features from body silhou-
ettes, The MV based gait analysis techniques can be classified as model-based [BNO7] and
model free [HL10]. The main advantage of model based approaches is the direct extrac-
tion of gait signatures from model parameters, but it is computationally expensive. Model
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free techniques characterize the body motion independently from body structure,
analysis can also be categorized according to the technology used, as marker-
marker-less. In marker based systems specific points in the subject’s body are 15
markers. By tracking these points in the video sequence the body motion can be tr.
and analysed [Cut77, KN 10]. MV based gait recognition provides wide range
features and many works utilized different sets of features and classification tech
Benabdelkader et. al. [BCDO02] used stride length and cadence as features extract
17 subjects’ silhouettes walking in outdoor environment for 30 meters in a str
at fixed speed to achieve EER of 11%, using linear regression for classification, Wane
et. al. [WTNHO3] utilized silhouette structure evolution over time to characterize gaiE
by calculating the silhouette centre and obtaining its contour they converted the 2D gj.
houette into 1D signal by calculating the distance between the centroid and €very pixel o
the contour. Principal component analysis (PCA) were used for dimensionality reductigp
of normalized distance signals using normalized Buclidean distance (NED) as similgi,
measure and nearest neighbour classifier with respect to class exemplars (ENN) classif.
cation approach. They achieved an EER of 20%, 13%, and 9% for 20 subjects filmed at ,
45, and 90 degrees view respectively. The most related work to ours was done by He anq
Le [HL10], in which temporal leg angles was used as gait features for 4 walking styles
slow, fast, incline and walking with a ball, on a running machine. They achieved wide
range of CCR for the different walk styles using NN and ENN classification techniques,
The best result for 9 subjects were in worst case 74,91% using NN for the shin parameters
alone in fast walk and best case 100% using NN for merging thigh the shin parameters
alone in ball walk, running the test over the whole CMU database 96.39 % was achieved
for fast walk. Jensen et. al [JPLO9] used ToF camera to analyse gait, in their work step
and stride length, speead, cadence and angles of joints were extracted as extracted as gait
features. They used model fitting technique to extract the joint angles. To the best of ou

knowledge, this article is the first article that introduces biometric gait recognition with
the use of ToF Sensor.
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2 Experiment Design

In order to verify the usefulness of the proposed system, we performed an individual gait

identification experiment. In this section we will go through the different issues related to
our experiment,

We used the Swiss ranger SR-4000 CW10 sensor by Mesa technologies [Mes] seen in Fig-
ure 1(a). The SR4000 is an optical imaging system housed in an anodized aluminium en-
closure. The camera operates with 24 LED emitting infra-red in the 850nm range, it mod-
ulates the illumination light emitting diodes (LED) at modulation frequency of 15MHz
Range measurements are obtained at each pixel using the phase shift principle, with non-

ambiguity range of 10 meters. The camera has USB port for data acquisition and supplied
with software library for C and Matlab.

The subject’s motion was filmed from the side by means of a ToF camera at 30 frames/sec,
while the subject was walking on a track in front of the camera as shown in Figure 1(b).
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Figure 1: (a): SR-4000 ToF sensor, (b): set-up of the experiment

Duc to the camera’s narrow ficld of vicw, the length of the filmable track was limited to
about 3 meters, therefore the subjects were asked to walk back and forth 10 times on a
track longer than the camera’s ficld of view’s ‘width. we used this longer track to allow
recording the subject in full motion. To reduce the noise in the distance data, the camera
Was calibrated such that the image starts from the walking track in order to eliminate the
ieflection from the floor. The camera was put on a tripod at 0.7 meter from the Aoor and

was tilted up about 5 degrees, as recommended by the camera manufacturer, see Fi oure
I(b).

The experiment was carried out on a solid surface in the lab. The subjects were asked to
Walk a fixed track in front of the camera. This fixed track allow the participants to walk for
1510 2 gait cycles depending on the participants gait characteristics, and because some
ofthe participants may not start precisely at the marker where the ficld of view of the
ramera starts. Each participant walks the track at least 5 times to extract onc full gait cycle
from cach pass in front of the camera. The experiment procedure by the participant can
be summarized in three steps to be repeated 5 times on average. First, the user walks the
rack, turns around and walks the track back.

The experiment was done in lab at Gjgvik University College. An invitation was sent to
”‘t Sudents at the faculty to participate in the experiment, and 30 participants volunteered.
they were of different age and height groups. The average age for the volunteers was 29. 1
Years, the average height was 176.9 cm. The participants were asked to wear the same
Ype of shoes during the two sessions. In the experiment two sessions we collected data
lor the 30) subjects over a month, time gap between the two session varied from subject to
Subject, for a fow subjects it was onc week and for others about a month,
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3 Feature) Extraction

The image sequences of the subjects were acquired while walking in front o
Followed by segmentation to extract the subjects body silhouette, morphologijcy Opera:
tions are applied to reduce background noise and fill holes in the extracted humap silhoy.
ettes. Next, each of the enhanced human silhouettes is divided into six body segmen
based on human anatomical knowledge [NTT*09]. Ellipse fitting is applied to each of the
six segments, and the orientation of each of the ellipses is used to calculate the orien(y.

tion of each of the lower body parts for further analysis. The following steps are hereb,
described in more details: ' \

f the Camera

Video segmentation is the process of partitioning a video spatially or temporally, i
an integral part of many video analysis and coding systems, including video indexing gpg
retrieval, video coding, motion analysis and surveillance. In order to perform gait analysis
of a person from image sequence, the subject needs to be extracted from the backgroung
of the video sequence. Image segmentation is used to separate foreground objects Jij,
people, from the background of the image sequence. Thresholding is the simplest image
segmentation technique, in which each pixel of the original image is compared to
fied threshold, if the pixel’s value is greater than the threshold value it is set as for
pixel with value 1 if not it is set to zero as background pixel producing a binary image,
In some complex images the operation can be iterated using two thresholds, in this case
threshold works like band pass filtering. Histograms can be used to find the proper thregh-
old values [Ots79], where peaks correspond to foreground objects are used to determine

the threshold values. If the image’s histogram shows no clear peaks, then, thresholding
can not produce acceptable segmentation.

a specj-
eground

Morphological operations are shape based technique for processing of digital images
[HSZ87]. Morphological operations are used to simplify image data preserving their main
shape characteristics and eliminating irrelevant details. Morphological operations have
two inputs the original image and structuring element to be applied to the input image,
creating an output image of the same size. In a morphological operation, the value of
each pixel in the output image is based on a comparison of the corresponding pixel in the
input image with its neighbours. The shape and size of the structuring element constructs
a morphological operation that is sensitive to specific shapes in the input image. The mos!
basic morphological operations are dilation and erosion.

Ellipse fitting is used next to find the characteristics of the body parts. Having extracted
body silhouette, the subject body are segmented into six parts [NTTT09] as illustrated in
Figure 2. First, the centroid of the silhouette is determined by calculating its centre of
mass. The area above the centroid is considered to be made of the upper body, head, neck
and torso. The area below the centroid is considered made of the lower body, legs and
feet. Next, one third of the upper body is divided into the head and neck. The remaining
two thirds of the upper body are classified as the torso. The lower body is divided into
two portions thighs and shins. Fitting an ellipse to each of the six body parts and find-
ing their centres of mass, orientations, and major axes length we can characterize these

body parts. Evolution of these parameters in the video sequence describes the human gail
characteristics in time.
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Figure 2: (a): body parts, (b): ellipse fitting model and (c) tracking of legs, blue ellipses for the leg
closer to the camera

Leg tracking is performed next. Gait analysis requires reliable tracking of moving human
body scgments. As the human body is scgmented into six parts, we need to track the lower
limbs in the successive frames 1o construct meaningful output of the measured angles in
he following step. To track the body parts along the image sequence we utilize the depth
information acquired at each frame, we calculate the mean range values of each segment.
The segment with higher mean range value belongs to the farthest away leg from the
camera and vice versa, in Figure 2(c) a sample sequence of images with tracking results
are shown.

Leg angles calculation is the last step of the features extraction. Human body is modelled
as rigid segments connected by joints. The simplest model as 2D stick [GXT94], as in
Figurc (3-a). To extract the gait signatures we will mainly extract the thigh and shin angles
lrom cach frame of the video sequence to characterize the gait cycle. In this final step we
extract the angles based on the data extracted from ellipse fitting to the body segments.
The fitted ellipse paraineters: orientation, major axis length (Imajor) and centroid will be
used to approximately calculate the start and end points coordinates for each of the body
segments, such that each segment will be defined by two points in two dimensional space
((pi1, pi2)) using equations (@1 = 29 + Lnajor = cos(p)), (xy = g — lmajor * cos(y)),
1 = Yo + bnajor * sin(p)) and yo = yo — tmajor * 8in(ip) as shown in Figure (3-b).
To calculate the angles of the leg segments, we reduced the impact of the non-precise

Figure 3: Tilustration of joint locations, (a) 2D stick figure, (b) sample frame and (¢) caleulated
ngleg,

lting of the ellipses to the body segments, by estimating the location of the joints as
the Average location of the start point of one of the segments and the end point of the
gment connected by the joint. The hip and knee joints' locations are calculated by
he equation set (p; = PaadPaikpny (py o Pa2tbaty and py = RA2EPGL a5 shown in
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Figure 3(c) The extracted features for each of the segments were calculated b
f = arctan ;‘”_i“i - We calculate the inclination angle of thigh and shin for
subject’s legs to characterize the gait by the evolution of these angles in time a(
of the video sequence. Since the gait is quasi-periodic movement we extract
cycle from each video sequence. The extracted feature are filtered using a |
filter to filter out the outliers. The outliers can be due to losing track of the

ellipse fitting, in Figure 4 plots for 5 different gait cycle for one subj
filtering.
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Figure 4: Extracted data for 3 different walking cycles,(a): original data, (b):fillcred data,

4  Analysis and Results

As mentioned in earlier sections, each participant was filmed during two different sessions,
and each session was downloaded as a separate file to the PC. Each of these files contained
the data of 5 assessed gait data records, each again separated by leg types, i.e. front shin,
back shin, front thigh and back thigh. In each file the data representing more than one gail
cycle was manually aligned and cut such that one cycle started at a minimum and ended
al a minimum value. This was done for all files. So the data from cach collected file was
split into 4 other files (for cach leg type).

Using the above method the originally 30 x 5 = 150 collected files were splitinto 150 x 4
= 600 files, where each file contained the data of exactly one gait cycle for each leg type.
Each file was labelled in such a way that participant, session number (1 or 2) and type of leg
(front shin, back shin, front thigh, back thigh) are identifiable from the file name. Each file
contained one column, representing the feature vector. The length of this feature vector
varied indicating the Tength of gait cycle was varying from one participant to another.
For the second session, 20 out of the 30 volunteers participated. This means that the
performance evaluation over a certain time interval will only consist with 20 volunteers.

In our analysis in step 1, the noise was reduced by using the running median filter as de-
scribed in the previous section. This resulted in having a filiered gait cycle representing our
new feature vector. Since each file has dissimilar lengths we were unable to use distance
metrics such as the Manhattan or Euclidean. Instead we applied a time series analysis
named the Dynamic Time Warping (DTW) which is an algorithm for measuring similarity
between two sequences which may vary in time or speed.
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Several performance evaluations were calculated. Table 1 shows the performance of the
first session with 30 subjects (second column) and the subset of 20 users (third column)
who also participated at the second session. The first column indicates which template
and test input were applied for performance testing. We notice that if we apply all the
four types of legs as feature vector for one subject, we obtain an better EER than when
applying them separately. This is due to the fact that more information is stored for a
given subject. Since only a subset of users participated at the second session the EER
has not changed significantly. With the performances for the second session we observe a
significant change of the performance and the reason is that the users are more used to the
walking in the second session and more comfortable with the experiment.

Template/Test | 30 Participants | 20 Participants - 1st | 20 Participants - 2nd
Back thigh 8.42 7.48 4.72
Front thigh 7.39 6.62 6.02
Back shin 12.31 11.16 6.28
Front shin 11.32 10.24 9.41
All above 4.63 4.08 2.62

Table 1: EER Performance Results in % on the collected dataset. Second column is first session.
Last column is session session

An interesting performance analysis is to investigate the change between the two session
as can be seen in Table 2. We are analysing what will happen if we apply the first sessions
data as training set and the second sessions data as test input. What we observe here is
that the change over time becomes worse. Different shoe-type, clothes may have also an

impact, and we realized that unfortunately not all participants came back for the second
session.

Session 1 | Session2 | Session 1 + Session 2
4.09 2.48 9.25

Table 2: EER Performance Results in % where session 1 as reference template and session 2 as test
nput (20 users).

5 Conclusion

In this paper we presented the first known results on gait recognition using the 3D ToF Sen-

Sor. When analysing the data we could already visually see that gait cycles were detectable
o each subject which are dissimilar from others’. The experiment was performed over
Wo different days (sessions) where each of the subjects (first session 30 subjects, second
Session 20 subjects) walked a track within the camera field of view. The best equal error
e obtained was 2.66 % for a separate session where the change over time we retrieve an
“Qual error rate of about 9.25 %. Although the last mentioned result is not so low, this pa-
Per presents a first step towards a better performance in the future. Future work includes to

Vork with multiple session over multiple days, and more cycles person to see the stability
Over time
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Figure 5: The eyeles have been extracted by taking starting and ending point for cach step. Both
these points are minimum points from the resultant-vector data set.

where i = 1.N and j = I..N, which means that we will get a symmetrical N x N matrix.
From this point, we calculate all the averages of one specific cycle to all others.

1
(l?j = 1\,‘?::]? Zdt?ﬂi_,j
i

Thereafter we calculate the average of the calculated averages,

= :{,‘_ Z (li

3

which therefore will be the total average. Now we will have the opportunity to see how
much deviation exists from one cycle to another. Thus, the standard deviation, /4, 18 cal-
culated and to use a realistic border we will accept cycles that are within 20 of difference
from the total average

di = {j — 20; g + 20

The 2 is used to process trial and error, If a lower limit was chosen, we might have ended
Up skipping too many cycles, while a higher limit would lead to accepting too many cycles,

When all odd cycles are removed, we create the feature vector, In previous work [GSB07],
fesearchers used the average cycle as a feature vector, That was computed by combining
allthe cycles (which were normalized) into one average median cycle. In this paper all of
he extracted cycles are stored as a template for onc subject, denoted G5 = 8, .. 05
Where each cyclei= 1..N is normalized to a length of & observations; in our case k = 700.
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4 Feature Vector Comparison

e ety

A distance metric, named the cyclic rotation metric (CRM) with small changes, is applieg '

[DBH10]. This metric cross-co

mpares two sets of cycles with a cyclic-rotation mechanigy,
to find the best matching pair;

Cross Comparison: is used to find the most optimal and best distance score when Cross-
comparing two set of cycles, denoted 'S — {Cf,...C{}and CT = {CT, .., CEr}. This

simply means that each cycle in the set C*¥ is compared to every cycle in the set CT', Tp,e 7
y p

comparative distances are calculated by the cyclic rotation metric (CRM). From the toty
number of N x M distance scores calculated, the minimum score is selected,

dmin = min{CRM(C?, CT)}
where i=1..N and j=1..M. The pair of cycles with the most minimum similarity score i

considered the best matching pair. Thus, this best (i.e. minimum) similarity score, d
is used as the similarity score between set 'S and c,

Cyclic Rotation Metric (CRM): is a metric that compares a reference cycle and an Input
cycle with each other. The reference cycle, i.e. C¥, which is compared against the input
cycle, i.e. CJT, is stepwise cyclical rotated. After each rotation the new distance is calcy.

lated using the Manhattan distance. This is repeated until the input template has done 3
full rotation, then the lowest distance value is kept:

min,

d(cy,cf) = Minw=1.k{Manh(C?, CF W)}
The reason why we use the Manhattan
hattan runs fast. Furthermore the cycl
local extremes among the cycles we cr

distance when rotating is due to the fact that Man-
ic rotation is done to minimize the problem when
eate for each input are located at different locations.

S Analysis and Results

In this section we will present the analysis performed and results. Three different tests
have been performed and these are as follows:

1. The first test analyzes the

performance of gait and how it varies with the age of the
children.

2. The second test analyzes the performance of gait and studies its variations over time,
with a 6 months interval measurements.

3. The third test analyzes and compares the performance of gait between boys and
girls.
As mentioned in a

previous study by [Kyr02], it was suggested that the gait of children
does not stabilize b

efore they are 11 years old. In order to test this hypothesis, we have split
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the set of the 46 children into three groups. The first group consisted of 17 children that are
at most 10 years old. The second group consisted of the 11 children in our experiment that
are only 10 years old, whilst the third group consisted of 18 children that were between 11 -
16 years old. The split was done in this way because the size of the three groups is more or
less equal. We do realize that the number of children in each of the three data sets is rather
small, which influences the statistical significance of the results negatively. Nevertheless

we want to present the results of our analysis on all three groups as an indication of the
performance.

The data used for the analysis is the collected gait data from March 2011, i.e. all of the
participants contributed 16 data samples for the analysis. The resulting EER values are
given in Table 2 for each of the three age groups. We also included the analysis results for

the case where the group of 46 children was not split. The resulting EER can be found in
the columns ”All against All”.

| || 5-9 years [ 10 years | 11-16 years | All against All |
[ Manh-+Rotation || 1612 | 13.74 | 13.21 (1423 N

Table 2: EER Performance results in % on the collected dataset due to age.

From the results in Table 2 we see that with increasing age the EER value decreases,
indicating an increase in the stability of the walking of children with increaing age. This
seems to confirm the suggestion from [Kyr02]. In order to test this suggestion further we
tested how the walking of children would change over time. As mentioned in Section 2
do we have gait data samples from 20 children who participated in the experiment in both
September 2010 and in March 2011. In September 2010 each of the 20 children provided
only 2 gait data samples, but in March 2011 each of them provided 16 data samples. Of

these 20 children, 18 were below 11 years old, one was exactly 11 years old and one who
was 14 years old.

We have determined the EER for each of these periods separately and we see in Table 3 that
the resulting EER values are rather similar: 18.88% for September 2010 and 18.94% for
March 2011, In order to see if the gait has developed over time we also added a test where
the template was created with the September 2010 data, while the test data came from the
March 2011 data. From Table 3 we see that the EER value increases significantly from
Approximately 18.9% to 34.02%. This indicates a major change in the way of walking of
these children, confirming the suggestion from [Kyr02] once again.

| September 2010 | March 2011 | 6 Months |
[ Manh+Rotation || 18.88 | 18.94 [3402 ]

Table 3: EER Performance results in % on the collected dataset due to time.

?g;llllollgh the number of parti(?ipants in the tests is rather low, we can still clearly see a
Withgée of pel'formance over time. We see that one group of ch'ﬂdrer% measured tW}ce,
while months interval between me'asurementg, has a large cl}ange; in thel.r way ‘of walklpg,

We on the other hand there is also an increased stability in walking with growing
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age. Both these facts support the suggestion that the walking of children stabilizes arounq |

11 years as Kyriazis suggested in [Kyr02].

A final test was performed to see if there are differences in gait recognition between boys |
and girls. The results can be found in Table 4. We know from Section 2 that the numbg; §
of boys was more than twice the number of girls in the experiment conducted in Marcl, |
2011. In order to make the results comparable we have used the gait data from all 15 gixs "

and randomly selected 15 boys. The distance metric used was again the Manhattan with

Rotation metric. The slightly lower EER for girls (13.44% compared to 14.86%) indicates

a that the gait of female subjects is slightly more stable than the gait of male subjects.

The result in Table 4 for the boys is based on a random selection of 15 out of the available |
31boys. In order to make the result independent of the selected boys, this random selection

has been performed 100 times and the presented performance is the average over these 100
results.

[ | Males | Females |
[ Manh.+Rotation || 14.86 | 13.44 |

Table 4: EER Performance results in % on the collected dataset over time due to gender.

6 Conclusions

As far as we know there are no published results on the stability of gait for young children,
except from the suggestion in [Kyr02]. In this paper we have given evidence indicating
the correctness of that suggestion. It has been shown that as the children get older their
gait becomes more stable and that there is a large difference between the gait of a group
of 20 young children measured six months apart; this indicates that the gait of children is
still developing at these young ages.

In addition, a comparison was carried out between the stability of gait from girls and boys
and it was found that the female gait was slightly more stable as indicated by a lower EER.

Whilst the results presented in this study are interesting and in line with previous sug-
gestions, a more comprehensive study with a higher number of participants is required to
confirm the results described in this paper. In addition, research on the stability of gait

from adults over a longer period of time is needed to compare against the results presented
in this paper.
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