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Abstract. Region saliency has not been fully considered in most
previous image quality assessment models. In this article, the con-
tribution of any region to the global quality measure of an image is
weighted with variable weights computed as a function of its sa-
liency. In salient regions, the differences between distorted and
original images are emphasized as if the authors are observing the
difference image with a magnifying glass. Here a mixed saliency
map model based on liti's model and face detection is proposed.
Both low-level features including intensity, color, orientation, and
high-level features such as face are used in the mixed model. Dif-
ferences in salient regions are then given more importance and thus
contribute more to the image quality score. The experiments done
on the 1700 distorted images of the TID2008 database show that
the performance of the image quality assessment on full subsets is
enhanced. © 2010 Society for Imaging Science and Technology.
[DOI: 10.2352/J.ImagingSci.Technol.2010.54.3.030503]

INTRODUCTION

Subjective image quality assessment procedure is a costly
process which requires a large number of observers and
takes lots of time. Therefore, it cannot be used in automatic
evaluation programs or in real time applications. Hence
there is a trend to assess image quality with objective
methods." Usually image quality assessment models are set
up to approximate the subjective score on image quality.
Some referenced models had been proposed such as Video
Quality Experts Group (VQEG).> Some methods have got-
ten better results than peak signal-to-noise ratio (PSNR) and
mean squared error (MSE), including Univeral Quality In-
dex (UQI), Structural Similarity Index (SSIM), LINLAB,
peak signal-to-noise ratio based on human visual system
(PSNRHVS), modified metric based on PSNRHVSM, noise
quality measure (NQM), weighted signal-to-noise ratio
(WSNR), visual signal-to-noise ratio (VSNR), etc.” ¢ But it

“IS&T Member.

Received Sep. 16, 2009; accepted for publication Mar. 3, 2010; published
online Apr. 27, 2010.

1062-3701/2010/54(3)/030503/14/$20.00.

J. Imaging Sci. Technol.

030503-1

has been demonstrated that with respect to the wide range
of possible distortion types no existing performance metric
will be good enough. PSNRHVS and PSNRHVSM are two
new methods with high performance on noise, noise2, safe,
simple, and hard subsets of TID2008, which makes them
appropriate for evaluating the efficiency of image filtering
and lossy image compression.' But PSNRHVS and
PSNRHVSM show very low performance on Exotic and
Exotic2 subset of TID2008 database. With PSNRHVS and
PSNRHVSM, images are divided into fixed size blocks.
Moreover, every block is processed independently in the
same way with the same weights.

Such a way of comparing images is contradictory with
the way our human visual system (HVS) operates. Dividing
an image into blocks of equal size irrespective of its content
is definitely counterproductive since it breaks large objects
and structures of the image into semantically nonmeaning-
ful small fragments. Additionally it introduces strong
discontinuities that were not present in the original image.
Furthermore, it is proven that our HVS is selective in its
handling/processing of the visual stimuli. Thanks to this se-
lectivity of our visual attention mechanism, human observ-
ers usually focus more on some regions than another irre-
spective of their size. Therefore, it is intuitive to think that an
approach that treats the image regions in the same way, dis-
regarding the variation of their contents will never be able to
faithfully estimate the perceived quality of the visual media.
Therefore, we propose to use the saliency information to
mimic the selectivity of the HVS and integrate it into exist-
ing objective image quality metrics to give more importance
to the contribution of salient regions over those of
nonsalient regions.

An image saliency map could be used to provide
weights on the results of SSIM, VIE, etc.,” but the saliency
map used in this study was, in fact, the image reconstructed
from the phase spectrum and inverse Fourier transform
which could reflect the presence of contours. This may not
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be enough since the contour of an image is far from con-
taining all information in the image. The detection order of
region saliency was used to welght the difference between
reference and distorted images.'® For every image, there are
20 time steps to find the saliency region. If a salient region is
found first, it is assigned the largest weight and vice versa.
For pixels in the detected salient region, equal weighting and
simple linear weighting were used. In this article, we propose
to consider additional information computed from the im-
age contents that affects region saliency. We will consider not
only the saliency value of every pixel but also the saliency
degree of the current pixel relative to its neighboring field
and to the global image. Furthermore, the contribution of
nonsalient regions to image quality score will be reduced by
assigning lower weights to them.

Face plays an 1mpo1tant role in recognition and can
focus much of our attention." Face should thus be used as a
high-level feature for the saliency map analysis in addmon to
low-level features such as those used in Ttti’s model™ based

on color, intensity, and orientations. In this article, we pro-

pose a mixed saliency map model based on Itti's model and
a face detection model.

ANALYSIS OF PREVIOUS WORK AND PRIMARY
CONCLUSIONS

PSNR and MSE are two common methods used to assess the
quality of the distorted image defined by

255 .
.PSNR logw(MSE) (1)
where
M N
MSE = 21 21 [86i. )T (2)
Ni=1 j=
and

8(i,j) =[alivg) — 4G, (3)

where (i,j) is the current pixel position, a(i,j) and a(i, ) are
the original image and the distorted image respectively, and
M and' N are the height and width of the image. Neither
image content information nor HVS characteristics are taken
into account by PSNR and MSE when they are used to assess
image quality. Consequently PSNR and MSE cannot achieve
good results when compared to subjective quality scores,
especially for images such as those in noise, noise2, Exotic,
and Exotic2 subsets which include images corrupted with
additive Gaussian noise, high frequency noise, impulse
noise, Gaussian blur, etc. Since PSNR is only dependent on
the absolute difference between the original image and the
distorted image, there is no additional factor, such as sa-
liency information, that might affect our visual perception.
Some distorted images with the same PSNR look much dif-
ferent in image quality.® On the TID2008 database, PSNR
gives the worst results accordmg to Spearman’s correlation
and Kendall’s correlation.'
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Figure 1. Reference image 118.

PSNRHVS and PSNRHVSM are two models which had
been designed to improve the performance of PSNR and
MSE. The PSNRHVS divides the image into 8X8 pixel
nonoverlapping blocks. Then the &(i,7) difference between
the original and the distorted blocks is weighted for every
8% 8 block by the coefficients of the contrast sensitivity
function (CSF). So Eq. (3) can be rewritten as follows:

Spsnrivs(isf) = 8(3,7) - CSEeoflisf), (4)

where 6(1, j) is calculated using DCT coefficients.

PSNRHVSM is defined in similar way to PSNRHVS,
but the difference between the discrete cosinus transform
(DCT) coefficients is further multiplied by a contrast mask-
ing (CM) metric for every 8 X8 block. The result is then
weighted by the CSEcof as follows:

Spsnrrvsmlf) = [8(7) - CM(i,)] - CSEeoflinf),  (5)

MSEpsnravs(isi> 1))
| M (o8

220 2 2 [ Spsnr_mvs(isf)] (6)

MXNHL i=1 j=1

where (I,]) is the position of an 8 X8 block in the image
and (i,j) is the position of a pixel in the 8 X8 block.
MSEpsnrivsm can be defined in the same way. Then
PSNRHVS or PSNRHVSM can be computed by replacing
the MSE in Eq. (1) with MSEpsnruvs 0r MSEpsnrevsm-

Analysis

For PSNRHVS and PSNRHVSM, images are processed with
nonoverlapping 8 X 8 blocks. Every 8 X 8 block is considered
to contribute equally to the image quality metric. From the
point of view of human visual perception, an 8 X8 block
size is not optimal considering the variability of image con-
tent. In fact, the size of the salient region is not fixed. Inde-
pendent blocks with fixed size might result in blockiness or
sudden change that greatly affects the subjective quality per-
ception. As an illustration the following figures show that
different parts of an image contribute differently to the per-
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Figure 2. Saliency map of 118 with face detection.
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Figure 3. 118 with noise in one salient region.

ceived image quality and that degradation in salient regions

may be more prominent and hence should contribute more
to the final quality measure.

The image “I18” and its corresponding saliency map are
illustrated in Figures 1 and 2, respectively. Figure 3 is a dis-
torted image of 118 with noise on the saliency region includ-
ing face, neck, and breast part. The objective image quality
of this distorted image is equal to 46.3 dB with PSNR, 33.74
dB with PSNRHVS, and 36.3 dB with PSNRHVSM. Figure 4
is another distorted image of 118 with noise on the
nonsaliency region. The objective image quality of this sec-
ond distorted image is equal 41.6 dB with PSNR, 32.4 dB
with PSNRHVS, and 35.8 dB with PSNRHVSM. Here a local
smoothing filter was used to filter the corresponding parts in
the saliency map with noise. The objective image quality
metric values show that the quality of Fig. 3 is better than
that of Fig. 4. However it is easy to see that the perceived
quality of Fig. 4 is better than that of Fig. 3, as the filter
operation was added on the nonsaliency region of Fig. 4. All
the distorted parts in Fig. 4 are not perceptibly noticeable
unless carefully observed pixel by pixel. In Figure 5, the
nonsaliency regions with noise in Fig. 4 are marked out with
blue circles.

J. Imaging Sci. Technol. 030503-3
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Figure 4. 118 with noise in four nonsalient regions.
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Figure 5. 118 with distortion in four nonsalient regions.

The above example might be considered as an artifi-
cially constructed case study. For this reason, we propose
another image, the image “I14” of TID2008 [see Figure
6(a)], as another example where noise was added in equal
quantity to different parts of the image. In Fig. 6, we have
considered two distorted images “I14—17-2" and “T14-17-3"
shown in Figs. 6(b) and 6(c). The saliency map of 114 is also
illustrated in Fig. 6(d). '

The subjective score of 114-17-2 is lower than that of
[14-17-3, but PSNRHVS and PSNRHVSM are higher for
114-17-2 than that of I14-17-3; this result is consistent with
data provided by TID2008. For I14-17-2, the value of
PSNRHVS and PSNRHVSM are respectively 23.3 dB and
2395 dB. For 114-17-3, the value of PSNRHVS and
PSNRHVSM are respectively 19.3dB and 19.87 dB. In sub-
jective experiments, the attention of observers is focused on
saliency regions, such as face, hands, etc. [see Fig. 6(d)].
These parts can be considered as contributing more signifi-
cantly to image quality. If the quality of these salient regions
were acceptable, the final image quality should be considered
as good. For each case study while PSNR scores were rela-
tively close. the computed image quality scores were differ-
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Figure 6. 114 and corresponding distorted image. (a) The reference 114. (b) The distorted image 114-17-2.

(© The disforted image 114-17-3. (d) The scliency map of 114.

ent. This result confirms our initial expectation, namely, that
quantitatively equal distortions yield different image quality
scores. Bach part of an image contributes differently to the
perceived image quality. Furthermore, distortions in salient
regions image quality affect more profoundly than those in
nonsalient regions.

IMAGE QUALITY ASSESSMENT BASED ON REGION
SALIENCY

In this section, the saliency map of an image will be calcu-
lated using Itti’s saliency map model or the following mixed
saliency map model when faces are present in the image.
First, a simple and fast face detection program in OPENCV
based on Haar-like features was used to decide if the current
image contains human faces.”! Then according to that deci-
sion, Itti’s model or the mixed model will be used to calcu-
late the saliency map. The flowchart of the method that we
propose is shown in Figure 7. The first step of the process is
to compute the region saliency map of the input image; next
the region saliency map is used to enhance the performance
of the method used to assess the image quality (e.g., the

J Imaging Sci. Technol.
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PSNRHVS) of the original image.

Itti’s Saliency Map Model

The saliency map model that we propose is based mainly on
Jtti’s visual attention model. Considering that faces play an
important role in our daily social interaction and thus easily
focus our visual attention, we propose a mixed saliency map
model based on Itti’s visual attention model and face
detection. _

Ttti’s saliency map model is defined as a bottom-up vi-
sual attention mechanism, which is based on color, intensity,
and orientation features. Each feature is analyzed using a
Gaussian pyramid and multiscales. This model is based on
seven feature maps including one intensity, four orientations
(at 0°, 45°, 90° and 135°) and two color opponencies (red/
green and blue/yellow) maps. After a normalization step, all
these feature maps are summed to three conspicuous maps
including intensity conspicuous map C;, color conspicuous
map C,, and orientation conspicuous map C. Finally the
saliency maps are combined to get the saliency maps accord-
ing to the following equation:
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Figure 7. Flowchart of the method based on region saliency used to assess the image quality.
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Figure 8. Image 101 with ifs saliency map and corresponding surface
plot. (a) Reference image 101. (b) Saliency map of 101.

1 .
St = 2 Cr- (7)
keic,o

As an example, let us consider the image “I01” in TID2008
[see Figure 8(a)]; its saliency map [Fig. 8(b)] is computed
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Figure 9. Saliency maps for mixed model and ltii's model on 118 refer-

ence imogfe. (@) Saliency map from mixed model.. (b) Saliency map from
liti's model.

using Itti’s model. The more reddish a region of the saliency
map, the more salient its corresponding image region. This
concords with the selectivity of the HVS which focuses only
on some parts of the image instead of the whole content.
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Figure 10. Saliency maps from mixed model and ltfi's model for 123
reference imo?e. (@) 123 reference image. (b) Saliency map from mixed
model. (c) Saliency map from liti's model.

Saliency Map Model Based on Face Detection

Faces are features which focus more attention than other
features in many images. Psychological tests have proven that
face, head or hands may be perceived prior to any other
details.?’ So faces can be used as high level features for de-
fining a saliency map. One drawback of Itti’s visual attention

J. Imaging Sci. Technol.
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Figure 11. Current block, current pixel, and its neighboring field.

height
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Figure 12. Surface plot of saliency map and weighted saliency map w.
(a) Surface plot of saliency map. (b) Surface plot of weighted saliency
map Ws.

mechanism model is that its saliency map model is not well
adapted for images with faces. Several studies in face recog-
nition have shown that skin hue features could be used to
extract the face information. To detect heads and hands in
images, we have used the face recognition and location al-
gorithm of Walther et al.** This algorithm is based on a
Gaussian model of the skin hue distribution in the (r',g")
color space as an independent feature. For a given color pixel
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Table I. Distortion subsets in TIb2008.

=
=

Distortion fype Noise Noise2 Safe Hard Simple Exotic Exofic2 Full
1 Additive Gaussian noise + + + = + - - "
2 Different additive noise in color - + - - - - - +
3 Spatially correlated noise + + + + - - - +
4 Masked noise - + - + - = o "
5 High frequency noise + + + - - - - "
6 Impulse noise + + + = = = — "
7 Quantization noise + + - n - _ _ &
8 Gaussian blur + + + + + - - +
9 Image denoising + -~ - 4 - - _ +
10 JPEG compression - - + - + - - "
1 JPEG2000 compression - - + - + - . +
12 JPEG transmission errors - - - + - - + :
13 JPEG2000 fransmission errors - - - + - - & +
14 Non eccentricity pattern noise - - - + - n I i
15 Local blockwise distortions of - = = - - n + +

different intensity

16 Mean shift (intensity shift) = - = - - + + +
17 Contrast change - - - - - + + +

(r',g'), the model’s hue response is then defined by the
following equation:

L (=) (g — )’
h(r',g') = exp —Eli + > z

7z 2
- op(r = ) (g~ )
+ : =1t (8)
0,0,
where
r g
t'=—— and g¢g'=—— (9)

r+g+b r+g+b’

(14> 1) is the average of the skin hue distributions, o2 and
of, are the variances of the ' and g’ components, and p is
the correlation between the components ' and g’. These
parameters have been statistically estimated from 1153 pho-
tographs which contained faces. The function h(r’,g') can
be considered as a color variability function around a given
hue. Next a Gaussian pyramid (GP) based on a multiscale
subsampling operation and a Gaussian smoothing was com-
puted from h(r',g’). Then the center-surround (CS) map
was calculated from the pyramid, in the same way as in Itti’s
model. Lastly, the results were normalized (Norm) to obtain
the saliency map S, defined as follows:

Sface = NOI‘I’I’I(CS{GP(]‘I(T’ > ‘ g,))}) (10)

J. Imaging Sci. Technol.
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Mixed Saliency Map Model Based on Face Detection
The mixed saliency analysis model that we propose is a lin-
ear combination model which combines both Itti’s model
and the Gaussian face detection model as follows:

Smix = @Sy + (1 — @) Spaces (11)

where « is a constant. The best results that we obtained in
our study have been achieved for a=3/7.

For most images containing faces, heads, or hands, the
mixed model with skin hue detection gives better results
than Itti’s model, i.e., more accurate saliency maps. The two
examples given in this article show the difference between
Itti’s model and the mixed model for face images. The first
example corresponds to the reference image “I18” in
TID2008 which contains a face with eyes and hands. Figure
9(a) shows the saliency map computed from the mixed
model. Figure 9(b) shows the saliency map computed from
Itti’s model. Fig. 1 shows that the most salient regions which
attract the attention of observers are the face and the hands.
Relative to the visual saliency map (i.e., Fig. 1) the mixed
model appears more precise than Itti’s model.

Another interesting example is the reference image
“I23” which is a nonhuman face image as shown in Figure
10. The original reference image is shown in Fig. 10(a). The
most salient regions which focus the attention are the heads
of the parrots and in particular their eyes and their faces.
Considering the hue of the faces of the parrots and in par-
ticular the hue of the region around the eyes, we computed
the corresponding color variability function h(r',g') and
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Figure 13. Examples of distortions in different subsets. (a) Original image. (b) Distortion 5: High frequency
noise. (c) Distortion 8: Gaussian blur noise. (d) Disfortion 12: JPEG transmission errors.

next the mixed model associated with this hue distribution.
“The saliency map computed from the mixed model is given
in Fig. 10(b), and the one computed from Itti’s model is
given in Fig. 10(c). Comparison of Figs. 10(a) and 10(b)
shows that the saliency map computed from the mixed
. model is more accurate than that computed from Itti’s
model. This second example shows that the mixed model
could be extended to high level features other than human
faces.

Mixed Saliency Map Model Based on Salient Region

We usually focus on the salient regions instead of salient
points. That means that the saliency value of every pixel in
the region should be a weighted function of the saliency
value of pixels belonging to the neighboring field or of the
saliency value of the region it belongs to. For each pixel
belonging to a salient region, we propose to enlarge the area
of the neighboring field as if we were using a magnifying
glass. For each pixel belonging to a nonsalient region, we

Table II. Spearman correlation.

PSNRHVS PSNRHVS_S A(%) PSNRHVSM PSNRHVSM_S A(%)
Noise 0.917 0.914 -0.327 0.918 0.92 0.218
Noise?2 0.933 0.863 -1.5 0.93 0.871 -6.344
Safe 0.932 0.92 -1.28 0.936 0.924 -1.282
Hard 0.791 0.814 2.908 0.783 0.816 4215
Simple 0.939 0.933 -0.639 0.942 0.935 -0.743
Exotic 0.275 0.465 69.09 0.274 0.442 61.314
Exotic2 0.324 0.3717 16.358 0.287 0.331 15.331
Full 0.594 0.622 47 0.559 0.595 6.44

J. Imaging Sci. Technol. 030503-8 May-Jun. 2010
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Table 111, Kendall correlation.

PSNRHVS PSNRHVS_S A(%) PSNRHVSM PSNRHVSM_S A(%)
Noise 0.751 0.745 -0.799 0.752 0.752 0
Noise2 0.78 0.68 -12.82 0771 0.689 -10.63
Safe 0.772 0.752 -2.59 0.778 0.757 -2.69
Hard 0.614 0.634 3257 0.606 0.637 5N
Simple 0.785 0.773 -1.52 0.789 0777 -1.52
Exotic 0.195 0313 60.51 0.194 0.294 51.55
Exofic2 0.238 0.254 6.72 0.2 0.22 476
Full 0.476 0472 -08 0.449 0.455 1.34
propose to give less weight to the neighboring field. We used Bt
a metric to define the salient regions and the neighboring Pregion(i>]) = 5 (15)
field associated with a given pixel. Global
First we computed the binary mark metric, B;; defined with
as follows:
. ; 5 1k ok
B..— {0 if Syr() < T (12) Stoeal = k_X—kE > Sux(isf)s (16)
11 otherwise, =1 j=1
where T is an experimental threshold that is adaptive to the 1 MN
average value of Syx(7,7) and Syx(7,7) is the saliency value St = ——— 20 2 Snixl )« (17)
computed from the saliency map model considered and (i, ) M X Ni=1 j=1 .

is the pixel position in the image.

Next we computed block by block the relative saliency
degree of the current pixel as a function of its neighboring
field. The current point A(i,j), current block(I,]), and the
overlapped neighboring field N(i,j) with size k X k are illus-
trated in Figure 11. Accordingly ¢y was defined as a saliency
flag of the current block as follows:

i 8 8
false if ) >, Byoerr(inf) < Tz
bry= i=1 j=1 e (13)

true otherwise,

where T, is an experimental threshold, and the average of
the current block was used as T'; (i,7) is the pixel position in
the Block(1,]).

Then, as salient regions focus more the attention of the
observers than nonsalient regions, we gave less weight to
pixels belonging to nonsalient regions. This means that the
saliency value of every pixel is weighted by a function of the
saliency values of the pixels belonging to its neighboring
area. We considered several variables to compute the relative
saliency of the current neighboring area, current block, and
current pixel.

Let us define pyjoe(I,]) and pregion(i>f) the relative sa-
liency degree of the current block and the current neighbor-
ing field as functions of the average saliency of the global
image;

1 8 8
—EESMIX(LJ')), (14)

1
L)==—=
pBlock( ) (64 e

Global

J. Imaging Sci. Technol.

030503-9

Let us define ppicel average(i>7) and pp-mel_max('i ,j), the relative
saliency degree of the current pixel as a function of its neigh-
boring field and of the global image.

Smix(61) Swrx(Bs)

ppixelhaverage(i’j) =1max > > (18)
SLocal SGLobal
o Sux()
ppixeLmax(I)]) =T (19)
SMax_Local
with
SMaxyLocal = maX{SMIX(I)])ll = k’] = k} (20)

Finally, to decrease the influence of nonsalient regions, we
computed a weighted saliency map w;(i,7) as follows:

Ws(i)j) = {max{pregion(i>j)>pBlock(i)j)}lpregion(iﬁj) = Ta}:
(21)

where T; is a threshold computed experimentally (see the
Appendix).

Thus, if we consider, for example, the saliency map of
reference 118 given by Fig. 9(a), we get the weighted saliency
map w, corresponding to Figure 12. Comparing Figs. 12(a)
and 12(b), we can see that w; reflects the fact that observers
usually focus on the most salient parts instead of all locally
salient parts. Most salient regions correspond to regions
which are not only locally salient but also salient with re-
gards to the global image.
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Table IV. Spearman correlation comparison.

WSNR LINLAB SNR PSNR PSNRHVSM IFC PSNRHVS ual SSIM PSNRHVS_S PSNRHVSM_S
Noise 0.897 0839 0712 0.704 0918 0.663 0.917 0.526 0.562 0914 0.92
Noise2 0.908 0.853 0.687 0.612 0.93 0.743 0.933 0.599 0.637 0.863 0.871
Safe 0921 0.859 0.699 0.689 0.936 0.775 0.932 0.638 0.632 0.92 0.924
Hard 0.776 0.761 0.646 0.697 0.783 0.736 0.791 0.759 0.812 0.814 0.816
Simple 0.931 0.877 -0.794 0.799 0.942 0.817 0.939 0.784 0.769 0.933 0.935
Exatic 0.157 0.135 0.227 0.248 0.274 -0.269 0.275 0.292 0.385 0.465 0.442
Exofic2 0.059 0.033 0.29 0.308 0.287 0.276 0.324 0.546 0.594 0.377 0331
Full 0.488 0.487 0.523 0.525 0.559 0.569 0.594 0.6 0.645 0.622 0.595

Table V. Kendall correlation comparison.

PSNR SNR LINLAB WSNR IFC ual PSNRHVSM SSIM PSNRHVS PSNRHVS_S PSNRHVSM_S
Noise 0.501 0.512 0.652 0.714 0477 0.363 0.752 0.388 0.751 0.745 0.752
Noise2 0.424 0.492 0.671 0.736 0.547 0.42 0771 045 0.78 0.68 0.689
Safe 0.486 0.497 0.682 0.753 0.581 0.454 0.778 0.437 0.772 0.752 0.757
Hard 0.516 0.464 0.569 0.586 0.552 0.565 0.606 0.618 0.614 0.634 0.637
Simple 0.598 0.593 0.715 0.766 0.624 0.587 0.789 0.564 0.785 0.773 0.777
Exofic 0.178 0.154 0.084 0.107 -0.156 0.196 0.194 0.266 0.195 0313 0.294
Exotic2 0.225 0.205 0.026 0.047 0.208 0.389 021 0.431 0.238 0.254 0.22
Full 0.369 0.374 0.381 0.393 0.426 0.435 0.449 0.468 0.476 0472 0.455
IMAGE QUALITY ASSESSMENT WEIGHTED BY He ; ;
SALIENT REGION Spstunvs_s (i, ) = Sestrivs U, 1);
In order to improve the efficiency of image quality metrics end
taking into account the human visual attention mechanism, end
we propose to weight the image differences from the salient End
regions instead of salient points. Considering that human end

observers are unable to focus on several areas at the same
time and that they assess the quality of an image first or
mainly from the most salient areas, we propose to weight
image difference metrics by the weighted saliency map w;
defined above. Thus the PSNRHVS metric can be computed
with the following pseudo code:

//for the pixels in a target block with 8 < 8

fori=1:8

for j=1:8

if (¢py s 1s false)

CSF cof (7 f) )

Ssurvs_sCi ) = &) - (W

Else

if [(Ppixel_mux> 1) and (PpixeLuveruge
>T5)]

' 5Psriknv_s_s(i, )
= Spsumvs (i, 1) - el );
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In this algorithm (7,j) is the position of a pixel in an
8 X 8 block. The thresholds T3, Ty, and T5 have been em-
pirically defined as 15, 0.5, and 40, respectively, for the
TID2008 database. In our experiments, parameters 15, T},
and T were selected via an exhaustive process in a three-
dimensional search space {T3, T, Ts}. In this space, every
parameter T3, Ty, Ts, was normalized to a scale which was
next separated into m subscales in order to get a data grid of
m? grid points. Then we have chosen in the grid points set
the best grid point (i.e., the values for T3, T, and Ts) with
the highest performance in regards to the data set
considered.

EXPERIMENTAL RESULTS AND ANALYSIS

In this article, the images in the TID2008 database were used
to test our image quality assessment model. TID2008 is the
largest database of distorted images intended for verification
of full reference quality metrics.”> We used the TID2008 da-
tabase as it contains more distorted images, types of distor-
tion and subjective experiments than the LIVE database.”*
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Table V1. Spearman correlation and Kendall correlation on LIVE database.

Correlation SNR PSNR WSNR ual
Spearman 0.7811 0.8044 0.8479
Kendall 0.5922 0.6175 0.6883

0.802
0.6142

IFC $SIM PSNRHVS_S ~ PSNRHVSM_S
0.8429  0.86 0.89 0.8963
0.6677  0.7057 0.7179 0.7258

.................................................

o | ] PSNRHVSM
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[ 1PsNRHvs
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Figure 14. Spearman correlation comparison.
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Figure 15. Kendall correlation comparison.

The TID2008 database contains 1700 distorted images (25
reference images X 17 types of distortions X 4 levels of
distortions). LIVE on the other hand contains 779 distorted
images with only five types of distortion and 161 subjective
experiments. The mean opinion score (MOS) of image qual-
ity was computed from the results of 838 subjective experi-
ments carried out by observers from Finland, Ttaly, and
Ukraine. The higher the MOS (0-minimal, 9-maximal, MSE
of each score is 0.019), the higher the visual quality of the
images. In our experiments, both databases have been used
to compare results from different image quality metrics,

All the distorted images are grouped together into a full
subset or into different subsets including noise, noise2, safe,
hard, simple, exotic, and exotic? with different distortions.

J. Imaging Sci. Technol.
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For example, in the Noise subset there are several types of
distortions such as high frequency noise distortion, Gaussian
blur, etc. Table I shows every subset and its corresponding
distortion type. Distortion of types 12, 13, and 16, etc. are
included in the exotic2 subset. Figures 13(b)-13(d) show,
respectively, the distortion types 5, 8, and 12 in the noise and
exotics subsets.

Experimental Results from TID2008

In order to compare the accuracy of the image quality
metrics  weighted by salient ‘regions  with those of
nonweighted metrics, we compute the Spearman correlation
and Kendall correlation coefficients. Spearman correlation
and Kendall correlation coefficients are two indexes used in
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Figure 16. Scatter plots of the image quality assessment models, the plots with blue points are the results from
ihe image quality assessment model based on weighted saliency map.

Table VII. Spearman correlation.

PSNRHVS_s PSNRHVSM_s
Distorlion type Pregini ) ) Max Pregon(l 1) ) Max
Noise 0913 0913 0.914 0.920 0.920 092
Noise2 0.862 0.862 0.863 0.872 0.872 0.871
Safe 0.920 0.920 0.92 0.924 0.924 0.924
Hard 0.815 0.815 0.814 0.817 0.817 0.816
Simple 0.932 0.932 0.933 0.935 0.935 0.935
Exofic 0.463 0.463 0.465 0.440 0.440 0.442
Exofic2 0.3717 0.377 0.377 0.331 0.331 0.331
Full 0.622 0.622 0.622 0.595 0.595 0.595

image quality assessment to compute the correlation of ob-
jective measures with human perception. Compared with
the original PSNRHVS and PSNRHVSM metric, the method
based on region saliency greatly enhances the performance
on exotic and exotic2. In Tables II and III, PSNRHVS_S and
PSNRHVSM_S are, respectively, the new modified
PSNRHVS and PSNRHVSM based on the weighted saliency
map. The original PSNRHVS and PSNRHVSM are based on
image difference metrics which assess image quality by inde-
pendent blocks without taking into account that salient re-
gions contribute more in the image quality score. In this
comparison A(%) is the enhancement of performance of
PSNRHVS and PSNRHVSM.

From the point of view of Spearman correlation coeffi-
cients, PSNRHVS and PSNRHVSM perform well on noise,
noise2, safe, hard, and simple subsets of TID2008. But they
fail to perform well on exotic and exotic2 subsets. With the
weighted saliency map, the Spearman coefficients of
PSNRHVS and PSNRHVSM on full subsets are enhanced
although there is reduction on the noise2 subset. On exotic
and exotic2 distorted subsets, the performances of the modi-
fied PSNRHVS and PSNRHVSM based on saliency map are
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remarkably enhanced. For PSNRHVS, the Spearman corre-
lations on exotic ‘and exotics2 are enhanced 69.1% and
16.4%, respectively, and Kendall correlations are enhanced
60.5% and 6.7%, respectively. For PSNRHVSM, the Spear-
man correlations are enhanced 61.3% and 15.3%, respec-
tively, and Kendall correlations are enhanced 51.55% and
4.8%, respectively. Exotic and exotic2 are two subsets with
contrast change and mean shift distortions. PSNRHVS and
PSNRHVSM only used the intensity information, but for
our proposed method, color contrast, intensity and other
information will be reflected in the image quality assess-
ment. So our method can reflect the attributes of our visual
attention more effectively than PSNRHVS or PSNRHVSM.

Furthermore besides the comparison between the algo-
rithm that we propose and the original PSNRHVS, other
image quality assessment metrics have been included to
make the result more creditable. Nine other image quality
assessment metrics, including SSIM UQI, SNR, PSNR,
WSNR, LINLAB, PSNRHVS, PSNRHVSM, and IFC, had
been also used for comparing results. The results computed
from all the quality metrics considered are arranged in order
of increasing value of the correlation coefficient on the full
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Table VIII. Kendall correlation.

Distortion type PSNRHVS _s PSNRHVSM_s
Distortion Pregiun(i/ ) Polok(, ) Max Pregion(i: )} Palock(i, ) Max
Noise 0.743 0.743 0.745 0.752 0.752 0.752
Noise2 0.680 0.680 0.68 0.689 0.689 0.689
Safe 0.750 0.750 0.752 0.757 0.757 0.757
Hard 0.6034 0.634 0.634 0.637 0.637 0.637
Simple 0.770 0770 0.773 0.776 0.776 0.777
Exotic 0.313 0.313 0313 0.293 0.293 0.294
Exotic2 0.255 0.255 0.254 0.220 0.220 0.22
Full 0.472 0.472 0.472 0.455 0.455 0.455
Table IX. PSNRHVS_S vith different operator.
PSNRRVS_S
Spearman correlation Kendall correlation
Distortion type Plod(F, [) without T; . With Ty Distortion type Palock(i, /) Without T With T
Noise 0.707 0.913 Noise 0.521 0.743
Noise?2 0.657 0.862 Noise2 0.475 0.68
“Safe 0.732 0.92 Safe 0.537 0.75
Hard 0.587 0.815 Hard 0.422 0.634
Simple 0.716 0.932 Simple 0.517 0.77
Exotic 0.228 0.463 Exofic 0.162 0.313
Exofic2 0.201 0.377 Exotic2 0.138 0.255
Ful 0.446 0.622 Full 0.312 0.472

subset; the methods that we propose are also listed at the
right of the Tables IV and V for comparison.

Figures 14 and 15 show the results obtained from dif-
ferent image quality metrics on different subsets of TID2008.
SSIM showed nearly the best performance on the full subset
in terms of Spearman correlation; however, according to
Figs. 14 and 15 SSIM performance on noise, noise2, simple,
etc., are much lower than that of the method that we pro-
pose. The high values of Spearman and Kendall correlations
computed from the original methods PSNRHVS_S and
PSNRHVSM_S are preserved by the modified PSNR-HVS
and PSNR-HVS-M on noise, safe, hard and simple subsets,
while the performance on Exotic and Exotic2 subsets is im-
proved remarkably. The method PSNRHVS_S that we pro-
pose gets almost the highest values on every subset.

Figure 16 illustrates the scatter plots for the MOS for
different models including PSNR, LINLAB, WNSR,
PSNRHVS and PSNRHVS_S, etc. Usually we expect the
scatter plot to define a cluster, which means that the subjec-
tive score and objective assessing value are tightly correlated
since the ideal image quality metric should accurately reflect
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the subjective score, i.e., the MOS. The plots from the meth-
ods that we propose, PSNRHVS-S and PSNRHVSM-S are
effectively better clustered than that of original models,

PSNRHVS and PSNRHVSM, except for only few extreme
points.

Experiment on LIVE Database

Besides the TID2008 database, LIVE database (release 1) used
for image quality assessing from the University of Texas has
also been used to test the methods that we propose. Since
LIVE database was first set up with popular SSIM and UQI
metrics, we also test the metrics that we propose on LIVE
database and compare our results with them. Besides SSIM
and UQI, we also compared our proposed methods with
IFC, WSNR, SNR, PSNR, etc. Metrix’Mux toolbox was used
in our experiments to compute image quality with SSIM and
UQL” The results show that the methods that we propose
with region saliency, PSNRHVS_S and PSNRHVSM_S, get
nearly the highest values of Spearman and Kendall correla-
tion for the LIVE database (Table VI).
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CONCLUSIONS AND FURTHER RESEARCH

In this article, a saliency map has been introduced to im-
prove image quality assessment based on the observation
that salient regions contribute more to the perceived image
quality. The saliency map is defined by a mixed model based
on Itti’s model and a face detection model. Salient region
information including local contrast saliency and local aver-
age saliency, etc. were used instead of salient pixel informa-
tion as weights of the output of previous methods. The ex-
perimental results from TID2008 database show that the
weighted saliency map can be used to enhance the perfor-
mance of PSNRHVS, PSNRHVS-M on specific subsets re-
markably. )

Future research involves extending the test database and
analyzing the extreme points in scatter plots for which the
distance between objective metrics and MOS is large, i.es
images for which the image quality assessment models do
not work accurately. The performance of image quality as-
sessment models will be enhanced by reducing the number
of these extreme points. Besides that, some machine learning
methods, such as the neural network approach, might be
employed to acquire well-chosen coefficients in the mixed
saliency map and thresholds although much more complex-
ity could be introduced thereby.
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APPENDIX

Region Saliency Map w and Its Simplification

This part shows while the function defined by the maximum
of the two parameters pregon(i>j) and Pplock(i>j) has been
chosen among other tested functions for Eq. (21), which was
defined above as

Ws(i?j) = {max{pregion(i)j)’pBlock(i7j)}lpregion(iij) > TS}'

We have tested different functions to calculate wy(i,j); for
example, we have tried to use only Pregion(i>]) OF Priock(i>)
instead of the function ‘max’ with the following results on
TID2008 (see Tables VII and VIID).

From these tables we can see that the results obtained
from only pregion(i>7) OF Prio(i»j) are almost similar to the
max result although the results from max was slightly higher
than from the others. For reduced computation, Eq. (21)
could also be simplified as follows:

Ws(i’j) = {pBlock(i>j)lpregion(i>j) > TS} (22)

The reason for using the threshold Tj is that when the
threshold is limited to a lower value, then pregion(i>j) and
Pplock(i»j) are more effective. The following test results, illus-
trated in Table IX, computed from Priock(i»)), with and with-
out Ts show the influence of the T; threshold. The
Spearman and Kendall correlation with the T threshold are
much higher than that without T5.
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