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Abstract

Accurate and reliable experimental data of a sloshing-induced, rapidly-evolving

spilling breaker, are used to understand the specific physics of this phenomenon

and to partially evaluate a simplified analytical model by Brocchini and co-

workers. Such a model is based on a three-layer structure: an underlying po-

tential flow, a thin, turbulent single-phase layer in the middle and a turbulent

two-phase layer (air-water) on the upper part. The experiments were carried

out by using a 3m long, 0.6m deep and 0.10m wide tank, built in Plexiglas

and forced through an hexapode system, this allowing for an high accuracy of

the motion. Mean and turbulent kinematic quantities were measured using the

Particle Image Velocimetry (PIV) technique. To ensure repeatability of the

phenomenon, a suitable breaker event was generated to occur during the first

two oscillation cycles of the tank. The tank motion was suitably designed using

a potential (HPC) and a Navier-Stokes solver. The latter, was useful to under-

stand the dimension of the area of interest for the measurements. The evolution

of the breaker is described in terms of both global and local properties. Wave

height and steepness show that after an initial growth, the height immediately

decays after peaking, while the wave steepness remains constant around 0.25.

The evolution of the local properties, like vorticity and turbulence, vortical and

turbulent flows displays the most interesting dynamics. Two main stages char-

acterise such evolution. In stage (1), regarded as a “build-up” stage, vorticity

and TKE rapidly reach their maximum intensity and longitudinal extension.
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During such stage the thickness of the single-phase turbulent region remains

almost constant. Stage (2), is regarded as a “relaxation” stage, characterised

by some significant flow pulsation till the wave attains a quasi-steady shape.

In support to the analytical, three-layer model of Brocchini and co-workers it

is demonstrated that the cross-flow profile of the mean streamwise velocity U

inside the single-phase turbulent layer is well represented by a cubic polyno-

mial. However, di↵erently from available steady-state models the coe�cient

of the leading-order term is function of time: A = A(s, t). During stage (1)

a fairly streamwise-uniform distribution of U is characterized by A(s, t) ⇡ 1,

while during stage (2) U is less uniform and A varies over a much larger range.

Keywords: spilling breaker, turbulent region, PIV experiments, flow

unsteadiness

1. Introduction

Wave breaking plays a fundamental role in marine dynamics, evolving at the

most varied scales: from the global heat and mass transfer occurring at the air-

sea interface (e.g. [1];[2]; [3]), to the dissipation of wave energy and momentum

(e.g. [4]; [5]; [6]), to the more local dynamics like the erosion of beaches (e.g.

[7]; [8]), the transport of seabed sediments and the interaction with ships and

structures (e.g. [9]; [10]).

Also because of such ubiquity, wave breaking displays a number of modalities

and characteristics (e.g. [11]; [12]), all leading to turbulent dissipative processes

(e.g. [5]; [13]; [14]). Hence, the study of breaking waves represents a major

challenge for scientists and researchers. In this respect we here limit our atten-

tion to the specific class of spilling breakers, though we believe that some of the

analysis also applies to plungers.

Most of the analysis available on spilling breakers refers to quasi-steady

breakers. Peregrine [15] suggests a criterion to distinguish between quasi-steady

and unsteady spilling breakers: a spiller is taken as quasi-steady (in a frame of

reference moving with the wave) if its deformation evolves at longer time scales
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than those typical of the motion of water through the turbulent region. The

structure of such quasi-steady breakers is that of an initial mixing layer region,

generated at the leading edge (toe) by shear stresses due to the relative motion

between the turbulent wave surface and the water in which the wave propagates,

followed by a region beneath the crest of the wave where gravity influences and

restrains the turbulent motions near the surface ([16]; [17]).

More recently the focus is shifting to the description of unsteady spillers [11],

characterized by rapid and intense deformation (e.g. significant curvature) and

rotation of the near-surface turbulent region. The conceptual model for such

rapidly-evolving spillers (among which also the “whitecaps”), i.e. analogy with

mixing layers followed by wakes, is similar to those of quasi-steady spillers but it

di↵ers in the description of the near-surface two-phase flow dynamics ([18]; [19]

[20]; [21]) and turbulent-mean flow relations [22]. In brief the model proposed

by Brocchini and co-workers is composed of three layers (see Fig. 1): a top

two-phase flow layer where air and water mix; a middle, single-phase turbulent

layer and the wave body, thought of being irrotational. A similar, though less

physically-comprehensive, approach has been recently used to study Favre waves

and the shoaling and breaking of solitary waves [23].

Figure 1: Schematic view of the theoretical model of Brocchini [18].

The present contribution is part of a comprehensive and detailed study aimed
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at: 1) investigating the overall and specific near-surface dynamics of a rapidly-

evolving spilling breaker, 2) supporting and validating the analytical model by

Brocchini and co-workers. The study is based on accurate laboratory experi-

ments, whose preliminary results are reported in this paper.

The next section illustrates how the laboratory experiments have been de-

signed and carried out, while section 3 summarizes the main results concerning

both geometry and internal wave kinematics. A final section proposes a discus-

sion of the same results and closes the paper.

2. Laboratory experiments

In most of previous experimental studies, a spilling breaker was analysed

in similarity with either hydraulic jumps [24] or hydrofoil-generated turbulence

[25], such flows being quasi-steady, characterized by a weakly curved free surface

and almost vanishing local rotation.

Being the aim of this work that of studying, with a very high spatial resolu-

tion and good repeatability, a rapidly-evolving spilling breaker, we have decided

to resort to an impulsive generation of the breaker (see Fig. 2, right panel).

Furthermore, the choice of a sloshing tank allows for a high repeatability of the

phenomenon and a good accuracy of measurement.

Figure 2: Left panel: a flume for the generation of a hydraulic jump. Right panel: Hexapode

System for the generation of an unsteady spilling breaker.

4



2.1. Design of the experiments

The experiments were conducted at the Sloshing Laboratory of the CNR-

INSEAN (Marine Technology Research Institute), Rome, Italy.

The spilling breaker was reproduced into a 3 m long, 0.6 m deep and 0.1 m

wide tank made of Plexiglas. A Symetrie Mistral Hexapode system was used to

force the motion of the tank and ensured a high accuracy of the motion with a

resolution of the order of 0.1 mm (see Fig. 2, right panel).

The design of the experiments at hand required the tackling of several chal-

lenges, first, a reliable measurement of the turbulent flow field, which character-

izes the breaker in the region surrounding the wave crest, requires a statistical

analysis, i.e. a large number of independent events, each given by one single run.

The capability to generate a spilling breaker with high repeatability becomes,

then, a crucial issue for the reliability of the statistical analysis. In similarity to

previous studies on the evolution of breaking waves induced by shallow sloshing

flows (e.g. [26], [27]), a suitable spilling breaker was designed to evolve in a

sloshing tank by means of a combination of numerical solutions.

An e�cient HPC solver [28], for the solution of a potential flow was first used

to reproduce the flow evolving in a 3 m long, 0.6 m deep and 0.1 m wide tank with

still water depth h0 = 0.2 m, where the temporal evolution of the free surface

was evaluated in terms of fully Lagrangian, nonlinear kinematic and dynamic

boundary conditions. This specific type of runs allowed us to estimate the time

history of the motion, velocity and acceleration of the tank. To avoid vibrations

and mechanical noise, the motion was generated as smoothly as possible, at least

during the acquisition of the kinematic flow field. The overall forcing motion

is shown in Fig. 3. We can distinguish a first interval (“forcing stage”) for

0s  t  1.195s, denoted by the red dashed line. In the following instants,

1.195s < t  4.0708s, a suitable time history was created to bring the tank in

position, with no sudden decelerations (“decay stage”, 1.95s  t  2.50s and

“to-rest stage”, 2.50s  t  4.07s).

The equations that represent the path, velocity and acceleration of the tank,
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are, respectively:

x(t) = A(1�cos(!t))�0.335(t�t1)+0.084�0.335 sin(t�t2)�0.353 (1)

v(t) = !A(sin(!t))�0.335�0.335 cos(t�t2) (2)

a(t) = !2A(cos(!t))+0.335 sin(t�t2) (3)

where A = 0.075m (oscillation amplitude), ! = 3.9517rad/s (angular fre-

quency), t1 = 1.95s, t2 = 2.5s, t
end

= 4.07s. The values of displacement (R
x

and R
y

), velocity (v) and acceleration (a) achieved with the above-mentioned

equations, must fall within the motion limits of the Hexapode system, which

are: R
x

= ±0.47m, R
y

= ±0.47m, v = 1m/s, a = 10m/s2. Figure 3 shows that

such limits were respected.

Figure 3: Time history of the motion (top panel), velocity (middle panel) and acceleration

(bottom panel) of the tank.

One of the most important advantages of the HPC solver is the reduced com-

putational time, which made it possible to test several di↵erent time histories

till finding the most suited for our purpose. Care was put in the realization of

the breaking event during the first oscillation of the tank. According to Lugni

et al. ([27], [29], [30], [31]) the technique in use allows for a high repeatability of
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the sloshing flows, where large nonlinear local e↵ects can make the event highly

chaotic in the successive cycles.

Further, the capability to control the flow features during the first oscilla-

tion (mainly governed by the initial conditions) enables the realization of an

unsteady, strongly nonlinear breaking event, i.e. close to the sought physical

breaker. Figure 4 (left panel) shows that the HPC solver allows to follow the

wave generation and the wave steepening up to the onset of breaking. The

following stages cannot be reproduced with the HPC solver because it cannot

resolve the evolution of vortical and turbulent flows, but only a potential flow.

Figure 4: Evolution of the free surface before (left column: HPC solver) and after the breaker

generation (right column: NS solver).

For this reason, in order to assess and follow the complete evolution of the

spilling breaker, with the aim to optimize the arrangement of the PIV set-

up (cameras + laser source, see the top panel of Fig. 6) necessary for the

measurement of the kinematic field, the time history found with the HPC solver,

was also inspected through a Navier-Stokes (NS) solver [32]. In particular, the

NS solver (see the right column of Fig. 4) was useful to estimate the size of the

region where the breaker would initiate and evolve, this region having a length

of about 1.80 m and a height variable according to the evolution of the breaker,

but with a maximum extension of about 0.35 m. The large extent of the region

of interest and the need to undertake detailed flow measurements with a good

spatial resolution, suitable to accurately resolve the evolution of the turbulent

flow structures in the spilling breaker, required the implementation of an ad-hoc

camera arrangement and acquisition strategies.
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Figure 5: Horizontal position of the wave crest (mm).

2.2. Repeatability analysis

The repeatability analysis is essential to verify the accuracy of the present

experimental study.

The tank motion designed by the HPC solver, was used in the laboratory to

reproduce the phenomenon. The repeatability of the global features was first

assessed through the analysis of the recorded images, with particular attention

to some geometrical parameters: horizontal position of the wave crest, horizontal

position of the breaker toe and horizontal position of the tank.

The main reference geometrical point was the wave crest horizontal position.

More in detail, a set of 32 runs of the same event were investigated. This was

performed using a simplified configuration with two digital cameras (frame rate

= 100 fps and resolution 1920⇥1088) and di↵used light. The repeatability

analysis, based on the horizontal position of the wave crest, provides an error

estimate within 10mm, which is of the same order of the camera resolution.

Figure 5 shows the plot of the horizontal position of the wave crest versus

time. The small size of the errorbars (red line and circles), confirms the high

repeatability of the phenomenon and, therefore, the possibility to proceed to

the definition of the experimental setup.
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2.3. Experimental setup

A 2D Particle Image Velocimetry (PIV) technique was used for the measure-

ment of the instantaneous velocity field. The still water depth was h0 = 0.20

m.

The large extension of the region of interest, suggested to divide this area into

two di↵erent zones, in order to reach a good spatial and temporal resolution as

shown in Fig. 6 (bottom). For each zone a multi-camera simultaneous recoding

system with 4 cameras arranged side by side was used to acquire a large flow

extent at a spatial resolution, adequate to resolve flow eddies as small as 2mm.

With this arrangement, the field of view of the camera system allowed us to

cover about half of the region of interest and, thus, created the need to split it

in two regions. Namely:

• an upstream region, indicated with the black rectangles in the bottom

panel of Fig. 6, which covers the formation and evolution of the breaker

until a quasi-steady is reached. As a consequence, the evolution of the

wave profile required to arrange the cameras at di↵erent vertical positions.

This was achieved inclining the cameras by 7 deg in the vertical plane (see

image A of Fig. 6).

• a downstream region, indicated by the red rectangles in the bottom panel

of figure 6, which covers the rest of the breaker evolution.

The 4 cameras used for the PIV image recording were Imager sCMOS models

by LaVision (i.e. 16 bits, 2560 ⇥ 2160 pixel resolution, 6.5 µm pixel size, 50

frames/s maximum frame rate). Each camera was equipped with a 50 mm

lens and positioned at the distance of 800 mm from the laser sheet. It gave

a magnification factor of about 9 pix/mm. This means that each pixel in the

image is about 0.11mm2 in the physical scale and allows to evaluate the relative

overlapping between two subsequent Fields of View of the cameras.

The water was seeded with hollow glass particles of mean diameter of about

10 µm, well suited for flows with characteristic velocities in the order of few
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Figure 6: Experimental set-up: Exapode System, tank, laser and cameras (top-left panel);

cameras in the upstream region inclined by 7 deg in the vertical plane (top-right panel, image

A) and laser with cylindrical and spherical lenses (top-right panel, image B); region of interest

for the PIV measurements (bottom panel).

meters per second. They o↵er a good scattering e�ciency and a su�ciently

small velocity lag. Further, the chosen seeding particle diameter yields a particle

diameter in the image of d
pi

= 0.09 px. This is su�cient to resolve the particles.

The illumination was provided by a double cavity Nd-Yag laser (2 ⇥ 200

mJ/pulse @ 12.5 Hz by Quantel). The laser beam was expanded through a set

of one cylindrical (i.e. -15 mm focal length) and one spherical (i.e. 1000 mm

focal length) lenses to obtain an illumination domain extended over the whole

region of interest and 1mm thick (see Fig. 6, image B).

A frame rate of 8 fps was the maximum value compatible between the laser

source frequency and the camera frame rate. In order to increase the frame

rate from 8 to 16 fps, the laser trigger was shifted by 1/2dt, where dt was

the sampling period of the PIV system. This implies that the PIV snapshots

were recorded at instants t
i

= t0 + idt during the first data collection and at
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Figure 7: Schematic representation of the two di↵erent temporal configurations of cameras

recording.

t
i

= t0+0.5dt+idt during the second data collection, with i = 1, . . ., T/dt, and T

indicating the total acquisition time. In particular, the sampling period dt was

1/8s and the acquisition time was T = 1.5sec. The value of dt was found by the

simple relation: �x/v where v (1.2m/s) was the wave crest velocity evaluated

by the NS solver simulation and �x (10 pixel) were the pixel corresponding to

1 cm and calculated through the magnification factor. For each zone of each

temporal configuration 512 realizations were run, for a total number of 1,024

realizations. Considering both temporal configurations, 2,048 realizations were

run (see Fig. 7).

For the whole experimental campaign, the PIV images were processed by

the La Vision software DaVIS 8.2, which uses a multi-pass cross-correlation

image algorithm with windows deformation [33]. PIV images were pre-processed

masking the image region over the water surface and subtracting the minimum

background value. The final size of the interrogation windows was 24 ⇥ 24

pixels with an overlap of 75%.

The subimage within the interrogation window was then cross correlated

with the corresponding subimage in the subsequent image. The position of the

peak in the cross correlation result provides a measure of the displacement of

the structure in the second subimage with respect to the first. In this way,

11



an accurate estimation of the instantaneous velocity field was achieved and the

large number of repetitions has supported an accurate statistical analysis, which

is very important for the characterization of the flow structure.

3. Results

The available dataset allows for useful insight both in the overall dynamics

of the breaker and in the details of dynamics of the single-phase, turbulent layer

of the model of [18]. Specific emphasis is put in highlighting the di↵erences

between dynamics of a steady breaker, like an hydraulic jump, and a rapidly-

evolving breaker, like the breaker of interest here.

Hence, the following aspects are investigated in detail: i) the near-surface

breaker topology, ii) the injection/generation of vorticity at the free surface, iii)

the overall turbulent kinetic energy field and the detection of the single-phase

turbulent region, iv) the geometry of the single-phase turbulent region.

Both the maps of each quantity of interest and the result of the mean of 512

realizations are superposed to the related underlying flow image. The data have

been cropped with a numerical mask, in order to visually remove the e↵ects of

the three-dimensionality.

As mentioned in the previous section, we only focus on the first zone (see

Fig. 7), where the flow is characterized by the highest curvature and rotation.

These, clearly, highlighting the unsteadiness of the phenomenon, confirmed by

Peregrine’s criterion [15]: comparing the time needed for the crest deformation,

about 0.65s, to the time needed for a particle to cross in the streamwise direction

the single-phase turbulent region, about 0.75 s, we find the fairly rapid crest

deformation typical of an unsteady breaker.

3.1. Overall evolution

The breaker has been generated through a sloshing flow because it is highly

repeatable, very unsteady and allows for suitable resolution of the near-surface
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flow. Repeatability is ensured by analyzing only the first wave event gener-

ated within the tank (e.g. [27], [29], [30], [31], [34]). Such high repeatability is

essential for the following reasons:

i) the flow evolution close to the air-water interface can be properly studied

by means of a statistical approach (ensemble averaging), which enables a

reliable interpretation of the turbulent flow at the interface;

ii) the measured dataset is certified for validation and verification of numer-

ical solvers.

Fig. 8 shows the global scenario during the generation and evolution of the

event. The time increases from top to bottom and from left to right. The

top left image corresponds to t = 1.64 s, the bottom right image to t = 2

s, with t = 0 identifying the start of the tank motion (t = 0); a time step

�t = 0.04 s exists between two consecutive images. All the sequence evolves

during the “decay stage” described in the previous section. During the first 4

instants (left column of Fig. 8), the tank moves leftward with constant speed

and zero acceleration (linear motion, see Fig. 3). The wave moves in the same

direction of the tank and becomes asymmetric with respect to the vertical axis

which passes through the crest (indicated by the left dashed line in the figure).

Such asymmetry is initiated by the tank motion, i.e. the right wall pushes

the water (first two images), and then emphasized by the crest slowdown [35]

which causes the steepening of the wave crest. Because of the unsteadiness of

the phenomenon, the wave changes quickly its shape leading to a breaker here

roughly identified by some air trapping in the wave front (see the air-water

mixture starting at t = 1.72s). This is the easiest criteria to visually identify

the occurrence of a breaker from global images of the phenomenon.

Although at this stage we refer just to a sequence of images, i.e. no local

geometrical measurements are given, we can qualitatively observe that the local

curvature at the crest increases until t = 1.8 s (see the bottom panel of the left

column in Fig. 8) and, then, progressively decreases to reach an almost steady

value at t = 1.92 s (see the third panel of the right column of figure 8).
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Figure 8: Image sequence of the generation and evolution of the spilling breaker in the sloshing

tank. The time increases from top to bottom and from left to right with an initial time 1.64

s, final time 2.0 s and time step of 1/25 s.

Portability of the results has been achieved by making them dimensionless.

The most suited scales (length and time) for such an operation are, obviously,

function of the specific flow at hand.

The literature on sloshing flows (e.g. [36], [37], [38]) suggests as suitable

scales the filling water depth h0 and the natural period of the tank T0 (here

4.3s). In particular, for shallow-water condition, i.e. for h0/�  0.1, where � is

the wavelength, an unsteady breaker evolving to a steady breaker is commonly

identified for T/T0 ' 1 [37]. In the present case, the motion of the tank is not

explicitly excited at a frequency close to 1/T0; then we cannot a priori assess

that the breaker is in shallow-water condition.

To better understand the flow conditions governing the evolution of the

prescribed event, Fig. 9 shows the time history of the wave steepness (kH/2),

wave height (H) and wavelength measured from the images shown in Fig. 8.

Fig. 10 shows geometrical quantities of interest, as well as the comparison

with the free-surface configuration achieved from the numerical solver used to

design the experiment.

The wavelength is estimated as twice the horizontal distance between the
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Figure 9: Evolution of the wave steepness, wave height and wavelength in time where t1 = 1.64

s is the time of the first inspected image with respect to the starting of the tank motion.

Figure 10: Definition of the geometrical quantities measured from the image analysis. Red

dashed line represents the free-surface configuration calculated through the numerical solver

used in the design of the experimental tank motion.

maximum and minimum elevation of the free surface (see the vertical, white

dashed lines in Fig. 10). The wave height is the vertical distance between the

same points (see the horizontal, white dashed lines in Fig. 10).

According to the above observations, Fig. 9 confirms the growth of the

wave height until t = t1+0.16 = 1.8, then its decay. Conversely, the wavelength

decreases almost linearly; this behaviour causes an increase of the wave steepness

until t = 1.84; then it keeps constant around a value 0.23�0.25. The wavelength

varying between 2 and 3.6 m, i.e. h0/� < 0.1, indicates that the flow evolves in

shallow-water conditions.

This is further confirmed by the instantaneous period dominating the flow,
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shown in Fig. 11, and calculated through a wavelet analysis of the wave elevation

at 5 cm from the right (left panel) and left wall (right panel) of the tank,

respectively. First (dash-dotted line), second (dotted line) and third (dashed

line) natural sloshing periods are also indicated.

Figure 11: Time evolution of the wave elevation (blue lines) and corresponding wavelet analysis

at two probes placed at 5 cm from the right wall (left panel), and at 5 cm from the left wall

(right panel) of the tank, respectively.

The wave period that governs the flow evolution is almost equal to the largest

natural period T0 of the tank. This means that the corresponding wavelength is

twice the length of the tank, i.e. h0/� < 0.1. However, to definitely assess the

occurrence of shallow-water conditions, the empty circles in Fig. 12 show the

ratio H/h0 as function of �/h0 during the experimental evolution of the breaker

from t = 1.64 to t = 2. Several limiting curves taken from the literature are

also reported. The continuous line represents the limiting curve for the validity

of the cnoidal wave theory, i.e. Ur = H�2/h3
0 > 40, while for lower values the

Stokes theory should be used. The dash-dotted line indicates the highest waves

determined by computational studies according to the results of Williams [39].

The dotted line bounds the deep-water breaking limit, while the dashed line

gives the corresponding limit in shallow waters. The present experimental data

are, at least after the onset of breaking, larger than the shallow-water wave

breaking limit, and in any case, larger than the shallow-water limit �/h0 = 10.

Then, shallow-water conditions can be definitely assumed, which implies that

the still-water level h0 can be taken as suitable reference length scale. The scale
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for the time comes from T =
p

h0/g, g giving gravity acceleration, therefore in

the following the dimensionless time t⇤ = t
p

g/h0 is used.

At this point we are able to make dimensionless the evolution of the wave

height and wavelength. This is shown in Fig. 13, where starred symbols give

dimensionless variables.

100 101 102

6/h0

0

0.2

0.4

0.6

0.8

1

H
/h
0

Figure 12: Literature limiting curves and our experimental data (empty circles).

We also analysed the possible influence of capillary waves on the onset of

the breaker and on its successive evolution. Although observation of the images

does not reveal any capillary wave at the forward face of the crest, a more

quantitative analysis has been performed to demonstrate that capillaries are

actually negligible for this flow. We, thus, refer to the radius of curvature of the

crest region, which is large enough that surface tension e↵ects are negligible and

do not influence the breaking process. The data illustrated in Fig. 9 enable an

estimation of the Bond number (Bo), which measures the importance of surface

tension with respect to buoyancy e↵ects:

Bo =
�⇢g

�k2

where �⇢ is the density di↵erence between water and air, � the water surface

tension and k the wave number.
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Figure 13: Dimensionless time evolution of the wave steepness, wave height and wavelength.

The latter one is scaled by a factor 50.

Moreover, table 1 summarises the main geometric characteristics of the wave

in both dimensional and dimensionless form.

The measured wavelengths are much larger than the typical wavelength of

capillary waves, that is O(1) cm; the same is true for the Bond number (Bo �
100). These two parameters confirm that surface tension does not influence the

breaking process investigated.

Fig. 14 summarises the results of some DNS numerical computations used

to characterize the breaking regimes and the possible influence of the capillary

waves [40]. In such figure, some of the experimental results existing in liter-

ature, summarized in the table of Fig. 15, are also reported. The symbols

represent literature experimental data, the lines indicate the boundaries of the

wave breaking regimes identified through the DNS simulations by [40]. Such

regimes are denoted as follows: i) PB, which represents the plunging regime; ii)

SB, which gives the spilling regime; iii) PCW , which indicates the presence of

parasitic capillary waves and iv) NB, which gives the non-breaking gravity wave

regime. The red line is the limiting curve between plunging and spilling break-

ers. The horizontal solid line (black line), coincident with the critical steepness

kH/2 = 0.32 line, is the boundary between non breaking and plunging breakers.
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t(image) H(m) �(m) kH/2 Bo t⇤ H⇤ �⇤

1.64 s 0.1646 3.6013 0.1435 44137 11.486 0.823 18.0065

1.68 s 0.1812 3.4724 0.1639 41035 11.766 0.906 17.362

1.72 s 0.1870 3.2621 0.18 36215 12.046 0.935 16.310

1.76 s 0.1979 2.923 0.2126 29078 12.326 0.989 14.615

1.80 s 0.2042 2.7362 0.2343 25480 12.606 1.021 13.681

1.84 s 0.2000 2.512 0.25 21475 12.886 1.000 12.56

1.88 s 0.1854 2.4108 0.2415 19780 13.167 0.927 12.054

1.92 s 0.1708 2.1699 0.2472 16025 13.447 0.854 10.849

1.96 s 0.1500 2.0363 0.2313 14112 13.727 0.750 10.181

2.00 s 0.1500 1.903 0.2475 12325 14.007 0.750 9.515

Table 1: Temporal evolution of the main geometrical characteristics of the wave in dimensional

and dimensionless form.

It is also coincident with the numerical occurrence of spilling breaker, i.e. it is

an extension of the red line. The black dashed line bounds the region between

spilling and parasitic capillary waves. Finally, the dot-dashed line at Bo = 67,

gives the critical Bond number for the appearance of parasitic capillaries. The

filled circles around kH/2 = 0.32, even for the NB regime suggest literature

experimental data with occurrence of spilling breakers generated with di↵erent

physical mechanisms. This is in reasonable agreement with our data: breaking

evolution occurs for a steepness ranging from 0.18 to 0.25 and a Bond num-

ber around or larger than 104. Results very similar were achieved by Tulin &

Waseda [41] (see stars in Fig. 14).
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Figure 14: Wave state diagram, compares the regimes obtained through the simulation.

(Adapted from [40]).

Figure 15: Experimental parameters of observed parasitic capillary waves, spilling and plung-

ing breakers available from the literature. Adapted from [40].

3.1.1. Breaking onset

Recently a new criterion for the breaking onset, has been proposed by Pro-

fessor Banner and co-workers [35]. This criterion suggests that the onset of

breaking occurs when the wave crest celerity displays a deceleration. At the

recent B’Waves 2016 symposium, Professor Banner invited us to check whether

our data displayed a wave crest slowdown at the verge of breaking.

Because the relatively large time step used in the PIV analysis (i.e. dt =
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1/16s) does not allow a time-resolved estimation of the wave crest speed, we

have used the images from a digital camera with 25 fps and spatial resolution

1920⇥ 1088px to evaluate the wave crest slowdown. Hence, from the available

images we measured the horizontal wave crest position, as shown in Fig. 16

(left panel), where the dashed line represents the average value of the horizontal

position of the wave crest determined through 7 repetitions of the same run;

the corresponding standard deviation is represented by the errorbar. Because

the measurement was done manually, an under sampling technique was used to

reduce the e↵ort; this means a temporal resolution of 8 fps, i.e. a time step

of 0.125s. This preliminary analysis enables an estimation of the wave crest

celerity, whose results are reported, in a dimensionless fashion, in the right

panel of figure 16; the minimum crest celerity occurs around t⇤ = 13.

To improve the analysis we increased the time resolution (frame by frame)

in a window around t⇤ = 13 and including the time when we first observed some

air trapping (here taken as a rough estimate for wave breaking inception). The

videos of two di↵erent runs were analysed and the results are shown in the left

panel of Fig. 17 by means of the green and blue symbols. Such measurement

is within the errorbar of the previous one obtained as the mean of 7 runs,

testifying the repeatability of the phenomenon. The dimensionless horizontal

component of the velocity of the wave crest, reported in the right panel of

Fig. 16 (green and blue symbols), displays significant deviations from the red

line. In particular, its minimum corresponds to the instant t⇤ = 12.046, which,

according to Barthelemy et al. [35] represents the onset of breaking. The same

authors suggest that the breaking onset occurs when the air trapping starts at a

significantly lower initial velocity than expected. The images of Fig. 17, seem to

support such observation: the first image, at t⇤ = 11.77, shows the free-surface

configuration just before the air trapping inception; t⇤ = 12.046 is the time

when air is first trapped and coincides with the time of minimum crest celerity.
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Figure 16: Evolution of the wave crest displacement (left panel). Velocity of the wave crest

(right panel).

Figure 17: Visual observation of the wave crest evolution at times, from top to bottom,

t⇤ = 11.766, 12.046, 12.326.

3.1.2. Mean velocity field

The mean and turbulent flow components were obtained through an ensemble-

average of the instantaneous velocity. The mean velocity was calculated as

hvi =
P

N

i=1 v

N
(4)
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Figure 18: Time history of the motion (black bold line), velocity (dotted red line) and accel-

eration (dotted green line) of the tank. The continuous lines correspond to the times of the

images of interest.

where v = (u, v) are the components of the instantaneous velocity in the (X,Y )

coordinate system and hvi = (U, V ) are the related mean components.

The turbulent velocity components were evaluated as:

v’ = v� hvi (5)

For a proper understanding of the kinematic field in the wave body, we refer

to the prescribed motion of the tank, which is shown in Fig. 18 with the black

bold lines, along with its velocity (dotted red line) and acceleration (dotted

green line). In the same figure, the times corresponding to the experimental

images are indicated by the continuous lines. Because the main focus of the

present analysis is on the turbulent layer evolution, only the images between

t⇤ = 11.21 and t⇤ = 16.67 (magenta continuous lines in Fig. 18) have been

analysed. However, the initial evolution of the kinematic field is essential to

fully understand the onset and the evolution of the breaking wave. Hence, we

use the results of the HPC numerical solver; the chosen times are indicated by

the magenta dashed lines in the tank motion history (see Fig. 18), while the

corresponding images of the internal velocity field are shown in Fig 19.
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Figure 19: Image sequence of the velocity field evolution by the HPC solver.

At the beginning the tank is moved rightward, inducing a runup on the left

wall and a rundown on the right side as a consequence of the standing wave

connected with the highest sloshing natural period of the tank (see t⇤ = 2

in Fig. 19). Due to the impulsive start of the tank and to the shallow-water

condition, higher modes are quickly excited. This is testified by the velocity field

shown at t⇤ = 4.38 in Fig. 19, which highlights a convergent line on the left side

(x⇤ ⇡ �1) and a divergent line on the right side (approximately at x⇤ ⇡ 1) of

the tank, distinctive of the third sloshing mode. A rightward propagating wave

is generated at t⇤ = 5.57, corresponding to the time of the reverse tank motion;

such flow counteracts the wave generated at the right wall by the reverse motion

of the tank and propagating leftward (see t⇤ = 6.86 � 8.05). The interaction

between the reverse waves causes, first, a stagnation region at the right wall (see

panel at t⇤ = 10.02 in Fig. 19) and, then, the onset breaking.

The following evolution of the mean velocity is shown on the left column of

Figure 20, through the results of the experimental analysis. The related stream-

lines are also reported on the right column of the same figure. Because of the

light saturation of the two-phase turbulent layer, such layer has been removed

through a gray-scale filtering of the images. The dashed lines on each panel of

the right column represent the upper boundary of the two-phase layer, while

the continuous line provides the single-phase free-surface. At these instants,
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Figure 20: continue

corresponding to the magenta continuous lines of Fig. 18, the tank is moving

leftward with a uniform motion. A first visual inspection of the velocity field,

shows that the tank motion, along with the interaction of the two reverse waves,

causes an upward flow whit a steepening of the free surface from t⇤ = 11.21 (top

panels of fig. 20) to t⇤ = 12.47 (fourth row of the same figure).
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Figure 21: Image sequence of the evolution of the internal mean velocity field.
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However, the reverse flow interaction of the two waves governs the onset

and the kinematics of the breaking wave, with a portion of the leftward wave

which rides on top of an underlying “return flow” from the rightward propagat-

ing wave, this leading to an oblique divergent flow (see t⇤ = 12.05 of Fig. 20).

In more detail, for 11.21  t⇤  12.05, the flow just at the lee and below the

crest of the wave is largely upward, fed by the incoming opposite waves, and

induces a slowdown and steepening of the wave crest. Then breaking occurs

(i.e. t⇤ = 12.05, see the previous section) and at t⇤ = 12.47, the still active wave

interaction originates the splitting of the flow in four rotating flow regions: i)

a lower flux moving clockwise and ii) an upward counterclockwise flow, both

consequence of the wave propagating from left to right, iii) a downward coun-

terclockwise and iv) an upper clockwise flow regions as consequence of the wave

generated at the right wall and moving leftwards. These regions originate two

flow lines, convergent and divergent, respectively (see Fig. 22), intersecting one

another and generating a quadrupolar structure with a central saddle point.

Very similar structures have been observed in numerical calculations of spiller

and plungers ([42]).

The mentioned structure evolves towards the front of the wave, its center

deepening of about 0.2h0 below the crest at t⇤ = 12.47 and of about 0.4h0

below the aerated breaker surface at t⇤ = 12.89. Over this period the wave

steepness (kH/2) increases to reach its maximum of 0.25 at t⇤ = 12.89. It, thus,

seems that the energy-based breaking occurs sometime before the largest wave

height (12.47  t⇤  12.89, see Fig. 14) and steepness (see also Fig. 14) are

reached, such lags providing some measure of the wave inertia in its shoaling

and steepening processes.

The mentioned flow structure, moves downward and in both the horizontal

directions (see t⇤ = 12.89 of Fig. 20). In particular, it presses down region

i), squeezing it, from t⇤ = 12.89 to t⇤ = 14.15, to the tank bottom. The

consequent weakening of the quadrupole induces a flattening of the free-surface

after t⇤ = 14.57, which preludes to the evolution of a quasi-steady breaker. In

this second stage of evolution, the following main dynamics: evolve the near-
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Figure 22: Sketch of the saddle-point at a quadrupole.

surface flow of the breaker, part of the upper portion of a quadrupole and moves

in the direction of the crest motion; the quadrupole deepens and weakens, its

center moving towards the bottom of the tank and the front of the wave; the

wave slowly flattens preluding to a quasi-steady evolution, as a consequence of

the slow weakening of the quadrupolar structure.

3.1.3. The vorticity

Notwithstanding the evolution of the flow structures described in the previ-

ous section, a detailed analysis of the mean vorticity (i.e. associated with the

mean flow) reveals that the body of the wave is almost irrotational, the vorticity

being confined to the near-surface region (see Fig. 24). The flow related with

the two-phase flow region has been removed by applying a gray scale filtering

of the images. At the first instant that we consider useful for the analysis,

t⇤ = 11.21, a layer of counterclockwise (positive) vortical flow is evident far

upstream of the wave crest, the lee side of the crest being characterized by some

very small counterclockwise vorticity. At t⇤ = 11.63 much stronger vorticity

(20  !⇤ = !
p

h0/g  25) is observed exactly at the wave crest and using a

vorticity-injection-based criterion this would be the time of breaking inception.

However, in view of the fairly coarse temporal resolution available (�t⇤ = 0.42),
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it is possible that the actual vorticity-based breaking onset occurs in the interval

11.21  t⇤  11.63. These times suggest that the vorticity-based onset slightly

anticipates the energy-based breaking onset time, t⇤ = 12.046, given by the

energy criterion illustrated in the previous section.

At later times the vortical layer lengthens down the front face of the wave,

increases in intensity and thickness (because of di↵usion), till time t⇤ = 12.89

when the maximum wave steepness is reached and the peak of positive vor-

ticity is well ahead of the wave crest. At the same time the crest deforms to

assume a non-monotonic shape, made of two bumps, (i) crest and (ii) location

of maximum vorticity upstream of the crest, and a small intermediate dip. The

vorticity peak is just upstream of the free surface bump (ii) which, in turn, stays

ahead of the crest (i) of a fairly constant distance (about h0/2) till the end of

the observation (t⇤ = 16.25) and, in view of the common knowledge on wave

breaking, might be regarded as the toe of the breaker. One notable feature

evolving from t⇤ = 13.73 is the pulsation in intensity of the vorticity patch,

which seems to alternatively undergo some weakening (t⇤ = 14.14, 14.57, 16.25)

and strengthening (t⇤ = 14.99, 15.41, 15.83).

From what above, the mechanism of generation of vorticity seems more con-

nected to the local deformations of the free-surface (i.e. increase of its curvature)

rather than to the global steepening of the wave crest.

3.1.4. The Turbulent Kinetic Energy

The temporal evolution of the specific (per unit mass) Turbulent Kinetic

Energy (TKE) (see Fig. 26), highlights the generation of an intense shear layer

formed below the free surface of a fully-formed unsteady spilling breaker.

A small fraction of the maximum TKE (5%), has been chosen as the thresh-

old to define the lower spatial boundary (pink dashed line) of the turbulent

region, which in the analytical model, see section 1 and Fig. 1, gives ⌥(t). The

TKE is here made dimensionless with the velocity scale
p
gh0, i.e. TKE⇤ =

TKE/
p
gh0. The upper boundary of the thin single-phase turbulent layer, in-

stead, has been determined through gray scale filtering of images and excludes
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Figure 23: continue
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Figure 24: Image sequence of the generation and evolution of the vorticity in the shear layer

for an unsteady spilling breaker.
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the two-phase turbulent layer.

The spatial and temporal evolution of the TKE (shown in Fig. 26) have been

analyzed from t⇤ = 11.21. However, it is only at time t⇤ = 11.63 that some in-

tense turbulence is visible at the front face of the wave, slightly downward, more

upstream (about h0/3) of the peak of vorticity (generation of TKE, labelled as

“phase a”). This instant exactly coincides with the vorticity-based onset of

breaking and almost exactly with the onset predicted through the energy-based

criterion (at time 12.046, see previous section). Like for the vorticity, the patch

of TKE is seen to slide and lengthen down the front face of the wave, its peak

(TKE⇤ ⇠ 0.020 � 0.025) being still more upstream than the peak of vorticity

and reaching the toe of the breaker at t⇤ = 13.31 (downward slide of turbulence,

labelled as “phase b”). Also, similarly to the vorticity, the TKE peak is placed

below the more upstream of the two local bumps visible at the wave crest (i.e.

bump (ii)). All the events here described evolve during stage (1) of evolution

of the TKE. Such coherent stage of evolution is also reflected in the analysis of

the geometry of the turbulent layer (see the subsequent section).

Later, during stage (2), which begins at t⇤ � 13.73, similarly to the vorticity,

the TKE, though steadily di↵using in the lower region of the flow, is character-

ized by an intensity pulsation made of sudden decays (t⇤ = 13.73, 14.15, 16.25)

and growths (t⇤ = 14.57, 14.99, 15.41) of its peak values. Moreover, the region

over which the TKE di↵uses is slightly smaller than that over which the vortic-

ity di↵uses. We believe that the above e↵ects, pulsation and reduced di↵usion,

are due to some centrifugal action related with the curvature and local rotation

of the single-phase turbulent layer, here measured with  and ⌦, respectively.

These aspects will be analysed in detail in a dedicated work.

In other words, the gradual decrease of wave steepness, which occurs for

t⇤ = 13.73 is accompanied by unsteady local e↵ects related with the pulsation

of the local flow curvature, rotation and thickness of the turbulent layer. Hence,

like for the vorticity, also the TKE seems to be more significantly a↵ected by

local rather than global dynamics.
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Figure 25: continue
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Figure 26: Image sequence of the generation and evolution of the TKE in the shear layer of

an unsteady spilling breaker.
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During the final stages of interest (t⇤ � 16.25) the ⌥ interface becomes

almost parallel to the tank bottom with the turbulent region closely resembling

that evolving into a quasi-steady hydraulic jump.

3.2. Geometry of the single-phase turbulent region

In this section, the attention is focused on the geometric characteristics

(thickness (b), streamwise length (L
s

) and relative thickness (✏ = b/L
s

)) of the

single-phase turbulent layer, as described in the theoretical model by Brocchini

[18] (see Fig. 27).

Figure 27: Schematic view of the theoretical model of Brocchini [18]

The analysis is similar to that of Misra et al. [24], who used their experi-

mental data for a hydraulic jump (steady phenomenon) to provide estimates of

the geometry of the shear layer as a proxy for the single-phase turbulent region

of a spilling breaker.

In that case, the shear layer, being caused by a quasi-steady hydraulic jump,

was characterized by one single value of ✏, independent of time. On the oppo-

site, our unsteady breaker is characterized by thicknesses and length that are

functions of time and also of the position downstream of the breaker toe.

Fig. 29 illustrates the evolution in time of the single-phase layer thickness

(b) and length (L
s

). Such thickness has been evaluated through the intersection
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of the limit curves that defines the shear layer. The red dashed line visible in

each plot, represents the maximum possible experimental error (2 px/mm). The

first point, located at zero abscissa, is at the toe of the breaker, here taken as

the most upstream point of the single-phase turbulent region.

Two main stages of evolution are here visible. Stage (1), goes from t⇤ = 11.63

to t⇤ = 13.73 and it is characterized by an almost constant maximum thickness

of about 0.03 and length pulsation around the value of 1. This first stage includes

both phases of (a) generation of TKE and (b) downward slide and lengthening

of the single-phase turbulent region, described in the previous section.

The second stage, (2), begins at t⇤ = 14.15 when the layer thickness rapidly

and unsteadily increases from 0.05 to the maximum value of about 0.1 at time

t⇤ = 15.41, settling to about the same value for longer times. During the same

stage the length of the single-phase turbulent region oscillates between 1.5 and 2.

These behaviors are well evident in Figs 30 and ??, which, respectively, give the

evolution in time of the maximum layer thickness and length. The blue circles

and the dashed line give, respectively, the e↵ective measures of the maximum

shear layer thickness and the interpolating polynomial, fourth-order for b and

third-order for L
s

. Hence, this second stage coincides with the vorticity and

TKE pulsation stage described in the previous sections.

The above clear subdivision seems to occur at the time when the crest steep-

ness significantly decreases and the pulsation in thickness observed during the

second stage seems to be related with the pulsation of local curvature and ro-

tation of the turbulent layer.

Attempting at a comparison with the literature, we find that in Misra et al.

[24], the dimensionless streamwise variation of the width of the layer, increased

linearly until 0.29, after which it becomes constant and the flow resembles a

wake. In any case, the thickness of the turbulent region observed by Misra et

al. [24] is very large compared with our results.

Finally, the thickness parameter ✏, is shown in Fig. 31. Also this function

has been interpolated with a fourth-order polynomial, like b. The maximum

value achieved is about 0.06, which is the same of that observed by [43] for
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Figure 28: continue

jets and mixing layers (values of order 0.06). In Misra et al. [24], values of ✏

averaged over the breaker shear layer were of the order 0.03, which is slightly

smaller compared with our results and those of Tennekes and Lumley [43]. These

values are small enough to justify use of the “thin layer” approximation.

Fig. 31 also highlights the clear separation of stages (1) and (2), this occur-

ring around t⇤ = 14.15.
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Figure 29: Evolution in time of the single-phase layer thickness plotted against normalised

curvilinear abscissa: the time is increasing from left to right, from top to bottom.
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Figure 30: Time evolution of the maximum thickness of the single-phase layer (left panel) and

of the interface length (right panel).

Figure 31: Evolution of thickness parameter in time.
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4. Mean velocity profile in the shear layer

One first contribution of the present preliminary analysis to the evaluation of

the model of Brocchini and co-workers relates to the analysis of the mean field

within the single-phase turbulent region. Following the idea of Madsen and

Svendsen [44], a cubic polynomial profile was used by Brocchini and co-workers

for the cross-flow profiles. In this way it is possible to get a quantitative de-

scription of the flow by means of the simplest profile that allows for an inflection

point.

Assuming a vanishing shear stresses at the interface with the irrotational

flow underneath and the continuity of the mean velocity at the top and bottom

of the single-phase turbulent layer, the mean streamwise velocity, is equal to:

U (s,�, t) = Û +
⇣
U
b

+ Û
⌘
�2 +A

h
U
b

� Û � b (s, t)⌦
i
�2 (1� �) (6)

where � = n/b(s, t), Û and U
b

are, respectively, the mean streamwise velocities

at the the bottom and top of the single-phase turbulent layer. For vanishing

rotation ⌦ = 0, the mean flow profile is:

U (s,�, t) = Û +
⇣
U
b

+ Û
⌘
�2 +A

h
U
b

� Û
i
�2 (1� �) (7)

Using our experimental data, we can verify the ability of the analytical solution

(7, selected times only, for brevity) to describe the mean velocity profile (Fig.

32). Assuming that in the local frame of reference it is Û = 0, a cubic polynomial

(continuous magenta line) has been fit to the measured value of U(s,�, t). All

the streamwise locations were analysed and for each instant the value of the

parameter A has been calculated and shown with the related errorbar in Fig.

32.

Misra et al. [45], used the same approach, but because of the small thickness of

the shear layer near the toe, few data points were available for a robust fit of

the profile. Therefore, they chose the streamwise location in the middle part of

the shear layer.

In the present case, diving (7) through U
b

we get:

U(s,�, t)

U
b

(s, t)
= �2 +A(s, t)(1� �)�2. (8)
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This enables us to retrieve the parameter A = A(s, t), which weights the leading-

order cubic term of (8) and it is an important parameter in the models of

Brocchini and co-workers and of Madsen and Svendsen [44]. The observed

behaviour is reasonable for the unsteady breaker we are analyzing and di↵ers

from Misra et al. [45], where their steady flow enabled computation of a time-

independent parameter A = A(s), seemingly comparable to the distribution

observed at the onset of breaking, i.e. with A decreasing from the leading edge

to the trailing edge of the turbulent layer.

The evolution of the mean streamwise velocity profiles and of the behaviour

of the parameter A(s, t), matches the two-stage evolution above highlighted.

During stage (1), which goes from t⇤ = 11.63 to t⇤ = 13.73, fairly small velocities

are observed to occur whithin a fairly thin single-phase turbulent layer. After

breaking the parameter A(s, t) is characterized by fairly streamwise-uniform

distributions with mean A(s, t) = 1. This means that, assuming ⌦ = 0, the

shear stress at the top boundary of the single-phase turbulent region is:

@U

@n
⇡ U

b

b
> 0.

Noticeable is the very small size of the errorbar, testifying an excellent fit of

the experimental data. On the other hand, stage (2), 14.15  t⇤  16.25,

is characterized by significantly higher velocities over a much thicker single-

phase turbulent layer and less streamwise-uniform distributions of A(s, t). In

particular, it is found that A increases from the leading edge of the turbulent

region (A ⇡ 1) to its trailing edge, where A can become as large as 6 � 7.

This means that, assuming ⌦ = 0, the shear stress at the top boundary of the

single-phase turbulent region is:

@U

@n
⇡ �C

U
b

b
< 0, with C ⇠ 4� 5.

This negative shear is clearly depicted by the velocity decreasing towards the

top of the layer at the trailing edge of the turbulent region.
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Figure 32: Evolution in time of the mean velocity profile in the thin single-phase turbulent

layer.
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5. Discussion and Conclusions

A twofold scope has been pursued by the present work, based on the anal-

ysis of accurate and reliable experimental data of a sloshing-induced, rapidly-

evolving spilling breaker: 1) a detailed inspection and description of the over-

all flow evolution, 2) a specific analysis on the evolution of the near-surface,

single-phase turbulence, also aimed at the validation of the theoretical model

by Brocchini and co-workers.

The spiller in object has been obtained by the sloshing of a tank, whose

motion has been accurately designed by using two di↵erent numerical solvers

capable of reproducing the evolution of the wave both before (HPC solver) and

after (NS solver) its breaking. Also the motion repeatability has been thoroughly

checked and verified. The data at the basis of our analysis has been collected

by means of PTV measurements of 2048 statistically-identical realizations.

The spiller is seen to evolve in shallow water, hence the use of scalings typical

of shallow water flows (i.e. still-water depth h0 for the lengths and
p

g/h0 for

the times). All results have been given in dimensionless form for portability.

The evolution of the breaker can be described in terms of both global and

local features. Global characteristics, like wave height and wave steepness de-

scribe a flow characterized by an initial growth untill the maxima of H and

steepness are achieved at the times t⇤ = 12.47 and 12.89 after the start of the

motion, respectively. However, while the wave height immediately and rapidly

decays after peaking, the wave steepness remains constant at about 0.25 till

t⇤ = 14.15 before decreasing.

The times of peaking of H and steepness are larger than the onset times

for breaking based on various criteria. In summary, breaking is predicted to

occur: at the earliest, t⇤ = 11.63, by the appearence of significant levels of both

vorticity (at crest) and turbulence (slightly upstream of crest); slightly later by

the energy-based criterion of Banner and co-workers (at t⇤ = 12.05), when also

air entrainment is seen to start and somehow later by the attainment of maxima

wave height and steepness.
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The mean flow is characterized by a quadrupolar vortical structure connected

by a saddle point, which at breaking onset is near the free surface at the lee of

the crest. Later on the saddle point is seen to move upstream and downward of

the wave crest. The mentioned flow structure has significant similarities with

those observed in the numerical simulations by Watanabe et al [42]. However,

a more detailed analysis is needed for a thorough comparison.

The most interesting dynamics are those related with the evolution of the

vortical and turbulent flows. Two main stages characterize such evolution.

Stage (1) goes from the onset of breaking (t⇤ = 11.63) and includes the

generation of vorticity and TKE (phase a) and their lengthening down the front

face of the wave (phase b), till t⇤ = 13.31�13.73. At the end of this stage: a) the

peaks of vorticity and TKE have reached their most upstream location, which

can be regarded as the toe of the breaker, b) the whole crest has deformed,

being it made of two bumps, one coinciding with the top of the crest (bump

(i)) and one just downstream of the toe of the breaker (bump (ii)). During this

stage the thickness and downstream length of the single-phase turbulent region

remain almost constant (b ⇡ 0.03, L
s

⇡ 1). Fitting of the crossflow profiles of

the mean streamwise velocities with cubic power laws is excellent and reveals a

positive mean shear at the top of the layer.

Stage (2) goes from the peaks of vorticity and TKE reaching their most

upstream location (t⇤ = 13.31�13.73) till the wave attains a quasi-steady shape

(t⇤ = 16.25). This stage is characterized by a pulsation in intensity of both

vorticity and TKE for which their peak values may increase/decrease of about

100%. This stage closes when the lower edge of the single-phase turbulent region

⌥ becomes almost horizontal and the wave undergoes a quasi-steady evolution.

Fitting of the crossflow profiles of the mean streamwise velocities with cubic

power laws suggests a negative mean shear at the top of the layer.

Because of the above, stage (1) can be regarded as “build-up” stage where

vorticity and TKE rapidly grow to their maxima in intensity and extension,

while stage (2) can be seen as a “relaxation” stage from the build-up to the

following quasi-steady evolution, such a relaxation being characterized by some
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significant flow pulsation. The analysis of the flow evolving over the above two

stages suggests that vorticity and TKE are more influenced by local dynamics

associated with the flow curvature and rotation than by global dynamics like

the wave steepening, this is particularly visible during stage (1).
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