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Abstract: This paper reports selected results from full-scale sastralong with the description of the
digital version implemented in practice, of a Motion CohBgstem (MCS) previously proposed by the
authors in the continuous-time domain, which has stati@pke, i.e. dynamic positioning, and trajec-
tory tracking capabilities for navigating observationssd&Remotely Operated Vehicles (ROV) used to
carry out automated high-resolution image capturing missie.g. assessments, inspections, mappings,
and surveys. Such capabilities are a key feature to enabbsidh-users of the ROV technology to acquire
sequential high-quality images at proper pace to constattistent representations of the objects or of
the environments of interest. Four degrees-of-freedontangrolled, namely surge, sway, heave, and
yaw. The MCS consists of an output feedback control systesadan a high-gain state observer and a
MIMO PID controller aided by reference feedforward. Feadklinearisation of the plant dynamics is
also performed by the MCS. Satisfactory performance faabie and sfficiently smooth reference tra-
jectories are attained despite the presence of unmodsltexhaics, plant parameter variations, measure-
ment noise, and environmental disturbances.

Keywords:Dynamic Positioning, Feedback Linearisation, High-Gabs&ver, MIMO PID Control,
Nonlinear Control, Output Feedback Control, ROV, Stati@eping, Trajectory Tracking.

1. INTRODUCTION respectively, to parameterise the reference trajectoReter-
ence models are usually employed in reference trackingaont

This paper reports selected results from full-scale sedstri systems to improve their closed-loop transient resporsyess;
along with the description of the digital version implenemhin  tem constraints and input limits (bandwidths and amplig)de
practice, of the MCS proposed by Fernandes et al. (2013) nagire concerned, thereby avoiding performance deterioratiaol
gating the NTNU’s ROV Minerva in Trondheimsfjorden, Nor-instability, in more severe cases (Astrom and Hagglufd12
way, in 2013. The MCS was initially studied in the continuousFranklin et al., 2009; Khalil, 2002). The guidance subsyste
time domain in Fernandes et al. (2013), where promisindt®suis not further detailed in this paper. The locally inertiadrh-
based on computer simulations were presented; howeven-exEast-Down (NED) coordinate frame (Fossen, 2011) is used for
imental results to validate those simulation results weissm |ocally flat Earth navigation.

ing. The present work thus aims at extending that performan . .
appraisal. The performance of a High-Gain State Observi@e HGSO has the ability to robustly estimate the unmeasured

(HGSO) used to reconstruct and filter the measurements fE nt states, while asymptotically attenuating disturssn It
into the MCS is the main focus here. ehaves approximately like afférentiator, hence fitting well

applications where velocities may not be directly measuret!
The MCS has station keeping, i.e. Dynamic Positioning (DPjyeconstructed from noisy position godattitude measurements
and trajectory tracking capabilities to navigate obséovetlass  (Khalil, 2002; Atassi and Khalil, 2000; Esfandiari and Kihal
ROVs. This type of ROV is used worldwide as an importan1992). A HGSO is tried out for the MCS as an alternative to the
carrier of imagery devices, e.g. cameras, sonars, echaleagn benchmark Extended Kalman Filter (EKF), which is an exten-
and hyperspectral imagers, for industrial, military, a@search sion into nonlinear systems of the celebrated optimal linea
activities, e.g. assessments, inspections, mappingsuamdys quadratic estimator Kalman filter (Fossen, 2011; Friedland
(Marsh et al., 2013; Christ and Wernli, 2007; Ludvigsen et al1986). Despite the outstanding merit of the EKF, tuning ityma
2007, Singh et al., 2007). The output feedback MCS shown e a hard and time-consuming task due to its quite numerous
Fig. 1 essentially consists of the HGSO and a MIMO PID coreovariance parameters. Also, it often needs more memopgspa
troller aided by reference feedforward. Feedback linatioa to be stored in a digital system, and runs slower, than altse
of the plant dynamics is implemented in the MCS. Suitable aresymptotic state estimation techniques. An EKF is sucabigsf
sufficiently smooth reference trajectories are generated by tged for motion control of ROVs in Sgrensen et al. (2012).
guidance subsystem of the MCS based on the reference modeher alternatives to the EKF, e.g. integrator backsteppird
proposed by Fernandes et al. (2012), which synthesises cl@assivity, can be found in Fossen (2011), for instance.
C?, Ct, andC?, position, velocity, and acceleration references,



0)s(c controlled Degrees-of-Freedom (DoF) are actuated; (@)r&t

‘ n(t)] A maining two DoFs are self-stable by the design of the ROV,
Thrust | 10 1S { (v h?g'r‘ggﬁ)i's‘ﬁc (iii) the Centre of Gravity (CG) and the Centre of Buoyancy
allocation > | Dositioning (CB) are both fixed; (iv) the ROV operates below the wave-
systern affected zone; (v) the velocity and orientation of the sea oirre
Nm(k) vary slowly enough to be taken as constant; and (vi) the fhiid i
k) [um(k)] irrotational, of constant density, and of infinite extent.
| wl The CPM is given by
g o
Guidance > “ = v
) (k) {n . v (1)
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hWhereJ(lp) € SU4) (Special Orthogonal group of order 4) is

Fig. 1. Block diagram of the complete closed-loop systene T ; . : ;
9 ROV (iIIustrgted by Minerva)pis the only subs?/sti/am evolv-& transformation matrix from the BF (Body-Fixed) coordmat

- T ; .
ing in the continuous-time domain, whereas all the othé(Fa.meto the NED frame, and = [u,v,w,r]" is the “?'a“"e vel
Qcity vector given in the BF frame. The vector of signed sqaar

blocks compose the MCS and evolve in the discrete-ti ] T . -
domain. The variables are introduced in Sections 2 and”lf.’“/.': [ulu, Mv, |.V\.’|W’ Irir] represents quadratic relative vel-
ocities. The position and heading angle veeajot [n, e d,y]"

The classical PID controller is often preferred for moti@me  giyes the position from the chosen origin of the NED framel, an
trol of ROVs, and likewise for industrial applications inrge he heading angle with respect to the N-axis of the NED frame.
eral (Astrom and Hagglund, 2011; Smallwood and Whitcombyhe inertia matrixdZ e R4 | M := Mgg + Ma > 0 embodies
2004; Hsu et al., 2000), despite the availability of severall- the mass and the inertia tensor of the rigid-bolfis € R¥“|

ern and advanced control techniques. Although it has limitays.g > 0), and the hydrodynamic added masses and the corres-
tions to cope with highly coupled multivariable plantssitaf-  ponding inertia tensor¥fa € R**| Ma > 0). The Coriolis-

ten preferred due to its synthesis and implementation &iitpl centripetal matrixC(v) := Cra(v) + Ca(v) € SS4) (Skew-
(Astrom and Hagglund, 2011; Franklin et al., 2009; Fréedl, Symmetric group of order 4) is directly derived frahd. The
1986). It cannot provide exact tracking of time-varyingeref matrix D, € R**|D_ > 0 collects linear hydrodynamic
ences alone, neither can it dynamically compensate for damadamping coéficients regarding linear skin friction (laminar
elled plant dynamics; nonetheless, such limitations cadiee flow). The matrixDg € R**| Dg > 0 collects quadratic hy-
cumvented by combining other techniques with the PID algarodynamic damping cdicients regarding quadratic skin fric-
rithm. A number of successful PID-based marine applicatiortion and vortex shedding (turbulent flow). All elements/df,

can be found in the literature, e.g. Omerdic et al. (2012)),, and Dq are expected to be nonzero and distinct, as the
Sgrensen et al. (2012), and Smallwood and Whitcomb (2004ROV has an open-frame structure with asymmetries in the

hapes and distribution of its internal parts and companent

Position and heading angle measurements at least areeréqu% ) . g .
e L esides, every element of these matrices may split into ra pai
by the MCS. The (digital) navigation sensors feed data in¢o ttgf relatively cl>c/>se values regarding positive a)rqd Fr)1egal' I P

MCS at diterent rates. The horizontal position measuremen Stities for each DoF, and may yet vary about the nominal

usually generated by hydroacoustic positioning systerseda . . A
on either the (Super) Short Base Line or Long Base Line pri alues (Lewandowski, 2004; Caccia etal., 2000). The vaator

i i _ _ T
ciple (Christ and Wernli, 2007), have (much) lower updatesa ye?rcr)]?t]%[;gers\? tfr'rgg fg(r:(t:i? _u [%r?:cgvev C g),e?ll d ?ﬁge&itgic
(<1 Hz) than the sampling frequency of the MCS, imposing thpc/)rcgeB — v a?:tin gu on tghepCB Whemié the ROV's (d}; ) y
major limitations to the overall motion control accuracher AR gup ! y

pressure gauge and gyrocompass providing the MCS with de@?ss,g is the acceleration of gravity, is the fluid density, and

. . V is the total volume of fluid displaced by the ROV. A safer
and heading angle measurements, respectively, presegt fai, ~. O . ;
high updategrateg. The MCS may also bepprovideyd \E)vith vgltoci esign ensures that the ROV is slightly positive buoyat, i.
measurements for enhanced motion control accuracy. Su > W, whereupon the ROV is able to emerge to the surface

. - . hout the aid of the MCS, if necessary. The veatoe R*
measurements, typically coming from Doppler Velocity Lo N ' . Y
(DVL) (Christ angr\JNern)I/i, 2007)9, are aIsopgpenerated a{ IOV\?errepresents unmeasured (nonestimated either) currestajed

: perturbing forces and moment, as the speed and direction of
update rates(1 Hz) than the sampling frequency of the MCS'the sea current are neither measured nor estimated in this wo

The paper is organised as follows. Section 2 reviews thet plaNotice that (1) is based only on body-fixed velocities. The-ve
model. Section 3 presents the MCS. Section 4 presentssestitir 7 € R*|7:=Tp [T1, To,..., Tp]" represents the propulsion
from full-scale sea trials. Section 5 presents concludielg rand steering forces and moment delivered by the propulsion
marks. Appendix A introduces the NTNU’s ROV Minerva.  system, wherd; := kg, (wi) lwilwi, | € N|i = {1,...,p}, is the

thrust delivered by theth thruster, under the common simpli-

2. CONTROL PLANT MODEL fying assumption that the static mappings(wi), which also

encompass all the losses, hold from the revolution ratekeof t
The proposed Control Plant Model (CPM) (Sgrensen, 201®yopeller discsy; to the developed thrusik (Sgrensen et al.,
follows the formulations and nomenclature defined by SNAMER012; Fossen, 2011; Caccia et al., 20aQ) € R*P is the thrust
(1950). Itis based on the models found in Sgrensen (2018), Fa@onfiguration matrix of the propulsion system, apd> 4 is
sen (2011), and Lewandowski (2004). Its explicit dependenthe number of thrusters which actuate the configurationespac
on the timet is omitted for the sake of simplicity. It is built (Breivik and Fossen, 2009). The matff¥ is typically constant
on the following premisses: (i) the ROV is fully actuatedliet because the ROV typically has thrusters with fixed pitch pro-
configuration space (Breivik and Fossen, 2009), i.e. the fopellers installed at fixed locations.



3. MOTION CONTROL SYSTEM 7(-) € R*is the vector of estimated position and heading angle
whose last component i&(-), nr(-) € R* is the vector of ref-
3.1 Introduction erence position and heading angle whose last componer is th
reference heading angle(-), vr() € R* is the vector of refer-
The MCS runs synchronously at the constant sampling frence velocities, such thak(t) := JT(yr(t) dﬁt[nR(t)]. This con-
quency fs. This implies that the vectop() controlling the tinuous-time representation is used for the sake of siritylic
thrusters through zero-order-hold circuits (Franklinlgtz009;  The vector(-) is properly introduced in Subsection 3.3.
Astrom and Wittenmark, 1997) located in the thrust allmrat he bili - N hod i df
block, i.e. interfacing the MCS and the plant, see Fig. 1pis u T ?. llinear Tustin's apprQX|mat|onhmetho| |s|, l:csﬁ orl neme
dated at every sampling instant, and also that the HGSO sim{f{® Integration in (5)’ as It maps the whole left- as_s*p ane
taneously takes the most recent navigation data storedatea di° the unit circle in t_ha—plane]: hence.al_walyl/s y'EIbdl'”g. stable
buffer created in the MCS to serve this purpose. The updates%?cr?te't'me appro;;matl_ons _rorl? or|g|r_1;1 y stable clmnt
() are then computed in between two consecutive samplirﬁs'tlme systems. So’b't typica %’ provides pretty ((:j(gg
instants based on the most recently taken data from tfferbu onse approximations between t .e con}muous- an cret
The diferent navigation sensors and the hydroacoustic podn€ domains (Franklin et al., 2009; Astrom and Wittenmark
itioning system feed data into the dataffien asynchronously. 997.)' A numerical d’ferentmtorl IS _advantag(_eously unneces-
The sensors having update rates higher thaenew the corres- S27Y in (5), as the error vectey() is directly available. Numer-
ponding portion of the data Hier several times per sampling ical differentiation algorithms can be quite sensitive to noise.

periodh:= fs*. The sensors having update rates (much) lowgkemark:Other functionalities, e.g. reset and anti-windup, can
than fs cause the same data stored |n.the COFFGSPOHdIUQ portigRo be added to the basic integrator algorithm in (5) to soda
of the data bffer to be reused for multiple sampling periods. the integration performance and make it more robust.

3.2 Controller The reference feedforward terar(-) is defined as

The controller subsystem, see Fig. 1, essentially consists urp(K) := DL vr(K) + M r(K) (6)

a MIMO PID controller aided by reference feedforward. ItwhereD_ A < R4 are the nominal expressions Bf and
also includes feedback linearisation of the plant dynaniibe M. and L () € R is the vector of refeFr)ence acceILerations
control vectom(-) € R* controls the HGSO. The control vector ™" <. VRV . . . S

whererg(t) := [vr()]. This continuous-time representation is

. 4 1
u(-) € R* controls the plant through the thrust allocation blOCkémployed heré only for the sake of simplicity.

The control vectors (') andu() are defined as Proper initialisation of the vectors is an important preiau

v(K) :=up p(k—1) + upg(K) in order to avoid unpredictable initial behaviour. It is gegted
DA @ thate,0) = € (0) = upio(0) = v(0) = 0, ne(l) = A1)
: LIN vr(1) = 2(1), andr(1) = 0. The initialisation of(-) and)j(:)

wherek € N |k > 1, up p(-) implements full state feedback, is discussed within Subsection 3.3.

urr(+) provides reference feedforward, andin(-) tackles to  The thrust allocation block converts the vectdy) into p indi-
cancel out the nonlinearities in the dynamics of (1). Thenter yiqual signalg;() (either voltages or currents) controlling the
upip(') is taken one sampling period delayed to preclude the ahryster servos, whege(") € RP | u(-) = [1a("), p2(), - s tp(]T

gebraic loop between the MIMO PID controller and the HGSOrherefore, these signals ultimately produce the veetor (1).
as they feed each other. All terms are detailed in the SEQUENCrhey are computed as(-) := 6 sgn{i)ITil/ kr.(w), i =

The feedback linearisation term |n(-) is defined as ..., p}, whereT; andkr,(wi) are described in Section 8, €
. L R.ol|6i :=pui()/w; are scaling factors (inverse servo gains) re-
uLin(K) = C(D(K) (k) + Do |D(K)D(K) — g (3) lating the signalgy(-) to the propeller angular velocitias;,

. L and [Ty, To,..., Tpl" :=TZ wu. The thrust allocation algorithm
whereC(2()), Do € R*“, andg € R* are the nominal expres- consists of the mappir := W' T3 (Tp W1 T7) 1, which
sions of C(v), Dq, andg, and®(-) € R* is the vector of esti- is essentially the Moore-Penrose pseudo-inverse of thesthr
mated velocities. It is properly introduced in Subsectidh 3 configuration matrixI's described in Section 2. The (typically
diagonal) matrix¥¥p € RP*P| Wp = W >0 weights the thrust
usage, so that it is possible to reach an optimal thrustailoe
upio(K) = Kp ey(K) + K e1(K) + Kp ey(K) 4) through the minimisation of the quadratic cost functibnr=

r‘r}i‘n([Tl, s T)Wp[T1, ..., Tp] ) subject tor =T [Ty, ..., Tp] .

The state feedback terinp| p(-) is defined as

whereKp, K|, Kp € R*4| Kp, K|, Kp > 0 are (typically di-
agonal) matrices holding the proportional, integral, aadva-
tive gain sets of the MIMO PID controller, and the error vesto

en(). e1(), () € R* are defined as The vector of estimated state3'[), 27(-)]" € R® is given by
ea(K) 1= TT(K-1) 0709 ~ 7(K) 0 .
e1(:=eik=1)+ (0/2) (ey(K) + ey (k=1))  (5) [Z(k)] = B0 |34

()= (k) - 7K e
+rvie- 1) e

3.3 High-gain state observer

+ Ty (§(k—1)) (w(K) + v(k-1))

o ko

wherey(-) is the estimated heading angle used everywhere in
the MCS to keep the coordinate transformations synchrdnise



wherev(-) is defined in (2)vm() € R*is the vector of measured jf range= 2 A ym(K) < Othen
velocities, andijm(-) € R* is the vector of measured position | Ym(K) « 27 + Yym(K)

and accumulated heading angle obtained partially diréaim  engd

the vector of measured position and heading angle) € R* range= 2 A ym(k—1) < Othen
and partially through a heading angle accumulation algorit | y,(k=1) « 27 + ¢m(k-1)
enabling the MCS to keep track of the number of turns thend

ROV performs. The algorithm and the vect(-) are further if |y(K) — ym(k—1)| > 7 then

described ahead. The vectan(-) = 0 ¥ k € N whenever vel- if Ym(k=1) > ¥m(K) then

ocities are not measured. The system maby(-)) € R®®, the | countefk) « countefk—1) + 1

control input matrixTy (4(-)) € R®4, and the output injection else

matrix Ty (J(-)) € R®® are defined as | countefk) « countefk—1) -1
end

®(W(k-1)):= A(y(k-1)) (Is + A((k- 1))) (8) end
WacdK) « 2 countefk) + ym(K)

04_ 9) Algorithm 1. Heading angle accumulation
(h/2)M™

Ty (i (k-1)):= A@(k-1))

It is suggested for proper initialisation of the HGSO tha th
. . . h . estimation vectors agree with the measurement vectors, i.e
Ty(y(k-1)):= A(¢/(k—1))T(w(k—1))§LT Wk=-1)) (10) #(0) = A(1) = Am(0) = Mm(1) and(0) = H(1) = v(0) =
vm(1), in order to zero the |n|t|al estimation errors. The ROV
whereT'(y(-)) := blockdiagg (4()), I) € SQ@8) (Special Or- Mmust preferably be at rest during the initialisation praged
thogonal group of order 8) is a transformation matrix, wherg0 that it is reasonable to assume tht) = vm(1) = 0. This
I, € R™ i € {4,8}, are identity matrices), € R¥** is a zero action is essential to preclude, or at least to drasticatyna

matrix, and the matriceA (J(-)), A(@())) € R®® are defined as uate, the characteristic initial high-valued short-diorapeaks
occurring in the vectord'(-), 2'(-)]" (peaking phenomenon).

A _ - -1
Alk-1))= (IS — A k- 1))) (11) 4. RESULTS FROM FULL-SCALE SEA TRIALS

A (k-1)) =T (k- 1))2 (A-L) T'(J(k-1)) (12) The sampling perioth = 150 ms was held during all trials.

The first step performed was tuning the HGSO for the condition

where without velocity measurements. The values reported indfern

des et al. (2013), i.el11 = Ly = Mﬁl andLqs = Loy = Oq4,
€'l yelLy, 13y Wereinitially tried, followed by fine-tuning. After sometarac-
€?Ly ye?Ly (13) tions, it was realised that the option yielding the bestltesuas

Ly, = Ly, = 2 M1 Different values were also interactively
whereL;; € R*4,i, j = {1, 2}, are constant tuning submatrices,assigned te, and the value = 0.1 turned out eventually to be
the constant € R.| e < 1 is a global tuning parameter yield- the best. These values indicate a reasonable adherenceeietw
ing the high gains, and the constagne N|y € {0, 1}, where the real and the modelled closed-loop systems.
v = 1 indicates that velocities are measured.

B 04 I,
" log -M 1D,

and L::[

It was confirmed during the tuning exercise that the output
The bilinear Tustin’s approximation method is used for numeinjection matrixL in (13) damps the observed response in such
ical integration in (7), for the same previously stated ogas a manner that a tradefids established between relying more
Notice thaty/(k—1), which is used to perform synchronisedupon the response that is predicted based on the CPM, or rely-
coordinate transformations throughout the MCS, is takem oring more upon the incoming measurements instead. The greate
sampling period delayed to preclude an algebraic loop in thee amount of damping represented by greater submaifiges
HGSO, since the HGSO also feeg4:) into itself. Notice the slower the estimation response with regard to changes in
also thatnm(-), 7m(-), andvm(-) are manipulated, i.e. read andthe measurements. On the other hand, the lesstbie higher
written, by the HGSO, whereas the dataffbu described in the magnitude of the eigenvalueslofwhereupon the faster the
Subsection 3.1 is only read by the HGSO. estimation response. This happens because the reactamityel
(sensitivity) to fast changes in the measurements is ptiomad
to the magnitude of such eigenvalues, and so is the senhsitivi
to measurement noise. Nevertheless, studying this prolsiem
the framework of marine control systems is very interesting
accumulated along consecutive turns. The simplest oautere Because the control_led plants typically have (very) Slo‘-d an
; ' . overdamped dynamics. Therefore, a HGSO can be satisfacto-

e.xa_lr_r;]pleATap%ﬁnsthen a]turnbls con:jptleted regard|?rg];_the radr}w tuned, being assigned gains relatively much highentha
Eilz)'n f§r in%?ar\hc? wﬁg?eofr?te E) ueseZ iso tgvséci% %ZIisleSngsr] those of the closed-loop systems formed by the controlieds a

’ ’ the controlled plants, without actually holding too highrga

Cohuer;g"r(aon) Zfolu?:tc?r%l 22&2?3@2%% 12”6’3‘”3[;? {el,_2}2, in absolute terms. The peaking phenomenon is concomitantly
w ge= ponas to ge l), ge= attenuated if the gains of the HGSO are not too high.
corresponds to the range (ii). Finally, the three positicam

urements inngy(-), i.e. its three first elements, are just copied-ig. 2—4 depict results from a station keeping trial (DP)eveéh
into m(-) and the accumulated heading anglg«(-) coming the heading angle was changed twieg/2rad &90°). Ve-
out from Algorithm 1 completegm(-). locity measurements were not used by the HGSO, in spite of

The heading angle measuremgnp(-), which is the last element
of nm(+), is typically commercially obtainable in the ranges: (i)
Ym(*) € [0,2x); and (ii)Ym(-) € (-, ). In either case the range
is discontinuous and limited, so that the heading angle fs n
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Fig. 2. DP trial: Position and heading angle.
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being available for comparison purposes. Fig. 2 shows estalidefore. It was verified that the sensitivity to measuremeiste)
and fairly satisfactory performance. The position mea®@r@s in particular, due to the unfavourable inherent charasties of
were reasonably well filtered, even without the support 6f adhe horizontal position measurements, diminished consig
ditional velocity measurements. It is clear that the deptth a _ . .
the heading angle were moréiectively kept closer to the de- Fi9: 5=7 depict results from a lawn-mower pattern trackiig t

sired set-points, due to their inherently favourable mezrsent  With simultaneous bottom profile tracking at constant wdhi

characteristics, i.e. high update rates, yielding sméiecinces COMPrising two parallel legs of 20 m separated by a distafice o

between consecutive measurements. Fig. 3—4 show fairlg gog M- Velocity measurements were used by the HGSO this time.

velocity reconstruction, in particular of the heave and yaf'9- ® Shows that the MCS performed stably and satisfagtoril

DoFs, reconfirming that better results can be attained und8"€SPonse to the suitable andfsriently smooth references
more reliable measurements. It is important to consider thgenerated by the guidance subsystem. The position measure-
part of the delay observed between the reconstructed and gnts were filtered better than in the previous DP trial. Fig.

measured velocities is caused by th&efences between the —7 show that the velocities were also well filtered. The maxi
hydroacoustic positioning system and the DVL. mum absolute position error was less than 20 cm, whereas the

maximum absolute heading angle error was less ttG8i3 rad
Later, the HGSO was tuned for the condition with velocity5°). This is indeed a satisfactory result attained by the MCS.
measurements. After some interactions, the valugs= Lo; = In practice, such result would enable the end-users of thé RO
2M™, L,y = L, = 5M™1, ande = 0.1 were adopted. technology to acquire sequential high-quality images to-co
The tuning of the MIMO PID controller was held the same astruct representations of objects or environments of éster
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ulation results. In particular, the results presented is plaper on Ocean Engineering/Norld Scientific Pub., Arlington.
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